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Abstract

Structured Models for Vision-and-Language Reasoning

by

Ronghang Hu

Doctor of Philosophy in Computer Science

University of California, Berkeley

Professor Trevor Darrell, Chair

Vision-and-language tasks (such as answering a question about an image, grounding a referring expression, or following a natural language instruction to navigate through a visual environment) require jointly modeling and reasoning over the two modalities of image and text. We have witnessed significant progress in joint visual and linguistic reasoning, often through neural approaches trained with the help of larger datasets and more computation resources. However, is solving these vision-and-language tasks as simple as building models with more parameters and training them on more data? If not, how can we build better reasoning models that are data-efficient and generalize well?

This thesis provides an answer to the above question with structured models for vision-and-language reasoning – models with architectures that take into account the patterns and regularities in human language, visual scenes, and agents’ skills. We begin with the task of referring expression grounding, where we show that significantly better accuracy and generalization can be achieved by taking into account the compositional structures in these expressions with our proposed Compositional Modular Networks (CMNs) in Chapter 2. We further address the visual question answering task in Chapter 3 with the End-to-End Module Networks (N2NMNs) based on dynamic compositional modules that align with the reasoning steps in the questions. In Chapter 4, we extend our work on modular reasoning and propose the Stack Neural Module Networks (SNMNs) that automatically induce a proper module layout with interpretable reasoning steps. Beyond modular reasoning, we also propose to construct context-aware representations of the visual scene with Language-Conditioned Graph Networks (LCGNs) in Chapter 5 for relational reasoning, and address the problem of reading text in images for question answering with iterative pointer-augmented multimodal transformers in Chapter 6. Finally, we show that embodied tasks also require structured models, and propose the Speaker-Follower models for the navigational instruction following task in Chapter 7 with the pair of a speaker model and a follower model that complement each other. In all these scenarios, we show that by taking into account the structures in the tasks and the input modalities, our models perform and generalize significantly better than their unstructured counterparts.
To my wife, Yuqing Zhang, Ph.D.
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Chapter 1

Introduction

1.1 Motivation

Visual perception and language understanding are key to our daily life. As humans, we can look at the visual world around us, and describe what we see to other people in natural language. When told “there is a cat under the table”, we are able to associate the “cat” word in the sentence we hear with the actual cat instance in the surrounding scene. We are also capable of following instructions such as “go to the laboratory on the third floor” or “pick up the apple on the kitchen counter”. Our human intelligence allows us to jointly understand and reason over both the visual world around us and the natural language we hear and speak.

Similarly, it is also crucial for an intelligent machine to jointly model and reason over the two modalities of vision and language. Visual perception systems should be able to not only recognize or detect cars or pedestrians as symbolic class labels, but must also localize things in the visual scene described in natural language queries such as “the man wearing a black hat” and answer human questions such as “are there more apples than oranges in the basket”. An intelligent robot should be able to follow command in human language such as “make left at table clock, and wait at bathroom door threshold” in a physical environment and map “table clock” and “bathroom door threshold” in the instruction to the corresponding visual entities in the scene, as shown in Figure 1.1.

Following the success of neural networks and deep learning, an increasing number of methods have been developed for jointly modeling the two modalities of vision and language based on neural approaches, with a majority of them relying on large amounts of training data (and computation resources). The unreasonable effectiveness of data in the deep learning era has been demonstrated through various successes in vision (e.g. [92, 166]) and language (e.g. [121, 44]). However, while it has been a successful paradigm to train larger models with more data to get better performance, questions still remain: is solving the problem of joint vision and language understanding as simple as training larger neural networks on more data, and are there smarter approaches that are more data-efficient and generalize better?

This thesis provides an answer with structured models for vision-and-language reasoning – models that incorporate the design choices based on the regularities and patterns in the tasks and
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Instruction: Walk past hall table. Walk into bedroom. Make left at table clock, and wait at bathroom door threshold.

Figure 1.1: A robot agent following a natural language instruction to navigate through an embodied environment [5] (moving left as shown with the red arrow). To accomplish the task, the agent needs to jointly perceive, understand, and reason over both the visual inputs and the language commands.

input modalities, by exploiting the compositionality of human language, dynamically reusing a set of reasoning operations with neural modules, and decomposing the tasks into complement subtasks. We show that better accuracy and generalization can be achieved by building well-designed structures into the reasoning models under various vision-and-language tasks, including referring expression grounding, visual question answering, and embodied instruction following.

1.2 Background

Early studies have started to address the problem of joint vision-and-language reasoning before the deep learning era, but they are often in restricted settings with limited representation power. For example, in [93] image descriptions are generated based on handwritten templates, and restricted logical forms are used for question answering about natural images in [113]. With the renaissance of deep learning [96], these early approaches have largely been replaced by subsequent neural approaches that learn an end-to-end mapping from inputs to outputs.

In particular, convolutional neural networks are shown effective in a wide range of vision tasks such as image recognition (e.g. [92]) and object detection (e.g. [144]), and recurrent neural networks have been successfully applied to language tasks such as syntactic parsing (e.g. [181]) and machine translation (e.g. [167]), often through the encoder-decoder approach [36]. Following their success, many neural approaches for vision-and-language reasoning adopt the CNN-RNN paradigm of encoding the visual inputs (images or videos) with convolutional neural networks (CNNs), encoding the language inputs (such as phrases, expressions, and questions) with recurrent
neural networks (RNNs, typically implemented as LSTMs [69] or GRUs [37]), and fusing the encoded representations of the two modalities with a few additional neural network layers to output the results (such as answers in question answering or the agent’s actions in embodied settings).

The CNN-RNN paradigm mentioned above has been widely applied to multiple tasks such as referring expression grounding [117], visual question answering [12], and embodied instruction following [5]. The referring expression grounding task takes as input an image and an expression that describes a particular object in the image (such as “the woman holding a grey umbrella”), and the model is required to ground (localize) the expression into the corresponding image regions. In this task, a widely-used approach is to extract visual features from candidate image regions with a convolutional neural network, extract an embedding vector from the language query with a recurrent neural network (often an LSTM network), and build another matching network on top of the visual features and the language embedding to fuse the two modalities and decide whether each image region can be matched to the query. The visual question answering task requires a machine model to answer a question (in natural language) based on an input image, such as “how many black cats are there in the scene”. A strong baseline of this problem is extracting CNN features from the image, extracting RNN features from the question, and fuse the two modalities to predict an answer [12, 114, 205, 77] (where the fusion step may involve e.g. bilinear pooling [51, 200, 29] or other fusion mechanisms). The embodied instruction following task asks an agent to follow a natural language instruction such as “enter the door, make a left turn, walk through the hallway, and stop at the table on your left” and navigate to a goal location in an embodied environment. In this task, a common approach is to extract CNNs features from the agent’s visual sensor inputs, and use a sequence-to-sequence RNN model to translate the sequence of visual features into the output sequence of the agent’s actions [5]. While the CNN-RNN paradigm can approximate any reasoning behavior in principle (given the universal approximation power of neural networks [40]) and will eventually achieve good performance with enough training data, it ignores the structures and patterns in the tasks and the input data and often does not generalize well, especially when it comes to compositionality. For example, when using an RNN-based encoding mechanism, a referring expression grounding model trained on expressions “an apple on the table” and “an orange in the basket” does not necessarily handle “an orange on the table” in a compositional manner. This is primarily because the recurrent neural network as an encoder is lack of the architectural power to encourage such compositionality. This thesis provides a solution to these issues by building models with proper architectures and inductive biases that encourage more compositional behavior and better generalization.

It is worth noting that there is a large amount of prior work on incorporating the structures of the tasks or input data when designing a reasoning model. As a few notable examples, TreeLSTMs [170] take into account the tree structure (usually based on syntactic parsing trees) of a language expression when propagating information, hierarchical co-attention networks [110] align the image and text modalities and extract information at multiple levels of granularity for question answering, and paired listeners and speakers are used in [8] for pragmatic referring expression generation. We leave the detailed discussions of related work on each specific task to the individual chapters. Our work presented in this thesis is aligned with these previous efforts in bringing the right architectures into the modeling aspect for vision-and-language reasoning, and extends previous methods with
dynamic reasoning structures based on neural modules, context-aware representations based on graph networks, pointer networks that allows directly referring to and copying the inputs, and paired models by decomposing the instruction following task into a follower and a speaker.

1.3 Thesis Goals and Contributions

This thesis presents a series of structured models for joint visual and linguistic reasoning, including referring expression grounding models based on the compositional structure of natural language expressions, visual question answering models that learn a dynamic and reusable set of reasoning skills based on neural modules, graph networks that build context-aware language-conditioned representations for multiple downstream tasks, text-reading models based on our novel pointer-augmented multimodal transformers, and embodied instruction following models with a follower and speaker pair based on a decomposition of the task into instruction generation and instruction following.

We begin with the referring expression grounding task in Chapter 2. People often refer to entities in an image in terms of their relationships with other entities through referring expressions. For example, “the black cat sitting under the table” refers to both a “black cat” entity and its relationship with another “table” entity. Understanding these relationships is essential for interpreting and grounding such natural language expressions. Most prior work focuses on either grounding entire referring expressions holistically to one region or localizing relationships based on a fixed set of categories. In this chapter, we instead present a modular deep architecture capable of analyzing referring expressions into their components, identifying entities and relationships mentioned in the input expression and grounding them all in the scene. We call this approach Compositional Modular Networks (CMNs): a novel architecture that learns linguistic analysis and visual inference end-to-end. Our approach is built around two types of neural modules that inspect local regions and pairwise interactions between regions. We evaluate CMNs on multiple referring expression datasets, outperforming state-of-the-art approaches on a range of application scenarios.

We further address the visual question answering task in Chapter 3. In the visual question answering task, the natural language questions are inherently compositional, and many are most easily answered by reasoning about their decomposition into modular sub-problems. For example, to answer “is there an equal number of balls and boxes?” we can look for balls, look for boxes, count them, and compare the results. The recently proposed Neural Module Network (NMN) architecture implements this approach to question answering by parsing questions into linguistic substructures and assembling question-specific deep networks from smaller modules that each solves one subtask. However, existing NMN implementations rely on brittle off-the-shelf parsers, and are restricted to the module configurations proposed by these parsers rather than learning them from data. In this chapter, we propose End-to-End Module Networks (N2NMNs), which learn to reason by directly predicting instance-specific network layouts without the aid of a parser. Our model learns to generate network structures (by imitating expert demonstrations) while simultaneously learning network parameters (using the downstream task loss). Experimental results on the new CLEVR dataset targeted at compositional question answering show that N2NMNs achieve an error reduction
of nearly 50% relative to state-of-the-art attentional approaches, while discovering interpretable network architectures specialized for each question.

In Chapter 4, we extended our N2NMN model proposed in Chapter 3 and learn to automatically induce a reasoning structure or a program layout without resorting to a large amount of human annotation. In complex inferential tasks like visual question answering, machine learning models must confront two challenges: the need to implement a compositional reasoning process, and, in many applications, the need for this reasoning process to be interpretable to assist users in both development and prediction. Existing models designed to produce interpretable traces of their decision-making process typically require these traces to be supervised at training time. In this chapter, we present a novel Stack Neural Module Network (SNMN) that performs compositional reasoning by automatically inducing a desired sub-task decomposition without relying on strong supervision. Our SNMN model allows linking different reasoning tasks through shared modules that handle common routines across tasks. Experiments show that the model is more interpretable to human evaluators compared to other state-of-the-art models: users can better understand the model’s underlying reasoning procedure and predict when it will succeed or fail based on observing its intermediate outputs.

In addition to modular reasoning structures for visual question answering and referring expression grounding, in Chapter 5 we build dynamic and context-aware representations of the visual scene conditioned on the reasoning task specified in the language inputs, using graph networks to propagate relational information across visual entities in images. Solving grounded language tasks often requires reasoning about relationships between objects in the context of a given task. For example, to answer the question “what color is the mug on the plate?” we must check the color of the specific mug that satisfies the “on” relationship with respect to the plate. Recent work has proposed various methods capable of complex relational reasoning. However, most of their power is in the inference structure, while the scene is represented with simple local appearance features. In this chapter, we take an alternate approach and build contextualized representations for objects in a visual scene to support relational reasoning. We propose a general framework of Language-Conditioned Graph Networks (LCGNs), where each node represents an object, and is described by a context-aware representation from related objects through iterative message-passing conditioned on the textual input. E.g., conditioning on the “on” relationship to the plate, the object “mug” gathers messages from the object “plate” to update its representation to “mug on the plate”, which can be easily consumed by a simple classifier for answer prediction. We experimentally show that our LCGN approach effectively supports relational reasoning and improves performance across several tasks and datasets.

In Chapter 6 we address a specific vision-and-language reasoning task – visual question answering based on reading comprehension (i.e., the TextVQA task) – that requires the right model architecture to be able to read and copy text tokens from images. Many visual scenes contain text that carries crucial information, and it is thus essential to understand text in images for downstream reasoning tasks. For example, a deep water label on a warning sign warns people about the danger in the scene. Recent work has explored the TextVQA task that requires reading and understanding text in images to answer a question. However, existing approaches for TextVQA are mostly based on custom pairwise fusion mechanisms between a pair of two modalities and are restricted to a
single prediction step by casting TextVQA as a classification task. In this work, we propose a novel model for the TextVQA task based on a multimodal transformer architecture accompanied by a rich representation of text in images. Our model naturally fuses different modalities homogeneously by embedding them into a common semantic space where self-attention is applied to model inter- and intra-modality context. Furthermore, it enables iterative answer decoding with a dynamic pointer network, allowing the model to form an answer through multi-step prediction instead of one-step classification. Our model outperforms existing approaches on three benchmark datasets for the TextVQA task by a large margin.

In Chapter 7, we go beyond passive perception and reasoning of static images and further address vision-and-language reasoning in the embodied navigational instruction following task that requires active decision-making and planning. Navigation guided by natural language instructions presents a challenging reasoning problem for instruction followers. Natural language instructions typically identify only a few high-level decisions and landmarks rather than complete low-level motor behaviors; much of the missing information must be inferred based on perceptual context. In machine learning settings, this is doubly challenging: it is difficult to collect enough annotated data to enable learning of this reasoning process from scratch, and also difficult to implement the reasoning process using generic sequence models. Here we describe an approach to vision-and-language navigation that addresses both these issues with an embedded speaker model. We use this speaker model to (1) synthesize new instructions for data augmentation and to (2) implement pragmatic reasoning, which evaluates how well candidate action sequences explain an instruction. Both steps are supported by a panoramic action space that reflects the granularity of human-generated instructions. Experiments show that all three components of this approach – speaker-driven data augmentation, pragmatic reasoning, and panoramic action space – dramatically improve the performance of a baseline instruction follower, more than doubling the success rate over the best existing approach on a standard benchmark.
Chapter 2

Compositional Modular Networks for Grounding

2.1 Problem Statement

Great progress has been made on object detection, the task of localizing visual entities belonging to a pre-defined set of categories [55 144 143 41 105]. But the more general and challenging task of localizing entities based on arbitrary natural language expressions remains far from solved. This task, sometimes known as grounding or referring expression comprehension, has been explored by recent work in both computer vision and natural language processing [117 74 146]. Given an image and a natural language expression referring to a visual entity, such as the young man wearing green shirt and riding a black bicycle, these approaches localize the image region corresponding to the entity that the expression refers to with a bounding box.

Referring expressions often describe relationships between multiple entities in an image. In Figure 2.1, the expression the woman holding a grey umbrella describes a woman entity that participates in a holding relationship with a grey umbrella entity. Because there are multiple women in the image, resolving this referring expression requires both finding a bounding box that contains a person, and ensuring that this bounding box relates in the right way to other objects in the scene. Previous work on grounding referring expressions either (1) treats referring expressions holistically, thus failing to model explicit correspondence between textual components and visual entities in the image [117 74 146 198 127], or else (2) relies on a fixed set of entity and relationship categories defined a priori [108].

In this chapter, we present a joint approach that explicitly models the compositional linguistic structure of referring expressions and their groundings, but which nonetheless supports interpretation of arbitrary language. We focus on referring expressions involving inter-object relationships that can be represented as a subject entity, a relationship and an object entity. We propose Compositional Modular Networks (CMNs), an end-to-end trained model that learns language representation and image region localization jointly as shown in Figure 2.1. Our model differentiably parses the referring expression into a subject, relationship and object with three soft attention maps, and aligns
Figure 2.1: Given an image and an expression, we learn to parse the expression into vector representation of subject $q_{\text{subj}}$, relationship $q_{\text{rel}}$ and object $q_{\text{obj}}$ with attention, and align these textual components to image regions with two types of modules. The localization module outputs scores over each individual region while the relationship module produces scores over region pairs. These outputs are integrated into final scores over region pairs, producing the top region pair as grounding result. (Best viewed in color.)

The extracted textual representations with image regions using a modular neural architecture. There are two types of modules in our model, one used for localizing specific textual components by outputting unary scores over regions for that component, and one for determining the relationship between two pairs of bounding boxes by outputting pairwise scores over region-region pairs. We evaluate our model on multiple datasets, and show that our model outperforms both natural baselines and previous work.
2.2 Related Work

Grounding referring expressions. The problem of grounding referring expressions can be naturally formulated as a retrieval problem over image regions \([117, 74, 146, 51, 198, 127]\). First, a set of candidate regions are extracted (e.g. via object proposal methods like \([174, 13, 89, 211]\)). Next, each candidate region is scored by a model with respect to the query expression, returning the highest scoring candidate as the grounding result. In \([117, 74]\), each region is scored based on its local visual features and some global contextual features from the whole image. However, local visual features and global contextual from the whole image are often insufficient to determine whether a region matches an expression, as relationships with other regions in the image must also be considered. Two recent methods \([198, 127]\) go beyond local visual features in a single region, and consider multiple regions at the same time. \([198]\) adds contextual feature extracted from other regions in the image, and \([127]\) proposes a model that grounds a referring expression into a pair of regions. All these methods represent language holistically using a recurrent neural network: either generatively, by predicting a distribution over referring expressions \([117, 74, 198, 127]\), or discriminatively, by encoding expressions into a vector representation \([146, 51]\). This makes it difficult to learn explicit correspondences between the components in the textual expression and entities in the image. In this work, we learn to parse the language expression into textual components in instead of treating it as a whole, and align these components with image regions end-to-end.

Handling inter-object relationships. Recently work by \([108]\) trains detectors based on R-CNN \([55]\) and uses a linguistic prior to detect visual relationships. However, this work relies on fixed, predefined categories for subjects, relations, and objects, treating entities like “bicycle” and relationships like “riding” as discrete classes. Instead of building upon a fixed inventory of classes, our model handles relationships specified by arbitrary natural language phrases, and jointly learns expression parsing and visual entity localization. Although \([91]\) also learns language parsing and perception, it is directly based on logic (\(\lambda\)-calculus) and requires additional classifiers trained for each predicate class. Aside from localizing relationship expressions, \([191]\) generates image descriptions using a recurrent network with attention over image feature grids, and \([148, 194]\) learns to extract visual relation knowledge from images.

Compositional structure with modules. Neural Module Networks \([11]\) address visual question answering by decomposing the questions into textual components and dynamically assembling a specific network architecture for the question from a few network modules based on the textual components. However, this method relies on an external language parser for textual analysis instead of end-to-end learned language representation, and is not directly applicable to the task of grounding referring expressions into bounding boxes, since it does not explicitly output bounding boxes as results. Recently, \([10]\) improves over \([11]\) by learning to re-rank parsing outputs from the external parser, but it is still not end-to-end learned since the parser is fixed and not optimized for the task. Inspired by \([11]\), our model also uses a modular structure, but learns the language representation end-to-end from words.
2.3 Compositional Modular Networks (CMNs)

We propose Compositional Modular Networks (CMNs) to localize visual entities described by a query referring expression. Our model is compositional in the sense that it localizes a referring expression by grounding the components in the expressions and exploiting their interactions, in accordance with the principle of compositionality of natural language – the meaning of a complex expression is determined by the meanings of its constituent expressions and the rules used to combine them \[187\]. Our model works in a retrieval setting: given an image \(I\), a referring expression \(Q\) as query and a set of candidate region bounding boxes \(B = \{b_i\}\) for the image \(I\) (e.g. extracted through object proposal methods), our model outputs a score for each bounding box \(b_i\), and returns the bounding box with the highest score as grounding (localization) result. Unlike state-of-the-art methods \[146, 51\], the scores for each region bounding box \(b_i \in B\) are not predicted only from the local feature of \(b_i\), but also based on other regions in the image. In our model, we focus on the relationships in referring expressions that can be represented as a 3-component triplet \(\text{subject, relationship, object}\), and learn to parse the expressions into these components with attention. For example, \textit{a young man wearing a blue shirt} can be parsed as the triplet \(\text{(a young man, wearing, a blue shirt)}\). The score of a region is determined by simultaneously looking at whether it matches the description of the subject entity and whether it matches the relationship with another
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interacting object entity mentioned in the expression.

Our model handles such inter-object relationships by looking at pairs of regions \((b_i, b_j)\). For referring expressions like “the red apple on top of the bookshelf”, we want to find a region pair \((b_i, b_j)\) such that \(b_i\) matches the subject entity “red apple” and \(b_j\) matches the object entity “bookshelf” and the configuration of \((b_i, b_j)\) matches the relationship “on top of”. To achieve this goal, our model is based on a compositional modular structure, composed of two modules assembled in a pipeline for different sub-tasks: one localization module \(f_{\text{loc}}(\cdot, q_{\text{loc}}; \Theta_{\text{loc}})\) for deciding whether a region matches the subject or object in the expression, where \(q_{\text{loc}}\) is the textual vector representation of the subject component “red apple” or the object component “bookshelf”, and one relationship module \(f_{\text{rel}}(\cdot, \cdot, q_{\text{rel}}; \Theta_{\text{rel}})\) for deciding whether a pair of regions matches the relationship described in the expression represented by \(q_{\text{rel}}\), the textual vector representation of the relationship “on top of”. The representations \(q_{\text{subj}}, q_{\text{rel}}\) and \(q_{\text{obj}}\) are learned jointly in our model in Sec. 2.3.

We define the pairwise score \(s_{\text{pair}}(b_i, b_j)\) over a pair of image regions \((b_i, b_j)\) matching an input referring expression \(Q\) as the sum of three components:

\[
s_{\text{pair}}(b_i, b_j) = f_{\text{loc}}(b_i, q_{\text{subj}}; \Theta_{\text{loc}}) + f_{\text{loc}}(b_j, q_{\text{obj}}; \Theta_{\text{loc}}) + f_{\text{rel}}(b_i, b_j, q_{\text{rel}}; \Theta_{\text{rel}}),
\]

(2.1)

where \(q_{\text{subj}}, q_{\text{obj}}\) and \(q_{\text{rel}}\) are vector representations of subject, relationship and object, respectively.

For inference, we define the final subject unary score \(s_{\text{subj}}(b_i)\) of a bounding of \(b_i\) corresponding to the subject (e.g. “the red apple” in “the red apple on top of the bookshelf”) as the score of the best possible pair \((b_i, b_j)\) that matches the entire expression:

\[
s_{\text{subj}}(b_i) \triangleq \max_{b_j \in B} s_{\text{pair}}(b_i, b_j).
\]

(2.2)

The subject is ultimately grounded (localized) to the highest scoring region as

\[
b_{\text{subj}}^* = \arg \max_{b_i \in B} s_{\text{subj}}(b_i).
\]

(2.3)

Expression parsing with attention

Given a referring expression \(Q\) like the tall woman carrying a red bag, how can we decide which substrings corresponds to the subject, the relationship, and the object, and extract three vector representations \(q_{\text{subj}}, q_{\text{rel}}\) and \(q_{\text{obj}}\) corresponding to these three components? One possible approach is to use an external language parser to parse the referring expression into the triplet format \((\text{subject}, \text{relationship}, \text{object})\) and then process each component with an encoder (e.g. a recurrent neural network) to extract \(q_{\text{subj}}, q_{\text{rel}}\) and \(q_{\text{obj}}\). However, the formal representations of language produced by syntactic parsers do not always correspond to intuitive visual representations. As a simple example, the apple on top of the bookshelf is analyzed [209] as having a subject phrase the apple, a relationship on, and an object phrase top of the bookshelf, when in fact the visually salient objects are simply the apple and the bookshelf, while the complete expression on top of describes the relationship between them.
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Therefore, in this work we learn to decompose the input expression \( Q \) into the above 3 components, and generate vector representations \( q_{\text{subj}}, q_{\text{rel}} \) and \( q_{\text{obj}} \) from \( Q \) through a soft attention mechanism over the word sequence, as shown in Figure 2.2(a). For a referring expression \( Q \) that is a sequence of \( T \) words \( \{w_t\}_{t=1}^T \), we first embed each word \( w_t \) to a vector \( e_t \) using GloVe \[135\], and then scan through the word embedding sequence \( \{e_t\}_{t=1}^T \) with a 2-layer bi-directional LSTM network \[150\]. The first layer takes as input the sequence \( \{e_t\} \) and outputs a forward hidden state \( h_t^{(1)} \) and a backward hidden state \( h_t^{(1)} \) at each time step, which are concatenated into \( h_t \). The second layer then takes the first layer’s output sequence \( \{h_t^{(1)}\} \) as input and outputs forward and backward hidden states \( h_t^{(2)} \) and \( h_t^{(2)} \) at each time step. All the hidden states in the first layer and second layer are concatenated into a single vector \( h_t = [h_t^{(1)}, h_t^{(1)}, h_t^{(2)}, h_t^{(2)}] \).

The concatenated state \( h_t \) contains information from word \( w_t \) itself and also context from words before and after \( w_t \). Then the attention weights \( a_{t,\text{subj}}, a_{t,\text{rel}} \) and \( a_{t,\text{obj}} \) for subject, relationship, object over each word \( w_t \) are obtained by three linear predictions over \( h_t \) followed by a softmax as

\[
a_{t,\text{subj}} = \exp(\beta_{\text{subj}}^T h_t) / \sum_{\tau=1}^T \exp(\beta_{\text{subj}}^T h_\tau) \tag{2.4}
\]

\[
a_{t,\text{rel}} = \exp(\beta_{\text{rel}}^T h_t) / \sum_{\tau=1}^T \exp(\beta_{\text{rel}}^T h_\tau) \tag{2.5}
\]

\[
a_{t,\text{obj}} = \exp(\beta_{\text{obj}}^T h_t) / \sum_{\tau=1}^T \exp(\beta_{\text{obj}}^T h_\tau) \tag{2.6}
\]

and the language representations of the subject \( q_{\text{subj}}, \) relationship \( q_{\text{rel}} \) and object \( q_{\text{obj}} \) are extracted as weighted average of word embedding vectors \( \{e_t\} \) with attention weights as \( q_{\text{subj}} = \sum_{t=1}^T a_{t,\text{subj}} e_t \), and \( q_{\text{rel}} = \sum_{t=1}^T a_{t,\text{rel}} e_t \) and \( q_{\text{obj}} = \sum_{t=1}^T a_{t,\text{obj}} e_t \).

Localization module

As shown in Figure 2.2(b), the localization module \( f_{\text{loc}} \) outputs a score \( s_{\text{loc}} = f_{\text{loc}}(b, q_{\text{loc}}; \Theta_{\text{loc}}) \) representing how likely a region bounding box \( b \) matches \( q_{\text{loc}} \), which is either the subject textual vector \( q_{\text{subj}} \) or object textual vector \( q_{\text{obj}} \).

This module takes the local visual feature \( x_{\text{vis}} \) and spatial feature \( x_{\text{spatial}} \) of image region \( b \). We extract visual feature \( x_v \) from image region \( b \) using a convolutional neural network \[156\], and extract a 5-dimensional spatial feature \( x_s = [x_{\text{min}}, y_{\text{min}}, x_{\text{max}}, y_{\text{max}}, S_b] \) from \( b \) using the same representation as in \[117\], where \( [x_{\text{min}}, y_{\text{min}}, x_{\text{max}}, y_{\text{max}}, S_b] \) and \( S_b \) are bounding box coordinates and area of \( b \), and \( W_f, H_f \) and \( S_f \) are width, height and area of the image \( I \). Then, \( x_v \) and \( x_s \) are concatenated into a vector \( x_{v,s} = [x_v, x_s] \) as representation of region \( b \).

Since element-wise multiplication is shown to be a powerful way to combine representations from different modalities \[15\], we adopt it here to obtain a joint vision and language representation. In our implementation, \( x_{v,s} \) is first embedded to a new vector \( \tilde{x}_{v,s} \) that has the same dimension as \( q_{\text{loc}} \) (which is either \( q_{\text{subj}} \) or \( q_{\text{obj}} \)) through a linear transform, and then element-wise multiplied with
q_{loc} to obtain a vector \( z_{loc} \), which is L2-normalized into \( \hat{z}_{loc} \) to obtain a more robust representation, as follows:

\[
\tilde{x}_{v,s} = W_{v,s} x_{v,s} + b_{v,s} \quad (2.7)
\]
\[
z_{loc} = \tilde{x}_{v,s} \odot q_{loc} \quad (2.8)
\]
\[
\hat{z}_{loc} = \frac{z_{loc}}{\|z_{loc}\|_2} \quad (2.9)
\]

where \( \odot \) is element-wise multiplication between two vectors. Then the score \( s_{loc} \) is predicted linearly from \( \hat{z}_{loc} \) as

\[
s_{loc} = w^T_{loc} \hat{z}_{loc} + b_{loc}. \quad (2.10)
\]

The parameters in \( \Theta_{loc} \) are \((W_{v,s}, b_{v,s}, w_{loc}, b_{loc})\).

**Relationship module**

As shown in Figure 2.2 (c), the relationship module \( f_{rel} \) outputs a score \( s_{rel} = f_{rel}(b_1, b_2, q_{rel}; \Theta_{rel}) \) representing how likely a pair of region bounding boxes \((b_1, b_2)\) matches \( q_{rel} \), the representation of relationship in the expression.

In our implementation, we use the spatial features \( x_{s1} \) and \( x_{s2} \) of the two regions \( b_1 \) and \( b_2 \) extracted in the same way as in localization module (we empirically find that adding visual features of \( b_1 \) and \( b_2 \) leads to no noticeable performance boost while slowing training significantly). Then \( x_{s1} \) and \( x_{s2} \) are concatenated as \( x_{s1,s2} = [x_{s1} \ x_{s2}] \), and then processed in a similar way as in localization module to obtain \( s_{rel} \), as shown below:

\[
\tilde{x}_{s1,s2} = W_{s1,s2} x_{s1,s2} + b_{s1,s2} \quad (2.11)
\]
\[
z_{rel} = \tilde{x}_{s1,s2} \odot q_{rel} \quad (2.12)
\]
\[
\hat{z}_{rel} = \frac{z_{rel}}{\|z_{rel}\|_2} \quad (2.13)
\]
\[
s_{rel} = w^T_{rel} \hat{z}_{rel} + b_{rel}. \quad (2.14)
\]

The parameters in \( \Theta_{rel} \) are \((W_{s1,s2}, b_{s1,s2}, w_{rel}, b_{rel})\).

**End-to-end learning**

During training, for an image \( I \), a referring expression \( Q \) and a set of candidate regions \( B \) extracted from \( I \), if the ground-truth regions \( b_{subj,gt} \) of the subject entity and \( b_{obj,gt} \) of the object entity are both available, then we can optimize the pairwise score \( s_{pair} \) in Eqn. 2.1 with strong supervision using softmax loss \( Loss_{strong} \).

\[
Loss_{strong} = - \log \left( \frac{\exp \left( s_{pair}(b_{subj,gt}, b_{obj,gt}) \right)}{\sum_{(b_i, b_j) \in B \times B} \exp \left( s_{pair}(b_i, b_j) \right)} \right) \quad (2.15)
\]

However, it is often hard to obtain ground-truth regions for both subject entity and object entity. For referring expressions like “a red vase on top of the table”, often there is only a ground-truth
Method | Accuracy |
--- | --- |
baseline (loc module) | 46.27% |
our full model | 99.99% |

Table 2.1: Accuracy of our model and the baseline on the synthetic shape dataset. See Sec. 2.4 for details.

bounding box annotation $b_1$ for the subject (vase) in the expression, but no bounding box annotation $b_2$ for the object (table), so one cannot directly optimize the pairwise score $s_{pair}(b_1,b_2)$. To address this issue, we treat the object region $b_2$ as a latent variable, and optimize the unary score $s_{subj}(b_1)$ in Eqn. 2.2. Since $s_{subj}(b_1)$ is obtained by maximizing over all possible region $b_2 \in B$ in $s_{pair}(b_1,b_2)$, this can be regarded as a weakly supervised Multiple Instance Learning (MIL) approach similar to [127]. The unary score $s_{subj}$ can be optimized with weak supervision using softmax loss $Loss_{weak}$.

$$Loss_{weak} = - \log \left( \frac{\exp (s_{subj}(b_{subj,gt}))}{\sum_{b_i \in B} \exp (s_{subj}(b_i))} \right)$$  \hspace{1cm} (2.16)

The whole system is trained end-to-end with backpropagation, and parameters in localization module, relationship module, language representation and visual feature extraction (convolutional neural network) are jointly optimized. Our model is implemented using TensorFlow [1] and our code is available at [http://ronghanghu.com/cmn](http://ronghanghu.com/cmn).

### 2.4 Experiments

We first evaluate our model on a synthetic dataset to verify its ability to handle inter-object relationships in referring expressions. Next we apply our method to real images and expressions in the Visual Genome dataset [90] and Google-Ref dataset [117]. Since the task of answering pointing questions in visual question answering is similar to grounding referring expressions, we also evaluate our model on the pointing questions in the Visual-7W dataset [210].

### Analysis on a synthetic dataset

Inspired by [11], we first perform a simulation experiment on a synthetic shape dataset. The dataset consists of 30000 images with simple circles, squares and triangles of different sizes and colors on a 5 by 5 grid, and referring expressions constructed using a template of the form [subj] [relationship] [obj], where [subj] and [obj] involve both shape classes and attributes and [relationship] is some spatial relationships such as “above”. The task is to localize the corresponding shape region described by the expression on the 5 by 5 grid. Figure 2.3(a) shows an example in this dataset with the synthetic expression “the green square right of a red circle”. In the synthesizing procedure, we make sure that the shape region being referred to cannot be inferred
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expression = “the green square right of a red circle”

baseline - $s_{loc}$

(b) $s_{subj}$

(c) $s_{obj}$

Figure 2.3: For the image in (a) and the expression “the green square right of a red circle”, (b) baseline scores on each location on the 5 by 5 grid using localization module only (darker is higher), and (c, d) scores $s_{subj}$ and $s_{obj}$ using our full model. $s_{subj}$ is highest on the exact green square that is on the right of a red circle, and $s_{obj}$ is highest on this red circle.

simply from $[subj]$ as there will be multiple matching regions, and the relationship with another region described by $[obj]$ has to be taken into consideration.

On this dataset, we train our model with weak supervision by Eqn. 2.16 using the ground-truth subject region $b_{subj,gt}$ of the subject shape described in the expression. Here the candidate region set $B$ are the 25 possible locations on the 5 by 5 grid, and visual features are extracted from the corresponding cropped image region with a VGG-16 network \[156\] pretrained on ImageNET classification. As a comparison, we also train a baseline model using only the localization module, with a softmax loss on its output $s_{loc}$ in Eqn. 2.10 over all 25 locations on the grid, and language representation $q_{loc}$ obtained by scanning through the word embedding sequence with a single LSTM network and taking the hidden state at the last time step same as in \[146, 73\]. This baseline method resembles the supervised version of GroundeR \[146\], and the main difference between this baseline and our model is that the baseline only looks at a region’s appearance and spatial property but ignores pairwise relationship with other regions.

We evaluate with the accuracy on whether the predicted subject region $b_{subj}^*$ matches the ground-truth region $b_{subj,gt}$. Table 2.1 shows the results on this dataset, where our model trained with weak supervision (the same as the supervision given to baseline) achieves nearly perfect accuracy—significantly outperforming the baseline using a localization module only. Figure 2.3 shows an example, where the baseline can localize green squares but fails to distinguish the exact green square right of a red circle, while our model successfully finds the subject-object pair, although it has never seen the ground-truth location for the object entity during training.

Localizing relationships in Visual Genome

We also evaluate our method on the Visual Genome dataset \[90\], which contains relationship expressions annotated over pairs of objects, such as “computer on top of table” and “person wearing shirt”.

On the relationship annotations in Visual Genome, given an image and an expression like “man wearing hat”, we evaluate our method in two test scenarios: retrieving the subject region (“man”)
and retrieving the subject-object pair (both “man” and “hat”). In our experiment, we take the bounding boxes of all the annotated entities in each image (around 35 per image) as candidate region set \( B \) at both training and test time, and extract visual features for each region from fc7 output of a Faster R-CNN VGG-16 network [144] pretrained on MSCOCO detection dataset [101]. We use the same training, validation and test split as in [80].

Since there are ground-truth annotations for both subject region and object region in this dataset, we experiment with two training supervision settings: (1) weak supervision by only providing the
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<table>
<thead>
<tr>
<th>Method</th>
<th>training supervision</th>
<th>P@1-subj</th>
<th>P@1-pair</th>
</tr>
</thead>
<tbody>
<tr>
<td>baseline</td>
<td>subject-GT</td>
<td>41.20%</td>
<td>-</td>
</tr>
<tr>
<td>baseline</td>
<td>subject-object-GT</td>
<td>-</td>
<td>23.37%</td>
</tr>
<tr>
<td>our full model</td>
<td>subject-GT</td>
<td>43.81%</td>
<td>26.56%</td>
</tr>
<tr>
<td>our full model</td>
<td>subject-object-GT</td>
<td>44.24%</td>
<td>28.52%</td>
</tr>
</tbody>
</table>

Table 2.2: Performance of our model on relationship expressions in Visual Genome dataset. See Sec. 2.4 for details.

Grounding referring expressions in images

We apply our model to the Google-Ref dataset [117], a benchmark dataset for grounding referring expressions. As this dataset does not explicitly contain subject-object pair annotation for the referring expressions, we train our model with weak supervision (Eqn. 2.16) by optimizing the subject score $s_{subj}$ using the expression-level region ground-truth. The candidate bounding

**Similar to the experiment on the synthetic dataset in Sec. 2.4, we also train a baseline model that only looks at local appearance and spatial properties but ignores pairwise relationships. For the first evaluation scenario of retrieving the subject region, we train a baseline model using a localization module only by optimizing its output $s_{loc}$ for ground-truth subject region with softmax loss (the same training supervision as subject-GT). For the second scenario of retrieving the subject-object pair, we train two such baseline models optimized with subject ground-truth and object ground-truth respectively, to localize of the subject region and object region separately with each model and at test time combine the predicted subject region and predicted object region from each model be the subject-object pair (same training supervision as subject-object-GT).

We evaluate with top-1 precision (P@1), which is the percentage of test instances where the top scoring prediction matches the ground-truth in each image (P@1-subj for predicted subject regions matching subject ground-truth in the first scenario, and P@1-pair for predicted subject and object regions both matching the ground-truth in the second scenario). The results are summarized in Table 2.2, where it can be seen that our full model outperforms the baseline using only localization modules in both evaluation scenarios. Note that in the second evaluation scenario of retrieving subject-object pairs, our weakly supervised model still outperforms the baseline trained with strong supervision.

Figure 2.4 shows some examples of our model trained with weak supervision (subject-GT) and attention weights in Eqn. 2.4–2.6. It can be seen that even with weak supervision, our model still generates reasonable attention weights over words for subject, relationship and object.
Figure 2.5: Examples of referring expressions in the Google-Ref dataset. The left column shows the ground-truth region and the right column shows the grounded subject region (our prediction) in solid box and the grounded object region in dashed box. A prediction is labeled as correct if the predicted subject region matches the ground-truth region.

box set $B$ at both training and test time are all the annotated entities in the image (which is the “Ground-Truth” evaluation setting in [117]). As in Sec. 2.4, fc7 output of a MSCOCO-pretrained Faster R-CNN VGG-16 network is used for visual feature extraction. Similar to Sec. 2.4, we also train a GroundeR-like [146] baseline model with localization module which looks only at a region’s local features.

In addition, instead of learning a linguistic analysis end-to-end as in Sec. 2.3, we also experiment with parsing the expression using the Stanford Parser [209, 115]. An expression is parsed into subject, relationship and object component according to the constituency tree, and the components are encoded into vectors $q_{subj}$, $q_{rel}$ and $q_{obj}$ using three separate LSTM encoders, similar to the baseline and [146].

Following [117], we evaluate on this dataset using the top-1 precision (P@1) metric, which is the fraction of the highest scoring subject region matching the ground-truth for the expression. Table 2.3 shows the performance of our model, baseline model and previous work. Note that all the methods are trained with the same weak supervision (only a ground-truth subject region). It can be
Table 2.3: Top-1 precision of our model and previous methods on Google-Ref dataset. See Sec. 2.4 for details.

<table>
<thead>
<tr>
<th>Method</th>
<th>P@1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mao et al. [117]</td>
<td>60.7%</td>
</tr>
<tr>
<td>Yu et al. [198]</td>
<td>64.0%</td>
</tr>
<tr>
<td>Nagaraja et al. [127]</td>
<td>68.4%</td>
</tr>
<tr>
<td>baseline (loc module)</td>
<td>66.5%</td>
</tr>
<tr>
<td>our model (w/ external parser)</td>
<td>53.5%</td>
</tr>
<tr>
<td>our full model</td>
<td>69.3%</td>
</tr>
</tbody>
</table>

Table 2.4: Accuracy of our model and previous methods on the pointing questions in Visual-7W dataset. See Sec. 2.4 for details.

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zhu et al. [210]</td>
<td>56.10%</td>
</tr>
<tr>
<td>baseline (loc module)</td>
<td>71.61%</td>
</tr>
<tr>
<td>our model (w/ external parser)</td>
<td>61.66%</td>
</tr>
<tr>
<td>our full model</td>
<td>72.53%</td>
</tr>
</tbody>
</table>

seen that by incorporating inter-object relationships, our full model outperforms the baseline using only localization modules, and works better than previous state-of-the-art methods. Additionally, replacing the learned expression parsing and language representation in Sec. 2.3 with an external parser (“our model w/ external parser” in Table 2.3) leads to a significant performance drop. We find that this is mainly because existing parsers are not specifically tuned for the referring expression task—as noted in Sec. 2.3, expressions like *chair on the left of the table* are parsed as (*chair*, *on*, *the left of the table*) rather than the desired triplet (*chair*, *on the left of*, *the table*). In our full model, the language representation is end-to-end optimized with other parts, while it is hard to jointly optimize an external language parser like [209] for this task.

Figure 2.5 shows some example results on this dataset. It can be seen that although weakly supervised, our model not only grounds the subject region correctly (solid box), but also finds reasonable regions (dashed box) for the object entity.

### Answering pointing questions in Visual-7W

Finally, we evaluate our method on the multiple choice pointing questions (*i.e.* “which” questions) in visual question answering on the Visual-7W dataset [210]. Given an image and a question like “which tomato slice is under the knife”, the task is to select the corresponding region from a few choice regions (4 choices in this dataset) as answer. Since this task is closely related to grounding
Figure 2.6: Example pointing questions in the Visual-7W dataset. The left column shows the 4 multiple choices (ground-truth answer in yellow) and the right column shows the grounded subject region (predicted answer) in solid box and the grounded object region in dashed box. A prediction is labeled as correct if the predicted subject region matches the ground-truth region.

referring expressions, our model can be trained in the same way as in Sec. 2.4 to score each choice region using subject score $s_{subj}$ and pick the highest scoring choice as answer.

As before, we train our model with weak supervision through Eqn. 2.16 and use a MSCOCO-pretrained Faster R-CNN VGG-16 network for visual feature extraction. Here we use two different candidate bounding box sets $B_{subj}$ and $B_{obj}$ of the subject regions (the choices) and the object regions, where $B_{subj}$ is the 4 choice bounding boxes, and $B_{obj}$ is the set of 300 proposal bounding boxes extracted using RPN in Faster R-CNN [144]. Similar to Sec. 2.4, we also train a baseline model using only a localization module to score each choice based only on its local appearance and spatial properties, and a truncated model that uses the Stanford parser [209, 115] for expression parsing and language representation.

The results are shown in Table 2.4. It can be seen that our full model outperforms the baseline and the truncated model with an external parser, and achieves much higher accuracy than previous work [210]. Figure 2.6 shows some question answering examples on this dataset.
2.5 Discussion

We have proposed Compositional Modular Networks, a novel end-to-end trainable model for handling relationships in referring expressions. Our model learns to parse input expressions with soft attention, and incorporates two types of modules that consider a region’s local features and pairwise interaction between regions respectively. The model induces intuitive linguistic and visual analyses of referring expressions from only weak supervision, and experimental results demonstrate that our approach outperforms both natural baselines and state-of-the-art methods on multiple datasets.
Chapter 3

End-to-End Module Networks for Compositional VQA

3.1 Problem Statement

Visual Question Answering (VQA) requires joint comprehension of images and text. This comprehension often depends on compositional reasoning, for example locating multiple objects in a scene and inspecting their properties or comparing them to one another (Figure 3.1). While conventional deep networks have shown promising VQA performance [51], there is limited evidence that they are capable of explicit compositional reasoning [78]. Much of the success of state-of-the-art approaches to VQA instead comes from their ability to discover statistical biases in the data distribution [58]. And to the extent that such approaches are capable of more sophisticated reasoning, their monolithic structure makes these behaviors difficult to understand and explain. Additionally, they rely on the same non-modular network structure for all input questions.

In this chapter, we propose End-to-End Module Networks (N2NMNs): a class of models capable of predicting novel modular network architectures directly from textual input and applying them to images in order to solve question answering tasks. In contrast to previous work, our approach learns to both parse the language into linguistic structures and compose them into appropriate layouts.

The present work synthesizes and extends two recent modular architectures for visual problem solving. Standard neural module networks (NMNs) [11] already provide a technique for constructing dynamic network structures from collections of composable modules. However, previous work relies on an external parser to process input text and obtain the module layout. This is a serious limitation, because off-the-shelf language parsers are not designed for language and vision tasks and must therefore be modified using handcrafted rules that often fail to predict valid layouts [78]. Meanwhile, the compositional modular network [72] proposed for grounding referring expressions in images does not need a parser, but is restricted to a fixed (subject, relationship, object) structure. None of the existing methods can learn to predict a suitable structure for every input in an end-to-end manner.

Our contributions are 1) a method for learning a layout policy that dynamically predicts a
There is a shiny object that is right of the gray metallic cylinder; does it have the same size as the large rubber sphere?

Figure 3.1: For each instance, our model predicts a computational expression and a sequence of attentive module parameterizations. It uses these to assemble a concrete network architecture, and then executes the assembled neural module network to output an answer for visual question answering. (The example shows a real structure predicted by our model, with text attention maps simplified for clarity.)

network structure for each instance, without the aid of external linguistic resources at test time and 2) a new module parameterization that uses a soft attention over question words rather than hard-coded word assignments. Experiments show that our model is capable of directly predicting expert-provided network layouts with near-perfect accuracy, and even improving on expert-designed networks after a period of exploration. We obtain state-of-the-art results on the recently released CLEVR dataset by a wide margin.

3.2 Related Work

Neural module networks. The recently proposed neural module network (NMN) architecture—a general class of recursive neural networks—provides a framework for constructing deep networks with dynamic computational structure. In an NMN model, every input is associated with a layout that provides a template for assembling an instance-specific network from a collection of shallow network fragments called modules. These modules can be jointly trained across multiple structures to provide reusable, compositional behaviors. Existing work on NMNs has focused on natural language question answering applications, in which a linguistic analysis of the question is used to generate the layout, and the resulting network applied to some world representation (either an image or knowledge base) to produce an answer. The earliest work on NMNs used fixed rule-based layouts generated from dependency parses. Later work on “dynamic” module networks (D-NMNs) incorporated a limited form of layout prediction by learning to rerank a list of three to ten candidates, again generated by rearranging modules predicted by a dependency
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Figure 3.2: Model overview. Our approach first computes a deep representation of the question, and uses this as an input to a layout-prediction policy implemented with a recurrent neural network. This policy emits both a sequence of *structural* actions, specifying a template for a modular neural network in reverse Polish notation, and a sequence of *attentive* actions, extracting parameters for these neural modules from the input sentence. These two sequences are passed to a *network builder*, which dynamically instantiates an appropriate neural network and applies it to the input image to obtain an answer.

Like D-NMNs, the present work attempts to learn an optimal layout predictor jointly with module behaviors themselves. Here, however, we tackle a considerably more challenging prediction problem: our approach learns to optimize over the full space of network layouts rather than acting as a reranker, and requires no parser at evaluation time.

We additionally modify the representation of the assembled module networks themselves: where \[11\] and \[10\] parameterized individual modules with a fixed embedding supplied by the parser, here we *predict* these parameters jointly with network structures using a soft attention mechanism. This parameterization resembles the approach used in the “compositional modular network” architecture \[72\] for grounding referential expressions. However, the model proposed in \[72\] is restricted to a fixed layout structure of (subject, relationship, object) for every referential expression, and includes no structure search.

**Learning network architectures.** More generally than these dynamic / modular approaches, a long line of research focuses on generic methods for automatically discovering neural network architectures from data. Past work includes techniques for optimizing over the space of architectures using evolutionary algorithms \[188, 47\], Bayesian methods \[21\], and reinforcement learning \[212\]. The last of these is most closely related to our approach in this chapter: both learn a controller RNN to output a network structure, train a neural network with the generated structure, and use the accuracy of the generated network to optimize the controller RNN. A key difference between \[212\] and the layout policy optimization in our work is that \[212\] learns a *fixed* layout (network
architecture) that is applied to every instance, while our model learns a layout policy that dynamically predicts a specific layout tailored to each individual input example.

**Visual question answering.** The visual question answering task [113] is generally motivated as a test to measure the capacity of deep models to reason about linguistic and visual inputs jointly [113]. Recent years have seen a proliferation of datasets [113, 12] and approaches, including models based on differentiable memory [192, 189], dynamic prediction of question-specific computations [128, 10], and core improvements to the implementation of the multi-modal representation and attention mechanism [51, 110]. Together, these approaches have produced substantial gains over the initial baseline results published with the first VQA datasets.

It has been less clear, however, that these improvements correspond to an improvement in the reasoning abilities of models. Recent work has found that it is possible to do quite well on many visual QA problems by simply memorizing statistics about question / answer pairs [58] (suggesting that limited visual reasoning is involved), and that models with bag-of-words text representations perform competitively against more sophisticated approaches [77] (suggesting that limited linguistic compositionality is involved). To address this concern, newer visual question answering datasets have focused on exploring specific phenomena in compositionality and generalization; examples include the SHAPES dataset [11], the VQAv2 dataset [58], and the CLEVR dataset [78]. The last of these appears to present the greatest challenges to standard VQA approaches and the hardest reasoning problems in general.

Most previous work on this task other than NMN uses a fixed inference structure to answer every question. However, the optimal reasoning procedure may vary greatly from question to question, so it is desirable to have inference structures that are specific to the input question. Concurrent with our work, [79] proposes a similar model to ours. Our model is different from [79] in that we use a set of specialized modules with soft attention mechanism to provide textual parameters for each module, while [79] uses a generic module implementation with textual parameters hard-coded in module instantiation.

### 3.3 End-to-End Module Networks (N2NMNs)

We propose End-to-End Module Networks (N2NMNs) to address compositionality in visual reasoning tasks. Our model consists of two main components: a set of co-attentive neural modules that provide parameterized functions for solving sub-tasks, and a layout policy to predict a question-specific layout from which a neural network is dynamically assembled. An overview of our model is shown in Figure 3.2.

Given a question, such as **how many other things are there of the same size as the matte ball?**, our layout policy first predicts a coarse functional expression like `count(relocate(find()))` that describes the structure of the desired computation. Next, some subset of function applications within this expression (here `relocate` and `find`) receive parameter vectors predicted from text (here perhaps vector representations of `matte ball` and `size`, respectively). Then a network is assembled with the modules according to this layout expression to output an answer.
Table 3.1: The full list of neural modules in our model. Each module takes 0, 1 or 2 attention maps (and also visual and textual features) as input, and outputs either an attention map $a_{out}$ or a score vector $y$ for all possible answers. The operator $\odot$ is element-wise multiplication, and $\sum$ is summing the result over spatial dimensions. The $\text{vec}$ operation is flattening an attention map into a vector, and adding two extra dimensions: the max and min over attention map.

We describe the implementation details of each neural module $f_m$ in Sec. 3.3 and our layout policy in Sec. 3.3. In Sec. 3.3, we present a reinforcement learning approach to jointly optimize the neural modules and the layout policy.

**Attentional neural modules**

Our model involves a set of neural modules that can be dynamically assembled into a neural network. A neural module $m$ is a parameterized function $y = f_m(a_1, a_2, \ldots; x_{vis}, x_{txt}, \theta_m)$ that takes zero, one or multiple tensors $a_1, a_2, \ldots$ as input, using its internal parameter $\theta_m$ and features $x_{vis}$ and $x_{txt}$ from the image and question to perform some computation on the input, and outputs a tensor $y$. In our implementation, each input tensor $a_i$ is an image attention map over the convolutional image feature grid, and the output tensor $y$ is either an image attention map, or a probability distribution over possible answers.

Table 3.1 shows the set of modules in our N2NNMs model, along with their implementation details. We assign a name to each module according to its input and output type and potential functionality, such as find or describe. However, we note that each module is in itself merely a function with parameters, and we do not restrict its behavior during training. In addition to the input tensors (that are outputs from other modules), a module $m$ can also use two additional feature vectors $x_{vis}$ and $x_{txt}^{(m)}$, where $x_{vis}$ is the spatial feature map extracted from the image with a convolutional neural network, and $x_{txt}^{(m)}$ is a textual vector for this module $m$ that contains information extracted from the question $q$. In addition, and and or take two image attention maps as inputs, and return their intersection or union respectively.

In Table 3.1, the find module outputs an attention map over the image and can be potentially used to localize some objects or attributes. The relocate module transforms the input image attention map and outputs a new attention map, which can be useful for spatial or relationship inference. Also the filter module reuses find and and, and can be used to simplify the layout expression. We use two classes of modules to infer an answer from a single attention map: the first...
class has the instances exist and count (instances share the same structure, but have different parameters). They are used for simple inference by looking only at the attention map. The second class, describe, is for more complex inference where visual appearance is needed. Similarly, for pairwise comparison over two attention maps we also have two classes of available modules with (compare) or without (eq, count, more, less) access to visual features.

The biggest difference in module implementation between this work and [11] is the textual component. Hard-coded textual components are used in [11], for example, describe[‘shape’] and describe[‘where’] are two different instantiations that have different parameters. In contrast, our model obtains the textual input using soft attention over question words similar to [72]. For each module $m$, we predict an attention map $\alpha^{(m)}_i$ over the $T$ question words (in Sec. 3.3), and obtain the textual feature $x_{txt}$ for each module:

$$x_{txt}^{(m)} = \sum_{i=1}^{T} \alpha^{(m)}_i w_i$$

where $w_i$ is the word embedding vector for word $i$ in the question. At runtime, the modules can be assembled into a network according to a layout $l$, which is a computation expression consisting of modules, such as $f_{m2}(f_{m4}(f_{m1}), f_{m3}(f_{m1}, f_{m1}))$, where each of $f_{m1}, \ldots, f_{m4}$ is one of the modules in Table 3.1.

**Layout policy with sequence-to-sequence RNN**

We would like to predict the most suitable reasoning structure tailored to each question. For an input question $q$ such as *What object is next to the table?*, our layout policy outputs a probability distribution $p(l|q)$, and we can sample from $p(l|q)$ to obtain high probability layout $l$ such as describe(relocate(find())) that are effective for answering the question $q$. Then, a neural network is assembled according to the predicted layout $l$ to output an answer.

Unlike in [10] where the layout search space is restricted to a few parser candidates, in this work, we search over a much larger layout space: in our model, the layout policy $p(l|q; \theta_{layout})$ predicts a distribution over the space of all possible layouts. Every possible layout $l$ is an expression that consists of neural modules, such as $f_{m2}(f_{m4}(f_{m1}), f_{m3}(f_{m1}, f_{m1}))$, and can be represented as a syntax tree. So each layout expression can be mapped one-to-one into a linearized sequence $l = \{m^{(t)}\}$ using Reverse Polish Notation [28] (the post-order traversal over the syntax tree). Figure 3.3 shows an example for an expression and its linearized module token sequence.

After linearizing each layout $l$ into a sequence of module tokens $\{m^{(t)}\}$, the layout prediction problem turns into a sequence-to-sequence learning problem from questions to module tokens. We address this problem using the attentional Recurrent Neural Network [17]. First, we embed every word $i$ in the question into a vector $w_i$ (also embedding all module tokens similarly), and use a multi-layer LSTM network as the encoder of the input question. For a question $q$ with $T$ words, the encoder LSTM outputs a length-$T$ sequence $[h_1, h_2, \ldots, h_T]$. The decoder is a LSTM network that has the same structure as the encoder but different parameters. Similar to [17], at each time step in the decoder LSTM, a soft attention map over the input sequence is predicted. At decoder time-step
where $h_i$ and $h_t$ are LSTM outputs at encoder time-step $i$ and decoder time-step $t$, respectively, and $v$, $W_1$ and $W_2$ are model parameters to be learned from data. Then a context vector $c_t$ is obtained as $\sum_{i=1}^{T} \alpha_{ti} h_i$, and the probability for the next module token $m(t)$ is predicted from $h_t$ and $c_t$ as $p(m(t)|m(1), \cdots, m(t-1), q) = \text{softmax}(W_3 h_t + W_4 c_t)$. We sample from $p(m(t)|m(1), \cdots, m(t-1), q)$ to discretely get the next token $m(t)$, and also construct its textual input $x_{txt}(t)$ according to Eqn. 3.1 using the attention weights $\alpha_{ti}$ in Eqn. 3.3. The probability of a layout $l$ is $p(l|q) = \prod_{m(t)|l} p(m(t)|m(1), \cdots, m(t-1), q)$. At test time, we deterministically predict a maximum-probability layout $l$ from $p(l|q)$ using beam search, and assemble a neural network according to $l$ to output an answer for the question.

End-to-end training

During training, we jointly learn the layout policy $p(l|q)$ and the parameters in each neural module, and minimize the expected loss from the layout policy. Let $\theta$ be all the parameters in our model. Suppose we obtain a layout $l$ sampled from $p(l|q; \theta)$ and receive a final question answering loss $\tilde{L}(\theta, l; q, I)$ on question $q$ and image $I$ after predicting an answer using the network assembled with $l$. Our training loss function $L(\theta)$ is as follows.

$$L(\theta) = \mathbb{E}_{l \sim p(l|q; \theta)}[\tilde{L}(\theta, l; q, I)]$$

where we use the softmax loss over the output answer scores as $\tilde{L}(\theta, l; q, I)$ in our implementation.
The loss function in \( L(\theta) \) is not fully differentiable since the layout \( l \) is discrete, so one cannot train it with full back-propagation. We optimize \( L(\theta) \) using back-propagation for differentiable parts, and policy gradient method in reinforcement learning for non-differentiable part. The gradient \( \nabla_\theta L \) of the loss \( L(\theta) \) is

\[
\nabla_\theta L = \mathbb{E}_{l \sim p(l|q; \theta)} \left[ \tilde{L}(\theta, l) \nabla_\theta \log p(l|q; \theta) + \nabla_\theta \tilde{L}(\theta, l) \right]
\]

which can be estimated using Monte-Carlo sampling as

\[
\nabla_\theta L \approx \frac{1}{M} \sum_{m=1}^{M} \left( \tilde{L}(\theta, l_m) \nabla_\theta \log p(l_m|q; \theta) + \nabla_\theta \tilde{L}(\theta, l_m) \right)
\]  

(3.5)

where both \( \log p(l_m|q; \theta) \) and \( \tilde{L}(\theta, l_m) \) are fully differentiable so the above equation can be computed with back-propagation, allowing end-to-end training for the entire model. We use \( M = 1 \) in our implementation.

To reduce the variance of the estimated gradient, we introduce a simple baseline \( b \), by replacing \( \tilde{L}(\theta, l_m) \) with \( \tilde{L}(\theta, l_m) - b \) in Eqn. 3.5 where \( b \) is implemented as an exponential moving average over the recent loss \( \tilde{L}(\theta, l_m) \). We also use an entropy regularization \( \alpha = 0.005 \) over the policy \( p(l|q) \) to encourage exploration through the layout space.

**Behavioral cloning from expert policies.** Optimizing the loss function in Eqn. 3.4 from scratch is a challenging reinforcement learning problem: one needs to simultaneously learn the parameters in the sequence-to-sequence RNN to optimize the layout policy and textual attention weights to construct the textual features \( x_{txt}^{(m)} \) for each module, and also the parameters in the neural modules. This is more challenging than a typical reinforcement learning scenario where one only needs to learn a policy.

On the other hand, the learning would be easier if we have some additional knowledge of module layout. While we do not want to restrict the layout search space to only a few candidates from the parser as in [10], we can treat these candidate layouts as an existing expert policy that can be used to provide additional supervision. More generally, if there is an expert policy \( p_e(l|q) \) that predicts a reasonable layout \( l \) from the question, we can first pre-train our model by behavioral cloning from \( p_e \). This can be done by minimizing the KL-divergence \( D_{KL}(p_e||p) \) between the expert policy \( p_e \) and our layout policy \( p \), and simultaneously minimizing the question answering loss \( \tilde{L}(\theta, l; q, I) \) with \( l \) obtained from \( p_e \). This supervised behavioral cloning from the expert policy can provide a good set of initial parameters in our sequence-to-sequence RNN and each neural module. Note that the above behavioral cloning procedure is only done at training time to obtain a supervised initialization our model, and the expert policy is not used at test time.

The expert policy is not necessarily optimal, so behavioral cloning itself is not sufficient for learning the most suitable layout for each question. After learning a good initialization by cloning the expert policy, our model is further trained end-to-end with gradient \( \nabla_\theta L \) computed using Eqn. 3.5 where now the layout \( l \) is sampled from the layout policy \( p(l|q) \) in our model, and the expert policy \( p_e \) can be discarded.

We train our models using the Adam Optimizer [85] in all of our experiments. Our model is implemented using TensorFlow [11] and our code is available at http://ronghanghu.com/n2nmn/.
### Analysis on the SHAPES dataset

The SHAPES dataset for visual question answering (collected in [11]) consists of 15616 image-question pairs with 244 unique questions. Each image consists of shapes of different colors and sizes aligned on a 3 by 3 grid. Despite its relatively small size, effective reasoning is needed to successfully answer questions like “is there a red triangle above a blue shape?” The dataset also provides a ground-truth parsing result for each question, which is used to train the NMN model in [11].

We analyze our method on the SHAPES dataset under two settings. In the first setting, we train our model using behavioral cloning from an expert layout policy as described in Sec. 3.3. An expert layout policy $p_e$ is constructed by mapping the the ground-truth parsing for each question to a module layout in the same way as in [11]. Note that unlike [11], in this setting we only need to query the expert policy at training time. At test time, we obtain the layout $l$ from the learned layout policy $p(l|q)$ in our model, while NMN [11] still needs to access the ground-truth parsing at test time.

In the second setting, we train our model without using any expert policy, and directly perform policy optimization by minimizing the loss function $L(\theta)$ in Eqn. 3.4 with gradient $\nabla_{\theta}L$ in Eqn. 3.5. For both settings, we use a simple randomly initialized two-layer convolutional neural network to extract visual features from the image, trained together with other parts of our model.

The results are summarized in Table 3.2. In the first setting, we find that our model (“ours - behavioral cloning from expert”) already achieves 100% accuracy. While this shows that the expert policy constructed from ground-truth parsing is quite effective on this dataset, the higher performance of our model compared to the previous NMN [11] also suggests that our implementation of modules is more effective than [11], since the NMN is also trained with the same expert module layout obtained from the ground-truth parsing. In the second setting, our model achieves a good performance on this dataset by performing policy search from scratch without resorting to any expert policy. Figure 3.4 shows some examples of predicted layouts and answers on this dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>NMN [11]</td>
<td>90.80%</td>
</tr>
<tr>
<td>ours - behavioral cloning from expert</td>
<td>100.00%</td>
</tr>
<tr>
<td>ours - policy search from scratch</td>
<td>96.19%</td>
</tr>
</tbody>
</table>

Table 3.2: Performance of our model on the SHAPES dataset. “ours - behavioral cloning from expert” corresponds to the supervised behavioral cloning from the expert policy $p_e$, and “ours - policy search from scratch” is directly optimizing the layout policy without utilizing any expert policy.

### 3.4 Experiments

We first analyze our model on a relatively small SHAPES dataset [11], and then apply our model to two large-scale datasets: CLEVR [78] and VQA [12].
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is a circle below a square?

is a square left of right of a green shape?

<table>
<thead>
<tr>
<th>image and question</th>
<th>predicted layout and answer</th>
</tr>
</thead>
<tbody>
<tr>
<td>is a circle below a square?</td>
<td>behavior cloning from the expert policy</td>
</tr>
<tr>
<td><img src="image1.png" alt="image" /></td>
<td>exist(and(find(), relocate(find())))</td>
</tr>
<tr>
<td></td>
<td>ans_output: &quot;yes&quot;</td>
</tr>
<tr>
<td></td>
<td>policy search from scratch (without expert policy)</td>
</tr>
<tr>
<td></td>
<td>exist(relocate(find()))</td>
</tr>
<tr>
<td></td>
<td>ans_output: &quot;yes&quot;</td>
</tr>
<tr>
<td></td>
<td>behavior cloning from the expert policy</td>
</tr>
<tr>
<td></td>
<td>exist(and(find()), relocate(relocate(find())))</td>
</tr>
<tr>
<td></td>
<td>ans_output: &quot;no&quot;</td>
</tr>
<tr>
<td></td>
<td>policy search from scratch (without expert policy)</td>
</tr>
<tr>
<td></td>
<td>exist(find())</td>
</tr>
<tr>
<td></td>
<td>ans_output: &quot;no&quot;</td>
</tr>
</tbody>
</table>

Figure 3.4: Examples of layouts predicted by our model on the SHAPES dataset, under two training settings (Sec. 3.4).

Evaluation on the CLEVR dataset

We evaluate our End-to-End Module Networks on the recently proposed CLEVR dataset [78] with 100,000 images and 853,554 questions. The images in this dataset are photo-realistic rendered images with objects of different shapes, colors, materials and sizes and possible occlusions, and the questions in this dataset are synthesized with functional programs. Compared to other datasets for visual question answering such as [12], the CLEVR dataset focuses mostly on the reasoning ability. The questions in the CLEVR dataset have much longer question length, and require handling long and complex inference chains to get an answer, such as “what size is the cylinder that is left of the brown metal thing that is left of the big sphere?” and “there is an object in front of the blue thing; does it have the same shape as the tiny cyan thing that is to the right of the gray metal ball?”.

In our experiment on this dataset, we resize each image to $480 \times 320$, and extract a $15 \times 10$ convolutional feature map from each image by forwarding the image through the VGG-16 network [156] trained on ImageNET classification, and take the 512-channel pool5 output. To help reason about spatial properties, we add two extra $x = \frac{i}{15}$ and $y = \frac{j}{10}$ dimensions to each location $(i, j)$ on the feature map similar to [73], so the final visual feature $x_{vis}$ on each image is a $15 \times 10 \times 514$ tensor. Each question word is embedded to a 300-dimensional vector initialized from scratch. We use a batch size of 64 during training.

In the first training stage, behavioral cloning is used with an expert layout policy as described in Sec. 3.3. We construct an expert layout policy $p_e$ that deterministically maps a question $q$ into a layout $l_e$ by converting the annotated functional programs in this dataset into a module layout with manually defined rules: first, the program chain is simplified to keep all intermediate computation in the image attention domain, and then each function type is mapped to a module in Table 3.1 that
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How many other things are of the same size as the green matte ball?

Does the blue cylinder have the same material as the big block on the right side of the red metallic thing?

Figure 3.5: Question answering examples on the CLEVR dataset. On the left, it can be seen that the model successfully locates the matte green ball, attends to all the other objects of the same size, and then correctly identifies that there are 4 such objects (excluding the initial ball). On the right, it can be seen the various modules similarly assume intuitive semantics. Of particular interest is the second find module, which picks up the word right in addition to metallic red thing: this suggests that model can use the fact that downstream computation will look to the right of the detected object to focus its initial search in the left half of the image, a behavior supported by our attentive approach but not a conventional linguistic analysis of the question.

has the same number of inputs and closest potential behavior.

While the manually specified expert policy \( p_e \) obtained in this way might not be optimal, it is sufficient to provide supervision to learn good initial model parameters that can be further optimized in the later stage. During behavioral cloning, we train our model with two losses added together: the first loss is the KL-divergence \( D_{KL}(p_e || p) = -\log(p(l = l_e | q)) \), which corresponds to maximizing the probability of the expert layout \( l_e \) in our policy \( p(l | q) \) from the sequence-to-sequence RNN, and the second loss is the question answering loss \( \tilde{L}(\theta, l_e; q, I) \) for question \( q \) and image \( I \), where the layout \( l_e \) is obtained from the expert. Note that the second loss \( \tilde{L}(\theta, l_e; q, I) \) also affects the parameters in the sequence-to-sequence RNN through the textual attention in Eqn. 3.3.

After the first training stage, we discard the expert policy and continue to train our model for a second stage with end-to-end reinforcement learning, using the gradient in Eqn. 3.5. In this stage, the model is no longer constrained to get close to the expert, but is encouraged to explore the layout space and search for the optimal layout of each question.

As a baseline, we also train our model without using any expert policy, and directly perform policy search from scratch by minimizing the loss function \( L(\theta) \) in Eqn. 3.4.

We evaluate our model on the test set of CLEVR. Table 3.3 shows the detailed performance of our model and previous methods on each question type, where “ours - policy search from scratch” is the baseline using pure reinforcement learning without resorting to the expert, “ours - cloning
### Table 3.3: Evaluation of our method and previous work on CLEVR test set.

<table>
<thead>
<tr>
<th>Method</th>
<th>O</th>
<th>E</th>
<th>C</th>
<th>Compare Integer</th>
<th>Query Attribute</th>
<th>Compare Attribute</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>eq</td>
<td>le</td>
<td>mr</td>
<td>sz</td>
<td>cl</td>
<td>mt</td>
</tr>
<tr>
<td>CNN+BoW [205]</td>
<td>48.4</td>
<td>59.5</td>
<td>38.9</td>
<td>50</td>
<td>54</td>
<td>49</td>
</tr>
<tr>
<td>CNN+LSTM [12]</td>
<td>52.3</td>
<td>65.2</td>
<td>43.7</td>
<td>57</td>
<td>72</td>
<td>69</td>
</tr>
<tr>
<td>CNN+LSTM+MCB [51]</td>
<td>51.4</td>
<td>63.4</td>
<td>42.1</td>
<td>57</td>
<td>71</td>
<td>68</td>
</tr>
<tr>
<td>CNN+LSTM+SA [192]</td>
<td>68.5</td>
<td>71.1</td>
<td>52.2</td>
<td>60</td>
<td>82</td>
<td>74</td>
</tr>
<tr>
<td>NMN (expert layout)</td>
<td>72.1</td>
<td>79.3</td>
<td>52.5</td>
<td>61.2</td>
<td>77.9</td>
<td>75.2</td>
</tr>
<tr>
<td>ours - policy search from scratch</td>
<td>69.0</td>
<td>72.7</td>
<td>55.1</td>
<td>71.6</td>
<td>85.1</td>
<td>79.0</td>
</tr>
<tr>
<td>ours - cloning expert</td>
<td>78.9</td>
<td>83.3</td>
<td>63.3</td>
<td>68.2</td>
<td>87.2</td>
<td>85.4</td>
</tr>
<tr>
<td>ours - policy search after cloning</td>
<td>83.7</td>
<td>85.7</td>
<td>68.5</td>
<td>73.8</td>
<td>89.7</td>
<td>87.7</td>
</tr>
</tbody>
</table>

O: Overall; E: Exist; C: Count; eq: equal; le: less; mr: more; sz: size; cl: color; mt: material; sp: shape

By comparing “ours - policy search after cloning” with “ours - cloning expert” in Table 3.3, it can be seen that the performance consistently improves after end-to-end training with policy search using reinforcement learning in the second training stage, with especially large improvement on the compare color type of questions, indicating that the original expert policy is not optimal, and we can improve upon it with policy search over the entire layout space. Figure 3.6 shows an example before and after end-to-end optimization.
question: *do the small cylinder that is in front of the small green thing and the object right of the green cylinder have the same material?*

ground-truth answer: *no*

Figure 3.6: An example illustrating the layout change before (top row) and after (middle row) the second stage of end-to-end optimization with reinforcement learning. After end-to-end learning, a new filter module is inserted by the layout policy to remove the attention over the non-object area before feeding it into the final compare module, correcting the previous error.

**Evaluation on the VQA dataset**

We also evaluate our method on the VQA dataset [12] with real images. On the VQA dataset, although there are no underlying functional program annotation for the questions, we can still construct an expert layout policy using a syntactic parse of questions as in [11, 10], and train our model in the same way as in Sec. 3.4. We train our model using different visual features for fair comparison with other methods. Unlike previous work [11, 10], the syntactic parser is only used during the training stage and is not needed at test time.

The results are summarized in Table 3.4 on the VQA dataset, where our method significantly outperforms NMN [11] and D-NMN [10] that also use modular structures, using the same LRCN VGG-16 image features (VGG-16 network fine-tuned for image captioning, as used in [11, 10]). Compared with MCB [51] (the VQA 2016 challenge winner method) trained on the same ResNet-152 image features, our model achieves slightly higher performance while being more interpretable.

---

1The question parsing in the original NMN implementation does not work on the CLEVR dataset, as confirmed in [78]. For fair comparison with NMN, we train NMN using the same expert layout as our model.
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What is behind the foot of the bed?

![Diagram showing the words: desk, describe, relocate, find]

Figure 3.7: An example from our model on the VQA dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th>Visual feature</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>NMN [11]</td>
<td>LRCN VGG-16</td>
<td>57.3</td>
</tr>
<tr>
<td>D-NMN [10]</td>
<td>LRCN VGG-16</td>
<td>57.9</td>
</tr>
<tr>
<td>MCB [51]</td>
<td>ResNet-152</td>
<td>64.7</td>
</tr>
<tr>
<td>ours - cloning expert</td>
<td>LRCN VGG-16</td>
<td>61.9</td>
</tr>
<tr>
<td>ours - cloning expert</td>
<td>ResNet-152</td>
<td>64.2</td>
</tr>
<tr>
<td>ours - policy search</td>
<td>ResNet-152</td>
<td><strong>64.9</strong></td>
</tr>
</tbody>
</table>

Table 3.4: Evaluation of our method on the VQA test-dev set. Our model outperforms previous work NMN and D-NMN and achieves comparable performance as MCB.

as one can explicitly see the underlying reasoning procedure. Figure 3.7 shows a prediction example on this dataset.

3.5 Discussion

In this chapter, we present the End-to-End Module Networks for visual question answering. Our model uses a set of neural modules to break down complex reasoning problems posed in textual questions into a few sub-tasks connected together, and learns to predict a suitable layout expression for each question using a layout policy implemented with a sequence-to-sequence RNN. During training, the model can be first trained with behavioral cloning from an expert layout policy, and
further optimized end-to-end using reinforcement learning. Experimental results demonstrate that our model is capable of handling complicated reasoning problems, and the end-to-end optimization of the neural modules and layout policy can lead to significant further improvement over behavioral cloning from expert layouts.
Chapter 4

Explainable Neural Computation via Stack Neural Module Networks

4.1 Problem Statement

Deep neural networks have achieved impressive results on many vision and language tasks. Yet the predictive power of generic deep architectures comes at a cost of lost interpretability, as these architectures are essentially black boxes with respect to human understanding of their predictions. This can impair human users’ trust in learning systems and make them harder to refine [45].

These issues have led to recent efforts in explaining neural models, ranging from building in attention layers to post-hoc extraction of implicit model attention, e.g. by gradient propagation [161, 201, 141, 204, 142], post-hoc natural language explanations [66, 6] and network dissection [19]. Such approaches can highlight the image regions that are most important for predicting a particular label or provide a textual interpretation of the network output. However, explainable models of more complex problems involving multiple sub-tasks, such as Visual Question Answering (VQA) [12] and Referential Expression Grounding (REF) [146], are less studied in comparison. Complex problems may require several reasoning steps to solve. For example in Figure 4.1, the question “There is a small gray block; are there any spheres to the left of it?” might require solving the following subtasks: find the “small gray block”, look for “spheres to the left of it” and decide whether such object exists in the image. Therefore, a single heat-map highlighting important spatial regions such as [142] may not tell the full story of how a model performs.

In this chapter, we present a new model that makes use of an explicit, modular reasoning process, but which allows fully differentiable training with back-propagation and without expert supervision of reasoning steps. Existing modular networks first analyze the question and then predict a sequence of pre-defined modules (each implemented as a neural net) that chain together to predict the answer. However, they need an “expert layout”, or supervised module layouts for training the layout policy in order to obtain good accuracy. Our proposed approach, the Stack Neural Module Network or SNMN, can be trained without layout supervision, and replaces the layout graph of [71] with a stack-based data structure. Instead of making discrete choices on module layout, in this work we
CHAPTER 4. EXPLAINABLE NEURAL COMPUTATION VIA STACK NEURAL MODULE NETWORKS

Figure 4.1: Our model reveals interpretable subtask structure by inducing a decomposition of the reasoning procedure into several sub-tasks, each addressed by a neural module. It can simultaneously answer visual questions and ground referential expressions.

make the layout soft and continuous, so that our model can be optimized in a fully differentiable way using gradient descent. We show that this improves both the accuracy and interpretability compared to existing modular approaches. We also show that this model can be extended to handle both Visual Question Answering (VQA) [12] and Referential Expression Grounding (REF) [146] seamlessly in a single model by sharing knowledge across related tasks through common routines as in Figure 4.1.

A variety of different model architectures have been proposed for complex reasoning and question answering. Our evaluation in this chapter focuses on both the accuracy and interpretability of these models. In particular, we ask: does explicit modular structure make models more interpretable? We use the CLEVR dataset [78] as a testbed, as it poses a task of high complexity. State-of-the-art models for this task vary in the degree to which they provide “explanations”. Relation Networks [149] and FiLM [136] achieve high performance but do not expose their internal decision process. Other state-of-the-art models on CLEVR use recurrent layers to compute the answer over multiple steps and output different image and/or text attention at each step. These include modular networks [11, 10, 71, 79, 118], and non-modular recurrent attention models [192, 75]. It has been suggested by the authors that the attention and/or module layouts inferred by these methods can be regarded as explanations of the networks’ internal reasoning process. Yet, to the best of our knowledge, their meaningfulness to humans has never been explicitly evaluated; we provide a more rigorous assessment of the interpretability of multi-step attentional VQA models here.

We categorize existing multi-step models in terms of whether they have a discrete library of structured modules for each step (e.g., NMN and related approaches [11, 10, 71, 79, 118]), vs. homogeneous subtask computational elements (e.g., multi-hop attention networks [192, 190], MAC [75], etc.). We assess these models below and identify tradeoffs between accuracy and interpretability of these existing model classes. We find that our proposed SNMN model has comparable performance to existing modular approaches even without expert supervision, while achieving the greatest interpretability among evaluated models with respect to both subjective and objective measures of human understanding.
4.2 Related Work

Visual question answering (VQA). The task of visual question answering is to infer the answer based on the input question and image. Existing methods on VQA can be mainly categorized into holistic approaches (e.g., [192, 190, 51, 44, 149, 136, 75]), and neural module approaches [11, 10, 71, 79, 118]. The major difference between these two lines of work is that neural module approaches explicitly decompose the reasoning procedure into a sequence of sub-tasks, and have specialized modules to handle the sub-tasks, while holistic approaches do not have explicit sub-task structure, and different kinds of reasoning routines are all handled homogeneously.

Some holistic models perform sequential interactions between the image and the question. For example, SAN [192] uses multi-hop attention to extract information from the image. FiLM [136] uses multiple conditional batch normalization layers to fuse the image representation and question representation. Among these methods, MAC [75] performs multiple steps of reading and writing operations to extract information from the image and update its memory. Although these models have sequential interactions between the input image and the question, they do not explicitly decompose the reasoning procedure into semantically-typed sub-tasks. In our model, we adopt a similar textual attention mechanism as in [75] in Sec. 4.3, while also predicting module weights from the input text.

Neural module networks (NMNs). In NMN [11], N2NMN [71], PG+EE [79] and TbD [118], the inference procedure is performed by analyzing the question and decomposing the reasoning procedure into a sequence of sub-tasks. In [71], [79] and [118], a layout policy is used to turn the question into a module layout. Then the module layout is executed with a neural module network. Here, given an input question, the layout policy learns what sub-tasks to perform, and the neural modules learn how to perform each individual sub-tasks.

However, it is shown in these previous work that “expert layouts” (i.e. human annotations of the desired layout) are needed to pretrain or supervise the layout policy in order to get compositional behavior and good accuracy. Without expert guidance, existing models suffer from significant performance drops or fail to converge. This indicates that it is challenging to simultaneously learn “what” and “how” in these models. In this work, we address this problem with soft and continuous module layout, making our model fully differentiable and trainable with using gradient descent without resorting to expert layouts.

Interpretable reasoning and explainable neural networks. Recent years have seen increased interest in various aspects of interpretability in learned models [131], particularly in neural networks [130]. This includes work aimed at both explaining the decision rules implemented by learned models, and the mechanisms by which these rules are derived from data [153, 87]. In the present work we are primarily interested in the former. One line of research in this direction attempts to generate post-hoc explanations of decisions from generic model architectures, either by finding interpretable local surrogates in the form of linear models [145], logical rules [46, 202] or natural language descriptions [6, 203], or by visualizing salient features [141, 142].
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answer question:
How many things are either blue objects or large metal cubes?
or
ground referential expression:
the large rubber object that is right of the small gray cube

Figure 4.2: Overview of our model. Our model predicts a continuous layout via module weights $w^{(t)}$ and executes the modules in a soft manner with a memory stack.

An alternative line of work investigates the extent to which models can be explicitly designed from the outset to provide enhanced interpretability, where main focus of study has been visual attention [125, 133]. While the various modular approaches described above are sometimes described as “interpretable” [71], we are not aware of any research evaluating this in practice. In the present work, our goal is to evaluate whether this kind of explicit modular structure, and not just iterated attention, improves interpretability in concrete evaluation scenarios.

**Multi-task learning.** Different from existing multi-task approaches such as sharing common features (e.g., [64]), our model simultaneously handles both Visual Question Answering (VQA) [12] and Referential Expression Grounding (REF) [146] by exploiting the intuition that related tasks should have common sub-routines, and addressing them with a common set of neural modules.

4.3 Stack Neural Module Networks (SNMNs)

In this chapter, we analyze and design interpretable neural networks for high-complexity VQA and REF tasks. We evaluate the interpretability of multi-step VQA networks to humans, and in particular compare modular networks to non-modular networks in terms of how well humans can
understand the internal computation process. We describe our proposed evaluation strategy and results in Section 4.4. We also improve modular networks by proposing a new formulation, which we describe in this section. Specifically, we describe Stack Neural Module Networks (SNMNs) with the following components. 1) A layout controller that decomposes the reasoning task into a sequence of sub-tasks, and translates the input question into a soft layout, specified via a soft distribution over module weights $w(t)$ at each timestep $t$. The controller also supplies each module with a textual parameter $c_t$ at every time-step using textual attention. 2) A set of neural modules $M$ to handle the sub-tasks specified by the controller. Each neural module is a differentiable parameterized function that performs a specific sub-task, and can be executed dynamically on-the-fly according to the soft layout. 3) A differentiable memory stack to store and retrieve intermediate outputs from each module during execution.

Figure 4.2 shows an overview of our model. The overall architecture of our model is conceptually similar to N2NMN [71], where layout controller in our model resembles the previous layout policy. The major difference between our model and this prior work lies in whether the layout selection is continuous or discrete. N2NMN makes discrete choices of module layout in a graph structure and can only be end-to-end optimized with reinforcement learning approaches. On the other hand, our model makes soft layout selection with a differentiable stack structure, by giving each module a continuous-valued weight parameter and averaging the outputs of all modules according to their weights. This makes the execution procedure fully differentiable so that our model is trainable with back-propagation like other neural networks.

Module layout controller

The layout controller in our model decides what subtask to perform at each execution time step $t$ by selecting a module $m_t$ for that time step, and also supplying it with a textual parameter $c_t$ to give specific instruction to the module $m_t \in M$. For example, the controller may decide to look for red things at $t = 0$, by running a Find module with a textual parameter $c_t$ that contains the information for the word “red”.

The structure of our layout controller is similar to the control unit in [75]. Suppose there are $S$ words in the input question. The layout controller first encodes the input question $q$ into a $d$-dimensional sequence $[h_1, \cdots, h_S]$ of length $S$ using a bi-directional LSTM as $[h_1, \cdots, h_S] = \text{BiLSTM}(q; \theta_{\text{BiLSTM}})$, where each $h_s$ is the concatenation of the forward LSTM output and the backward LSTM output at the $s$-th input word. Next, the controller runs in a recurrent manner from time-step $t = 0$ to time-step $t = T - 1$. At each time-step $t$, it applies a time-step dependent linear transform to the question $q$, and linearly combines it with the previous $d$-dimensional textual parameter $c_{t-1}$ as $u = W_2 \left[ W_1^{(t)} q + b_1; c_{t-1} \right] + b_2$, where $W_1^{(t)}$ and $W_2$ are $d \times d$ and $d \times 2d$ matrices respectively, and $b_1$ and $b_2$ are $d$-dimensional vectors. Unlike all other parameters in the layout controller, $W_1^{(t)}$ is not shared across different time steps.

To select the module to execute at the current time-step $t$, a small multi-layer perceptron (MLP) is applied to $u$ to predict a $|M|$-dimensional vector $w^{(t)}$ as $w^{(t)} = \text{softmax}(\text{MLP}(u; \theta_{\text{MLP}}))$. The module weight $w^{(t)}$ contains the weight distribution over each module $m \in M$ and sums up to one
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<table>
<thead>
<tr>
<th>module name</th>
<th>input attention</th>
<th>output type</th>
<th>implementation details</th>
</tr>
</thead>
<tbody>
<tr>
<td>Find</td>
<td>(none)</td>
<td>attention</td>
<td>( a_{out} = \text{conv}_2(\text{conv}_1(x) \odot Wc) )</td>
</tr>
<tr>
<td>Transform</td>
<td>( a )</td>
<td>attention</td>
<td>( a_{out} = \text{conv}_2(\text{conv}_1(x) \odot W_1 \sum (a \odot x) \odot W_2c) )</td>
</tr>
<tr>
<td>And</td>
<td>( a_1, a_2 )</td>
<td>attention</td>
<td>( a_{out} = \text{minimum}(a_1, a_2) )</td>
</tr>
<tr>
<td>Or</td>
<td>( a_1, a_2 )</td>
<td>attention</td>
<td>( a_{out} = \text{maximum}(a_1, a_2) )</td>
</tr>
<tr>
<td>Filter</td>
<td>( a )</td>
<td>attention</td>
<td>( a_{out} = \text{And}(a, \text{Find}()), \text{i.e. reusing } \text{Find} \text{ and } \text{And} )</td>
</tr>
<tr>
<td>Scene</td>
<td>(none)</td>
<td>attention</td>
<td>( a_{out} = \text{conv}_1(x) )</td>
</tr>
<tr>
<td>Answer</td>
<td>( a )</td>
<td>answer</td>
<td>( y = W_1^T (W_2 \sum (a \odot x) \odot W_3c) )</td>
</tr>
<tr>
<td>Compare</td>
<td>( a_1, a_2 )</td>
<td>answer</td>
<td>( y = W_1^T (W_2 \sum (a_1 \odot x) \odot W_3 \sum (a_2 \odot x) \odot W_4c) ) (does nothing)</td>
</tr>
<tr>
<td>NoOp</td>
<td>(none)</td>
<td>(none)</td>
<td>(does nothing)</td>
</tr>
</tbody>
</table>

| \( (x: \text{image feature map}, \ c: \text{textual parameter}) \) |

Table 4.1: Neural modules used in our model. The modules take image attention maps as inputs, and output either a new image attention \( a_{out} \) or a score vector \( y \) over all possible answers (\( \odot \) is elementwise multiplication; \( \sum \) is sum over spatial dimensions).

(i.e. \( \sum_{m \in M} w_m(t) = 1 \)), which resembles a probability distribution or soft attention over the modules. It is used to select modules in each time-step \( t \) in a continuous manner.

Finally, the controller predicts a textual parameter \( c_t \) with a textual attention over the encoded question words as \( cv_{t,s} = \text{softmax}(W_3(u \odot h_s)) \) and \( c_t = \sum_{s=1}^{S} cv_{t,s} \cdot h_s \), where \( \odot \) is element-wise multiplication, \( W_3 \) is a \( 1 \times d \) matrix, \( cv_{t,s} \) is the word attention score (scalar) on the \( s \)-th question word. Finally, \( c_t \) is the textual parameter supplied to the modules at time-step \( t \), containing question information needed for a sub-task.

Neural modules with a memory stack

Module implementation. Following the terminology in N2NMN, a neural module is a differentiable function with some internal trainable parameters, and can be used to perform a specific sub-task. For example, the question “how many objects are right of the blue object?” can be answered by the layout \( \text{Answer[‘how many’]}(\text{Transform[‘right’]}(\text{Find[‘blue’]()})) \), where the modules such as \( \text{Transform} \) are selected with module weight \( u(t) \) and the textual information such as ‘blue’ is contained in the textual parameter \( c_t \).

The module implementation basically follows [71]. We also simplify the implementation in [71] by merging unary answering modules (Count, Exist, Describe) into a single Answer module, and pairwise comparison (More, Less, Equal, Compare) into a single Compare module. Finally, we introduce a NoOp module that does nothing, which can be used to pad arbitrary module layouts to a maximum length \( T \). Our module implementation is summarized in Table 4.1.

Differentiable memory stack. In our model, different modules may take different numbers of input, and the model sometimes needs to take what it currently sees and compare it with what it has previously seen before. This is typical in tree-structured layouts, such as \( \text{Compare(\text{Find}(), \text{Find}())} \),
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To handle tree-structured layouts, the model needs to have a memory to remember the outputs from the previous reasoning time-steps. Similar to Memory Networks [165], we provide a differentiable memory pool to store and retrieve the intermediate outputs. However, to encourage compositional behavior, we restrict our memory pool to be a Last-In-First-Out (LIFO) stack similar to [59]. The LIFO behavior encourages the neural modules to work like functions in a computer program, allowing only arguments and returned values to be passed between the modules, without arbitrary memory modification.

Our memory stack can be used to store vectors with fixed dimensions. It consists of a length-$L$ memory array $A = \{A_i\}_{i=1}^L$ (where $L$ is the stack length) and a stack-top pointer $p$, implemented as a $L$-dimensional one-hot vector. The stack $(A, p)$ implements differentiable push and pop operations as follows. Pushing a new vector $z$ into stack $(A, p)$ is done via pointer increment as $p := 1d\_conv(p, [0, 0, 1])$ followed by value writing as $A_i := A_i \cdot (1-p_i) + z \cdot p_i$, for each $i = 1, ..., L$. Similarly, popping the current stack-top vector $z$ from stack $(A, p)$ is done via value reading as $z := \sum_{i=1}^L A_i \cdot p_i$ followed by pointer decrement as $p := 1d\_conv(p, [1, 0, 0])$. Here $A_i$ is the vector at stack depth $i$ in $A$. In both push and pop operations, the one-hot stack pointer $p$ is incremented or decremented using 1-d convolution.

In our model, we use the above memory stack to store the $H \times W$ dimensional image attention maps, where $H$ and $W$ are the height and the width of the image feature map. Using the memory stack, each module first pops from the stack to obtain input image attentions, and then pushes its result back to the stack. For example, in tree-like layouts such as $\text{Compare}(\text{Find}(), \text{Transform}(\text{Find}()))$, the $\text{Find}$ module pushes its localization result into the stack, the $\text{Transform}$ module pops one image attention map from the stack and pushes back the transformed attention, and the $\text{Compare}$ module pops two image attention maps and uses them to predict the answer.

Soft program execution

Our model performs continuous selection of module layout through the soft module weights $w(t)$. At each time step $t$, we execute all the modules in our module list $M$ (shown in Table 4.1), and perform a weighted average of their results with respect to the weights $w(t)$ predicted by the layout controller. Specifically, the resulting memory stacks from the execution of each module are weighted-averaged with respect to $w_m(t)$ to produce a single updated memory stack.

At time step $t = 0$, we initialize the memory stack $(A, p)$ with uniform image attention and set stack the pointer $p$ to point at the bottom of the stack (one-hot vector with 1 in the 1st dimension). Then, at each time step $t$, for every module $m \in M$ we execute it on the current memory stack $(A^{(t)}, p^{(t)})$. During execution, each module $m$ may pop from the stack and push back its results, producing an updated stack $(A_m^{(t)}, p_m^{(t)})$ as $(A_m^{(t)}, p_m^{(t)}) = \text{run\_module} (m, A^{(t)}, p^{(t)})$, for each $m \in M$. We average the resulting new stack from each module according to its weight $w_m(t)$ as $A_{(t+1)} = \sum_{m \in M} A_m^{(t)} \cdot w_m^{(t)}$, and then sharpen the stack pointer with a softmax operation to keep it as a (nearly) one-hot vector as $p^{(t+1)} = \text{softmax} \left( \sum_{m \in M} p_m^{(t)} \cdot w_m^{(t)} \right)$. 
Final output. We apply this model to both the Visual Question Answering (VQA) task and the Referential Expressions Grounding (REF) task. To obtain the answer in the VQA task, we collect the output answer logits (i.e. scores) in all time-steps from those modules that have answer outputs (Answer and Compare in Table 4.1), and accumulate them with respect to their module weights as

$$y = \sum_{t=0}^{T-1} \sum_{m \in M_{\text{ans}}} y_m^{(t)} w_m^{(t)}$$

where $M_{\text{ans}}$ contains Answer and Compare.

To output grounding results in the REF task, we take the image-attention map at the top of the final stack at $t = T$, and extract attended image features from this attention map. Then, a linear layer is applied on the attended image feature to predict the bounding box offsets from the feature grid location.

Training

Unlike previous modular approaches N2NMN [71], PG+EE [79] and TbD [118], our model does not require expert layouts to achieve good performance. When such expert layout supervision is available, our model can also utilize it by supervising the soft module weights $w_m^{(t)}$ with a cross-entropy loss to match the expert’s module choice. But as the entire network is fully differentiable, it can be trained effectively without reinforcement learning, from task supervision alone, in the absence of expert layout supervision.

For VQA, we train with softmax cross entropy loss on the final answer scores $y$. For REF, we map the center of the ground-truth bounding box to a location on the feature grid. Then we train with a softmax cross entropy loss on the final image attention map to put all the attention on the ground-truth feature grid, and a bounding box regression loss on the bounding box offsets to match the ground-truth box. We train with the Adam optimizer with $10^{-4}$ learning rate. Our code and data are available at [http://ronghanghu.com/snmn/](http://ronghanghu.com/snmn/).

4.4 Experiments

We evaluate our model on the Visual Question Answering (VQA) task on the large-scale CLEVR dataset [78]. The dataset consists of 70000, 15000 and 15000 images for training, validation and test, and each image is associated with 10 questions. The images in the dataset are rendered from a graphics engine, and the questions are synthesized with complex reasoning procedure.

To evaluate our model on the Referential Expression Grounding (REF) task [146], we build a new CLEVR-Ref dataset with images and referential expressions in CLEVR style using the code base of [78]. Our new CLEVR-Ref dataset has the same scale as the original CLEVR dataset for VQA, but contains referential expressions instead of questions. Each referential expression refers to a unique object in the image, and the model is required to ground (i.e. localize) the corresponding object with a bounding box. The grounded bounding box is considered correct if it overlaps with the ground-truth bounding box by at least 0.5 intersection-over-union (IoU). Similar to question answering in the CLEVR dataset, the referential expressions also involve complex reasoning and relationship handling. See Figure 4.3 for an example of the CLEVR-Ref dataset.
Our model aims to simultaneously handle both VQA and REF tasks, and to decompose the reasoning procedure into sub-tasks by inducing a suitable module layout on each question or referential expression.

We train our model on the CLEVR dataset for the VQA task, and the CLEVR-Ref dataset for the REF task. We experiment with training only on the VQA task, training only on the REF task, and joint training on both tasks (VQA+REF) using the loss from both tasks. To test whether our model can induce a reasonable sub-task decomposition and module layout, we experiment with both using expert layout supervision (same as in [71]) and training from scratch without expert layout. We use a ResNet-101 convnet [65] pretrained on ImageNet classification to extract visual features from the image.

The results are summarized in Table 4.2. It can be seen that when training on each individual task, our model achieves over 90% accuracy on both tasks (which is reasonably good performance), whether using expert layout supervision or not. Furthermore, joint training can lead to even higher accuracy on these two tasks (especially when not using expert layout). Our model can simultaneously handle these two tasks by exploiting the common sub-tasks in them, such as finding object and handling relationships.

Sub-task decomposition and layout induction. By comparing the bottom 3 rows (trained without using expert layout) and the top 3 rows (trained with expert layout supervision), it can be seen that although the models trained with expert layout still outperform training from scratch, the gap between the two scenarios is relatively small. This indicates that our model can still work well without layout supervision, which is something previous modular approaches such as N2NMN [71], PG+EE [79] and TbD [118] could not handle.

We visualize the reasoning procedure our multi-task model on both VQA and REF task, for both with expert layout and without expert layout supervision. Figure 4.3 shows the module layout, the intermediate reasoning outputs and the most attended words from textual attention (\(cv_{t,s}\) in Sec. 4.3). It can be seen that our model can induce a reasonable decomposition of the inference procedure into sub-tasks without expert layout supervision, and it learns to share common sub-tasks such as

---

Table 4.2: Validation accuracy on the CLEVR dataset (VQA) and the CLEVR-Ref dataset (REF). Our model simultaneously handles both tasks with high accuracy.
Figure 4.3: Examples of our model on VQA (left) and REF (right). At each step, we visualize the module with the highest weight, the words receiving most textual attention (\(c_{vt,s}\) in Sec. 4.3) and the module output.

We note that our model learns peaky module weights after convergence. The average entropy of the learned soft module weights (which can be seen as a probability distribution) is 0.082 when trained without layout supervision (corresponds to putting over 98% weights on one module), and \(7.5 \times 10^{-5}\) when trained with layout supervision (corresponds to putting over 99.99% weights on...
one module). This shows that even without any strong supervision on module layout, our model learns to almost discretely select one module through the soft module weights at test time. Hence, our proposed framework can be regarded as a novel end-to-end differentiable training approach for modular networks.

We further experiment with test-time layout discretization by replacing the soft module weights with a one-hot argmax vector. This results in slightly lower performance on the CLEVR validation set (90.0% when trained without layout supervision and 94.8% with layout supervision). Considering the discrepancy between training and test time, the relatively small accuracy drop (< 4%) from test-time layout discretization indicates that our model works similar to previous modular networks at test time, rather than acting as a mixture of experts.

**Evaluation of accuracy.** We first compare the accuracy of our model on the CLEVR VQA dataset with the previous modular approaches N2NMN [71], PG+EE [79] and TbD [118]. N2NMN uses a layout policy to predict discrete layouts and a neural module network to answer the question. PG+EE and TbD are also modular approaches similar to N2NMN, where the program generator is similar to the layout policy, and the execution engine is essentially a neural module network. For fair comparison with previous work, we train our model on the CLEVR VQA dataset only (without using CLEVR-Ref for joint training).

The results are shown in Table 4.3. It can be seen from the top 4 rows that among all the modular approaches (N2NMN, PG+EE, TbD and Ours), when layout supervision is available, our model outperforms N2NMN by a large margin, and achieves comparable performance with PG+EE while underperforms TbD by a small margin. We note that even when using expert layout, our model still uses less supervision than PG+EE or TbD as they both require fine-grained module specification (e.g. finding shape and finding color are different modules in [79, 118] while the same module with different textual attention in our model).

The bottom 4 rows show the results without using expert layout supervision, where our model significantly outperform N2NMN. In this case, N2NMN has large performance drop while PG+EE and TbD fails to converge or cannot not be trained without layout supervision. This can be attributed to the fact that N2NMN, PG+EE and TbD all use discrete non-differentiable layout, while our model is fully differentiable and can be trained with back-propagation.

We note that the best non-modular architectures [75] achieve higher performance without using expert layout supervision, and compare those against modular performance on both accuracy and interpretability in Sec. 4.4.

**Results on real-image VQA datasets.** We also evaluate our method on real-image visual question answering datasets and compare with N2NMN [71]. We run our approach on both VQAv1 and VQAv2 datasets [12, 58] following the same settings (e.g. using ResNet-152 image features and single model at test time without ensemble) as in [71], where the results are in Table 4.4. Although the question answering task in these datasets focuses more on visual recognition than on compositional reasoning, our method still outperforms [71] even without expert layout supervision (the expert layouts are obtained by a syntactic parser).
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<table>
<thead>
<tr>
<th>Method</th>
<th>expert layout</th>
<th>accuracy on CLEVR</th>
</tr>
</thead>
<tbody>
<tr>
<td>N2NMN [71]</td>
<td>yes</td>
<td>83.7</td>
</tr>
<tr>
<td>PG+EE [79]</td>
<td>yes</td>
<td>96.9</td>
</tr>
<tr>
<td>TbD [118]</td>
<td>yes</td>
<td><strong>99.1</strong></td>
</tr>
<tr>
<td>Ours</td>
<td>yes</td>
<td>96.5</td>
</tr>
<tr>
<td>N2NMN [71]</td>
<td>no</td>
<td>69.0</td>
</tr>
<tr>
<td>PG+EE [79]</td>
<td>no</td>
<td>(does not converge)</td>
</tr>
<tr>
<td>TbD [118]</td>
<td>no</td>
<td>(not supported)</td>
</tr>
<tr>
<td>Ours</td>
<td>no</td>
<td><strong>93.0</strong></td>
</tr>
</tbody>
</table>

Table 4.3: Comparison of our model and other modular approaches on the CLEVR dataset for VQA. Our model achieves the best accuracy when not relying on expert layout, while N2NMN has significant performance drop in this case. The best non-modular architectures (e.g., [75]) do achieve higher performance; we compare those against modular performance on both accuracy and interpretability in Sec. 4.4.

<table>
<thead>
<tr>
<th>Method</th>
<th>expert layout</th>
<th>accuracy on VQA v1</th>
<th>accuracy on VQA v2</th>
</tr>
</thead>
<tbody>
<tr>
<td>N2NMN [71]</td>
<td>yes</td>
<td>64.9</td>
<td>63.3</td>
</tr>
<tr>
<td>ours</td>
<td>no</td>
<td>65.5</td>
<td><strong>64.1</strong></td>
</tr>
<tr>
<td>ours</td>
<td>yes</td>
<td><strong>66.0</strong></td>
<td>64.0</td>
</tr>
</tbody>
</table>

Table 4.4: Single-model accuracy of our method and N2NMN [71] on both VQA v1 [12] and VQA v2 [58] datasets, using the same experimental settings (e.g., visual features).

Model interpretability

Evaluation of interpretability. It is often suggested in existing works [71, 79, 118] that modular networks can be more interpretable to humans compared to holistic models. However, there is a lack of human studies in these works to support this claim. In this section, we evaluate how well the user can understand the internal reasoning process within our model, and compare it with MAC [75].

We compare to MAC because it is a state-of-the-art holistic model that also performs multi-step sequential reasoning and has image and textual attention at each time-step, while other models (e.g., FiLM [136] and Relation Net [149]) have lower performance and do not have any image or textual attention to visualize. MAC is a multi-step recurrent structure with a control unit and a reading-writing unit. Similar to our model, it also attend to text and image in each reasoning step. But unlike our model, there is not explicit modular structure in MAC.

Here, we investigate two distinct, but related questions: does modular structure improve humans’ subjective perceptions of model interpretability, and does this structure allow users to form truthful beliefs about model behavior? To this end, we present two different sets of experiments (subjective

---

1In our comparison, we use a fixed number of 12 steps for MAC (following the default setting in [75]), which is longer than the average number of steps in our SNMN model.
understanding and forward prediction) with human evaluators. With respect to the taxonomy of
interpretability evaluations presented in [45], these are both “human-grounded” metrics aimed at
testing “general notions of the quality of an explanation”.

In the **subjective understanding** evaluation, we visualize model’s intermediate outputs such as
the image attention and textual attention at each step, and we also show the model’s final prediction.
The visualizations can be seen in Figure 4.3. Then the human evaluators are asked to judge how
well they can understand the internal reasoning process, or whether it clear to the user what the
model is doing at each step. Each example is rated on a 4-point Likert scale (clear, mostly clear,
somewhat unclear and unclear) corresponding to numerical scores of 4, 3, 2 and 1. The averaged
scores and the percentage of each choice are shown in Table 4.5, where it can be seen that our model
has higher subjective understanding scores than MAC [75] and is much more often rated as “clear”
in both cases (using or not using expert layout supervision). This shows that the users can more
clearly understand the reasoning procedure in our model.

In the **forward prediction** evaluation, we investigate whether humans can predict the model’s
answer and detect its failure based on these visualizations. We split the test set into half correct and
half incorrect model predictions, and the final answer output is not shown, so that human baseline
performance should be chance or 50%. Our hypothesis is that if humans can predict whether the
model succeed or fail better than chance, they understand something about the model’s decision
process. In Table 4.5, we show the human accuracy on this task along with 95% confidence interval.
It can be seen that our model allows them to predict whether the model will get the correct answer
or fail consistently higher than chance when trained without expert layout supervision. We also
notice that when using supervision from expert layout, our model does worse at human prediction
of model’s failure. We suspect it is because predicting the answer requires human to understand
how the model works. When supervising the layout, the model may overfit to the expert layout, at
the expense of predictability. It may output an “intuitive” layout by mimicking the training data, but
that layout may not actually be how it is solving the problem. On the other hand, the unsupervised
model is not being forced to predict any particular layouts to minimize loss, so its layouts may be
more directed at minimizing the answer loss.

Finally, we compare our model with MAC on VQA accuracy in Table 4.5. Our model underperforms the state-of-the-art MAC in terms of VQA accuracy. However, our model is more
interpretable to a human user. This is in line with the intuition that there may be an accuracy-
explainability tradeoff, e.g., linear models are less accurate but more interpretable than non-linear
models. However, our model greatly reduces the accuracy gap with the top performing models,
without requiring expert layout supervision at training time.

### 4.5 Discussion

In this chapter, we have proposed a novel model for visual question answering and referential
expression grounding. We demonstrate that our model simultaneously addresses both tasks by
exploiting the intuition that related tasks should share common sub-tasks, and sharing a common
set of neural modules between tasks. Compared with previous modular approaches, our model
Table 4.5: Human evaluation of our model and the state-of-the-art non-modular MAC model [75]. Based on the models’ intermediate outputs, the evaluators are asked to (a) judge how clearly they can understand the reasoning steps performed by these models on a 4-point scale (i.e. subjective understanding) and (b) do forward prediction (failure detection) and decide whether the model fails without seeing the final output answer. The results show that our model is more interpretable to human users. However, our model underperforms the non-modular MAC approach in VQA accuracy, which is in line with the intuition that there may be an accuracy-explainability tradeoff.

induces a decomposition of the inference procedure into sub-tasks while not requiring expert layout supervision. The proposed model can explain its reasoning steps with a sequence of soft module choices, image attentions, and textual attentions. Experimental evaluation found that these explanations produced better understanding in human users with respect to both subjective and objective evaluations, even in the absence of human-provided explanations at training time.
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Language-Conditioned Graph Networks

5.1 Problem Statement

Grounded language comprehension tasks, such as visual question answering (VQA) or referring expression comprehension (REF), require finding the relevant objects in the scene and reasoning about certain relationships between them. For example, in Figure 5.1, to answer the question *is there a person to the left of the woman holding a blue umbrella*, we must locate the relevant objects—*person, woman* and *blue umbrella*—and model the specified relationships—*to the left of* and *holding*.

How should we build a model to perform reasoning in grounded language comprehension tasks? Prior works have explored various approaches from learning joint visual-textual representations (e.g., [51, 136]) to pooling over pairwise relationships (e.g., [149, 197]) or constructing explicit reasoning steps with modular or symbolic representations (e.g., [11, 196]). Although these models are capable of performing complex relational inference, their scene representations are built upon local visual appearance features that do not contain much contextual information. Instead, they tend to rely heavily on manually designed inference structures or modules to perform reasoning about relationships, and are often specific to a particular task.

In this work, we propose an alternative way to facilitate reasoning with a context-aware scene representation, suitable for multiple tasks. Our proposed Language-Conditioned Graph Network (LCGN) model augments the local appearance feature of each entity in the scene with a relational contextualized feature. Our model is a graph network built upon visual entities in the scene, which collects relational information through multiple iterations of message passing between the entities. It dynamically determines which objects to collect information from on each round, by weighting the edges in the graph, and sends messages through the graph to propagate just the right amount of relational information. The key idea is to condition the message passing on the specific contextual relationships described in the input text. Figure 5.1 illustrates this process, where the *person* would be represented not only by her local appearance, but also by contextualized features indicating her relationship to other relevant objects in the scene, e.g., *left of a woman*. Our contextualized representation can be easily plugged into task-specific models to replace standard local appearance...
Figure 5.1: In this work, we create context-aware representations for objects by sending messages between relevant objects in a dynamic way that depends on the input language. In the left example, the first round of message passing updates object 2 with features of object 3 based on the woman holding a blue umbrella (green arrow), and the second round updates object 1 with object 2’s features based on person to the left (red arrow). The final answer prediction can be made by a single attention hop over the most relevant object (blue box).

features, facilitating reasoning with rich relational information. E.g. for the question answering task, it is sufficient to perform a single attention hop over the relevant object, whose representation is contextualized (e.g. blue box in Figure 5.1).

Importantly, our scene representation is constructed with respect to the given reasoning task. An object in the scene may be involved in multiple relations in different contexts: in Figure 5.1, the person can be simultaneously left of a woman holding a blue umbrella, holding a white bag, and standing on a sidewalk. Rather than building a complete representation of all the first- and higher-order relational information for each object (which can be enormous and unnecessary), we focus the contextual representation on relational information that is helpful to the reasoning task by conditioning on the input text (Figure 5.1 left vs. right).

We apply our Language-Conditioned Graph Networks to two reasoning tasks with language inputs—Visual Question Answering (VQA) and Referring Expression Comprehension (REF). In these tasks, we replace the local appearance-based visual representations with the context-aware representations from our LCGN model, and demonstrate that our context-aware scene representations can be used as inputs to perform complex reasoning via simple task-specific approaches, with a consistent improvement over the local appearance features across different tasks and datasets. We obtain state-of-the-art results on the GQA dataset [76] for VQA and the CLEVR-Ref+ dataset [104] for REF. Our code is available at [http://ronghanghu.com/lcgn](http://ronghanghu.com/lcgn).
5.2 Related Work

We first provide an overview of the reasoning tasks addressed in this chapter. Then we review related work on graph networks and other contextualized representations. Finally, we discuss alternative approaches to reasoning problems.

Visual question answering (VQA) and referring expression comprehension (REF). VQA and REF are two popular tasks that require reasoning about image content. While in VQA the goal is to answer a question about an image [12], in REF one has to localize an image region that corresponds to a referring expression [117]. While the real-world VQA dataset [12, 58] focuses more on perception than complex reasoning, the more recent synthetic CLEVR [78] dataset is a standard benchmark for relational reasoning. An even more recent GQA dataset [76] brings together the best of both worlds: real images and relational questions. It is built upon the Visual Genome dataset [90] and construct the balanced question-answer pairs from scene graphs.

For REF, there are a number of standard benchmarks such as RefCOCO [198] and RefCOCOg [117], with natural language referring expressions and images from the COCO dataset [101]. However, many of the expressions in these datasets do not require resolving relations. Recently, a new CLEVR-Ref+ dataset [104] has been proposed for REF. It is built using the CLEVR environment and involves very complex queries, aiming to assess the reasoning capabilities of existing models and find their limitations.

In this work we tackle both VQA and REF tasks on three datasets in total. Notably, in all cases, we use the same approach, Language-Conditioned Graph Network (LCGN), to build contextualized representations of objects/image regions. This shows the generality and effectiveness of our approach for various visual reasoning tasks.

Graph networks and contextualized representations. Graph networks are powerful models that can perform relational inference through message passing [18, 54, 86, 100, 179, 206]. The core idea is to enable communication between image regions to build contextualized representations of these regions. Graph networks have been successfully applied to various tasks, from object detection [106] and region classification [34] to human-object interaction [138] and activity recognition [68]. Besides, self-attention models [176] and non-local networks [184] can also be cast as graph networks in a general sense. Below we review some of the recent works that rely on graph networks and other contextualized representations for VQA and REF.

A prominent work that introduced relational reasoning in VQA is [149], which proposes Relation Networks (RNs) for modeling relations between all pairs of objects, conditioned on a question. [31] extends RNs with the Broadcasting Convolutional Network module, which globally broadcasts objects’ visuo-spatial features. The first work to use graph networks in VQA is [173], which combines dependency parses of questions and scene graph representations of abstract scenes. [208] proposes modeling structured visual attention over a Conditional Random Field on image regions. A recent work, [129], conditions on a question to learn a graph representation of an image, capturing object interactions with the relevant neighbours via spatial graph convolutions. Later, [29] extends this idea to modeling spatial-semantic pairwise relations between all pairs of regions.
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For the REF task, [183] proposes Language-guided Graph Attention Networks, where attention over nodes and edges is guided by a referring expression, which is decomposed into subject, intra-class and inter-class relationships.

Our work is related to, yet distinct from, the approaches above. While [129] predicts a sparsely connected graph (conditioned on the question) that remains fixed for each step of graph convolution, our LCGN model predicts dynamic edge weights to focus on different connections in each message passing iteration. Besides, [129] is tailored to VQA and is non-trivial to adapt to REF (since it includes max-pooling over node representations). Compared to [29], instead of max-pooling over explicitly constructed pairwise vectors, our model predicts normalized edge weights that both improve computation efficiency in message passing and make it easier to visualize and inspect connections. Finally, [183] is tailored to REF by modeling specific subject attention and inter- and intra-class relations, and does not gather higher-order relational information in an iterative manner. We propose a more general approach for scene representation that is applicable to both VQA and REF.

Reasoning models. A multitude of approaches have been recently proposed to tackle visual reasoning tasks, such as VQA and REF. Neural Module Networks (NMNs) [11, 71] are multi-step models that build question-specific layouts and execute them against an image. NMNs have also been applied to REF, e.g., CMN [72] and Stack-NMN [70]. MAC [75] performs multi-step reasoning while recording information in its memory. FiLM [136] is an approach which modulates image representation with the given question via conditional batch normalization, and is extended in [193] with a multi-step reasoning procedure where both modalities can modulate each other. QGHC [53] predicts question-dependent convolution kernels to modulate visual features. DFAF [52] introduces self-attention and co-attention mechanisms between visual features and question words, allowing information to flow across modalities. The Neural-Symbolic approach [196] disentangles reasoning from image and language understanding, by first extracting symbolic representations from images and text, and then executing symbolic programs over them. MAttNet [197], a state-of-the-art approach to REF, uses attention to parse an expression and ground it through several modules.

Our approach is not meant to substitute the aforementioned reasoning models, but to complement them. Our contextual visual representation can be combined with other reasoning models to replace the local feature representation. A prominent reasoning model capable of addressing both VQA and REF is Stack-NMN [70], and we empirically compare to it in Section 5.4.

5.3 Language-Conditioned Graph Networks (LCGNs)

Given a visual scene and a textual input for a reasoning task such as VQA or REF, we propose to construct a contextualized representation for each entity in the scene that contains the relational information needed for the reasoning procedure specified in the language input.

This contextualized representation is obtained in our novel Language-Conditioned Graph Networks (LCGN) model, through iterative message passing conditioned on the language input. It can be then used as input to a task-specific output module such as a single-hop VQA classifier.
Figure 5.2: We propose Language-Conditioned Graph Networks (LCGN) to address reasoning tasks such as VQA and REF. Our model constructs a context-aware representation $x_{i}^{\text{out}}$ for each object $i$ through iterative message passing conditioned on the input text. During message passing, each object $i$ is represented by a local feature $x_{i}^{\text{loc}}$ and a context feature $x_{i,t}^{\text{ctx}}$. In every iteration, each object $j$ sends a message vector $m_{i,j}^{(t)}$ to each object $i$, which is collected by $i$ to update its context feature $x_{i,t}^{\text{ctx}}$. The local feature $x_{i}^{\text{loc}}$ and the final context feature $x_{i,T}^{\text{ctx}}$ are combined into a joint context-aware feature $x_{i}^{\text{out}}$, which is used in simple task-specific output modules for VQA or REF.

**Context-aware scene representation**

For an image $I$ and a textual input $Q$ that represents a reasoning task, let $N$ be the number of entities in the scene, where each entity can be a detected object or a spatial location on the convolutional feature map of the image. Let $x_{i}^{\text{loc}}$ (where $i = 1, ..., N$) be the local feature representation of the $i$-th entity, i.e. the $i$-th detected object’s visual feature or the convolutional feature at the $i$-th location on the feature grid. We would like to output a context-aware representation $x_{i}^{\text{out}}$ for each entity $i$ conditioned on the textual input $Q$ that contains the relational context associated with entity $i$. This is obtained through iterative message passing over $T$ iterations with our Language-Conditioned Graph Networks, as shown in Figure 5.2.

We use a fully-connected graph over the scene, where each node corresponds to an entity $i$ as defined above, and there is a directed edge $i \rightarrow j$ between every pair of entities $i$ and $j$. Each node $i$ is represented by a local feature $x_{i}^{\text{loc}}$ that is fixed during message passing, and a context feature $x_{i,t}^{\text{ctx}}$ that is updated during each iteration $t$. A learned parameter is used as the initial context representation $x_{i,0}^{\text{ctx}}$ at $t = 0$ for all nodes, before the message passing starts.

**Textual command extraction.** To incorporate the textual input in the iterative message passing, we build a textual command vector for each iteration $t$ (where $t = 1, ..., T$). Given a textual input $Q$ for the reasoning task, such as a question in VQA or a query in REF, we extract a set of vectors $\{c_{t}\}$ from the text $Q$, using the same multi-step textual attention mechanism as in Stack-NMN [70].
and MAC [75]. Specifically, $Q$ is encoded into a sequence $\{h_s\}_{s=1}^{S}$ and a summary vector $q$ with a bi-directional LSTM as:

$$[h_1, h_2, ..., h_S] = \text{BiLSTM}(Q) \quad \text{and} \quad q = [h_1; h_S]$$  \hspace{1cm} (5.1)

where $S$ is the number of words in $Q$, and $h_s = [\overrightarrow{h_s}; \overleftarrow{h_s}]$ is the concatenation of the forward and backward hidden states for word $s$ from the bi-directional LSTM output. At each iteration $t$, a textual attention $\alpha_{t,s}$ is computed over the words, and the textual command $c_t$ is obtained from the textual attention as follows:

$$\alpha_{t,s} = \text{Softmax} \left( W_1 \left( h_s \odot \left( W_2^{(t)} \text{ReLU} \left( W_3 q \right) \right) \right) \right)$$  \hspace{1cm} (5.2)

$$c_t = \sum_{s=1}^{S} \alpha_{t,s} \cdot h_s$$  \hspace{1cm} (5.3)

where $\odot$ is element-wise multiplication. Each $c_t$ can be seen as a textual command supplied during the $t$-th iteration. Unlike all other parameters that are shared across iterations, here $W_2^{(t)}$ is learned separately for each iteration $t$.

**Language-conditioned message passing.** At the $t$-th iteration where $t = 1, ..., T$, we first build a joint representation of each entity. Then, we compute the (directed) connection weights $w_{j,i}^{(t)}$ from every entity $j$ (the sender, $j = 1, ..., N$) to every entity $i$ (the receiver, $i = 1, ..., N$). Finally, each entity $j$ sends a message vector $m_{j,i}^{(t)}$ to each entity $i$, and each entity $i$ sums up all of its incoming messages $m_{j,i}^{(t)}$ to update its contextual representation from $x_{i,t-1}^{ctx}$ to $x_{i,t}^{ctx}$ as described below.

Step 1. We build a joint representation $\tilde{x}_{i,t}$ for each node, by concatenating $x_{i,t}^{loc}$ and $x_{i,t-1}^{ctx}$ and their element-wise product (after linear mapping) as

$$\tilde{x}_{i,t} = [x_{i,t}^{loc} ; x_{i,t-1}^{ctx} ; (W_4 x_{i,t}^{loc}) \odot (W_5 x_{i,t-1}^{ctx})]$$  \hspace{1cm} (5.4)

Step 2. We compute the directed connection weights $w_{j,i}^{(t)}$ from node $j$ (the sender) to node $i$ (the receiver), conditioning on the textual input $c_t$ at iteration $t$. Here, the connection weights are normalized with a softmax function over $j$, so that the sender weights sum up to 1 for each receiver, i.e. $\sum_{j=1}^{N} w_{j,i}^{(t)} = 1$ for all $i = 1, ..., N$ as follows:

$$w_{j,i}^{(t)} = \text{Softmax} \left( W_6 \tilde{x}_{i,t}^T \left( (W_7 \tilde{x}_{j,t}) \odot (W_8 c_t) \right) \right)$$  \hspace{1cm} (5.5)

Step 3. Each node $j$ sends a message $m_{j,i}^{(t)}$ to each node $i$ conditioning on the textual input $c_t$ and weighted by the connection weight $w_{j,i}^{(t)}$. Then, each node $i$ sums up the incoming messages and updates its context representation:

$$m_{j,i}^{(t)} = w_{j,i}^{(t)} \cdot ((W_9 \tilde{x}_{j,t}) \odot (W_{10} c_t))$$  \hspace{1cm} (5.6)

$$x_{i,t}^{ctx} = W_{11} \left[ x_{i,t-1}^{ctx} ; \sum_{j=1}^{N} m_{j,i}^{(t)} \right]$$  \hspace{1cm} (5.7)
A naive implementation would involve $N^2$ pairwise vectors $m_{ji}(t)$, which is inefficient for large $N$. We implement it more efficiently by building an $N$-row matrix $M$ containing $N$ unweighted messages $\tilde{m}_{ji}(t) = (W_9 x_{j,t}) \odot (W_{10} c_i)$ in Eqn. 5.6, which is left multiplied by the edge weight matrix $E$ (where $E_{ij} = w_{ij}(t)$) to obtain the sums $\sum_{j=1}^N m_{ji}(t)$ in Eqn. 5.7 for all nodes in a single matrix multiplication. With this implementation, we can train our LCGN model efficiently with $N$ as large as 196 in our experiments.

**Final representation.** We combine each entity’s local feature $x_{i}^{loc}$ and context feature $x_{i,T}^{ctx}$ (after $T$ iterations) as its final representation $x_{i}^{out}$:

$$x_{i}^{out} = W_{12} \left[ x_{i}^{loc}, x_{i,T}^{ctx} \right] \quad (5.8)$$

The $x_{i}^{out}$ can be used as input to subsequent task-specific modules such as VQA or REF models, instead of the original local representation $x_{i}^{loc}$.

**Application to VQA and REF**

To apply our LCGN model to language-based reasoning tasks such as Visual Question Answering (VQA) and Referring Expression Comprehension (REF), we build simple task-specific output modules based on the language input and the contextualized representation of each entity. Our LCGN model and the subsequent task-specific modules are jointly trained end-to-end.

**A single-hop answer classifier for VQA.** The VQA task requires outputting an answer for an input image $I$ and a question $Q$. We adopt the commonly used classification approach and build a single-hop attention model as a classifier to select one of the possible answers from the training set.

First, the question $Q$ is encoded into a vector $q$ with the Bi-LSTM in Eqn. 5.1. Then a single-hop attention $\beta_i$ is used over the objects to aggregate visual information, which is fused with $q$ to predict the score vector $y$ for each answer.

$$\beta_i = \text{Softmax} \left( W_{13} \left( x_{i}^{out} \odot (W_{14} q) \right) \right) \quad (5.9)$$

$$y = W_{15} \text{ReLU} \left( W_{16} \left[ \sum_{i=1}^N \beta_i x_{i}^{out} ; q \right] \right) \quad (5.10)$$

During training, a softmax or sigmoid classification loss is applied on the output scores $y$ for answer classification.

**GroundeR [146] for REF.** The REF task requires outputting a target bounding box as the grounding result for an input referring expression $Q$. Here, we use a retrieval approach as in previous works and select one target entity from the $N$ candidate entities in the scene (either object detection results or spatial locations on a convolutional feature map). To select the target object $p$ from the $N$ candidates, we encode expression $Q$ to vector $q$ as in Eqn 5.1 and build a model similar to the
fully-supervised version of GroundeR \[146\] to output a matching score $r_i$ for each entity $i$. In the case of using spatial locations on a convolutional feature map, we further output a 4-dimensional vector $u$ to predict the bounding box offset from the feature grid location.

$$
\begin{align*}
  r_i &= W_{17} (x_{i}^{\text{out}} \odot (W_{18}q)) \\
  p &= \arg \max_i r_i \\
  u &= W_{19}x_{p}^{\text{out}}
\end{align*}
$$

During training, we use a softmax loss over the scores $r_i$ among the $N$ candidates to select the target entity $p$, and an L2 loss over the box offset $u$ to refine the box location.

### 5.4 Experiments

We apply our LCGN model to two tasks – VQA and REF – for language-conditioned reasoning. For the VQA task, we evaluate on the GQA dataset \[76\] and the CLEVR dataset \[78\], which both require resolving relations between objects. For the REF task, we evaluate on the CLEVR-Ref+ dataset \[104\]. In particular, the CLEVR and CLEVR-Ref+ datasets contain many complicated questions or expressions with higher-order relations, such as *the ball on the left of the object behind a blue cylinder*.

**Visual Question Answering (VQA)**

**Evaluation on the GQA dataset.** We first evaluate our LCGN model on the GQA dataset \[76\] for visual question answering. The GQA dataset is a large-scale visual question answering dataset with real images from the Visual Genome dataset \[90\] and balanced question-answer pairs. Each training and validation image is also associated with scene graph annotations describing the classes and attributes of those objects in the scene, and their pairwise relations. Along with the images and question-answer pairs, the GQA dataset provides two types of pre-extracted visual features for each image – convolutional grid features of size $7 \times 7 \times 2048$ extracted from a ResNet-101 network \[65\] trained on ImageNet, and object detection features of size $N_{\text{det}} \times 2048$ (where $N_{\text{det}}$ is the number of detected objects in each image with a maximum of 100 per image) from a Faster R-CNN detector \[144\].

We apply our LCGN model together with the single-hop classifier ("single-hop + LCGN") in Sec. 5.3 for answer prediction. We use $T = 4$ rounds of message passing in our LCGN model, which takes approximately 20 hours to train using a single Titan Xp GPU. As a comparison to our LCGN model, we also train the single-hop classifier with only the local features $x^{\text{loc}}$ in Eqn. 5.9 ("single-hop").

We first experiment with using the released object detection features in the GQA dataset as our local features $x^{\text{loc}}$, which is shown in \[76\] to perform better than the convolutional grid features, and
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input image  

question: *is the fence in front of the elephant green and metallic?*  
prediction: yes  
ground-truth: yes

question: *the frisbee is on what animal?*  
prediction: dog  
ground-truth: dog

Figure 5.3: Examples from our LCGN model on the validation split of the GQA dataset for VQA. In the middle 4 columns, each red line shows an edge $j \rightarrow i$ along the message passing paths (among the $N$ detected objects) where the connection edge weight $u_{j,i}^{(t)}$ exceeds a threshold. The blue star on each line is the sender node $j$, and the line width corresponds to its connection weight. In the upper example, the person, the elephant and the fence propagate messages with each other, and fence receives messages from the elephant in $t = 4$. In the lower example, the frisbee collect messages from the dog as contextual information in multiple rounds, and is picked up by the single-hop classifier. The red star (along with the box) in the last column shows the object with the highest single-hop attention $\beta_i$ in Eqn. 5.9.

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy val</th>
<th>Accuracy test-dev</th>
<th>Accuracy test</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNN+LSTM [76]</td>
<td>49.2%</td>
<td>–</td>
<td>46.6%</td>
</tr>
<tr>
<td>Bottom-Up [4]</td>
<td>52.2%</td>
<td>–</td>
<td>49.7%</td>
</tr>
<tr>
<td>MAC [75]</td>
<td>57.5%</td>
<td>–</td>
<td>54.1%</td>
</tr>
<tr>
<td>single-hop</td>
<td>62.0%</td>
<td>53.8%</td>
<td>54.4%</td>
</tr>
<tr>
<td>single-hop + LCGN (ours)</td>
<td><strong>63.9%</strong></td>
<td><strong>55.8%</strong></td>
<td><strong>56.1%</strong></td>
</tr>
</tbody>
</table>

Table 5.1: VQA performance on the GQA dataset.

compare with previous works. Similar to MAC [75], we initialize question word embedding from GloVe [135] and maintain an exponential moving average of model parameters during training. To facilitate spatial reasoning, we concatenate the Faster R-CNN object detection features with their corresponding box coordinates. The results are shown in Table 5.1. By comparing “single-hop + LCGN” with “single-hop” in the last two rows, it can be seen that our LCGN model brings around 2% (absolute) improvement in accuracy, indicating that our LCGN model facilitates reasoning.

\[\text{\footnotesize[1]}\text{We learned from the GQA dataset authors that its test-dev and test splits were collected differently from its train and val splits, with a noticeable domain shift from val to test-dev and test. We train on the train split and report results on three GQA splits (val, test-dev and test). The performance of previous work on val was obtained from the dataset authors.}\]
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<table>
<thead>
<tr>
<th>Method</th>
<th>Local features</th>
<th>Accuracy val</th>
<th>Accuracy test-dev</th>
</tr>
</thead>
<tbody>
<tr>
<td>single-hop</td>
<td>convolutional</td>
<td>55.0%</td>
<td>48.6%</td>
</tr>
<tr>
<td>single-hop + LCGN</td>
<td>grid features</td>
<td><strong>55.3%</strong></td>
<td><strong>49.5%</strong></td>
</tr>
<tr>
<td>single-hop</td>
<td>object features</td>
<td>62.0%</td>
<td>53.8%</td>
</tr>
<tr>
<td>single-hop + LCGN</td>
<td>from detection</td>
<td><strong>63.9%</strong></td>
<td><strong>55.8%</strong></td>
</tr>
<tr>
<td>single-hop</td>
<td>GT objects and attributes</td>
<td>87.0%</td>
<td>n/a</td>
</tr>
<tr>
<td>single-hop + LCGN</td>
<td></td>
<td><strong>90.2%</strong></td>
<td>n/a</td>
</tr>
</tbody>
</table>

Table 5.2: Ablation on different local features on the GQA dataset.

by replacing the local features \( x^{loc} \) with the contextualized features \( x^{out} \) containing rich relational information for the reasoning task. Figure 5.3 shows question answering examples from our model on this dataset.

We compare with three previous approaches in Table 5.1. CNN+LSTM [76] and Bottom-Up [4] are simple fusion approaches between the text and the image, using the released GQA convolutional grid features or object detection features respectively. The MAC model [75] is a multi-step attention and memory model with specially designed control, reading and writing cells, and is trained on the same object detection features as our model. Our approach outperforms the MAC model that performs multi-step inference, obtaining the state-of-the-art results on the GQA dataset.

We further apply our LCGN model to other types of local features, and experiment with using either the same \( 7 \times 7 \times 2048 \)-dimensional convolutional grid features (where each \( x^{loc}_{i} \) is a feature map location and \( N = 49 \)) as used in CNN+LSTM in Table 5.1 or an “oracle” symbolic local representation at both training and test time, based on a set of ground-truth objects along with their class and attribute annotations (“GT objects and attributes”) in the scene graph data of the GQA dataset. In the latter setting with symbolic representation, we construct two one-hot vectors to represent each object’s class and attributes, and concatenate them as each object’s \( x^{loc}_{i} \). The results are shown in Table 5.2 where our LCGN model delivers consistent improvements over all three types of local feature representations.

Evaluation on the CLEVR dataset. We also evaluate our LCGN model on the CLEVR dataset [78], a dataset for VQA with complicated relational questions, such as what number of other objects are there of the same size as the brown shiny object. Following previous works, we use the \( 14 \times 14 \times 1024 \) convolutional grid features extracted from the C4 block of an ImageNet-pretrained

---

\(^2\)In this setting, we can only evaluate on the val split with public scene graph annotations. We note that this is the only setting where we use the scene graphs in the GQA dataset. In all other settings, we only use the images and question-answer pairs to train our models. Also, our model does not rely on the GQA question semantic step annotations in any settings.
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| input image | $t = 1$ | $t = 2$ | $t = 3$ | $t = 4$ | single-hop attention $\beta_i$
|-------------|---------|---------|---------|---------|-------------------------------
| question: *what color is the matte ball that is the same size as the gray metal thing?* | | | | | prediction: *yellow* |
| ground-truth: *yellow* | | | | | |
| | | | | | |
| question: *how many other things are the same size as the yellow rubber ball?* | | | | | prediction: *3* |
| ground-truth: *3* | | | | | |

Figure 5.4: Examples from our LCGN model on the validation split of the CLEVR dataset for VQA. The middle 4 columns show the connection edge weights $w_{j,i}^{(t)}$ similar to Figure 5.3, where the blue stars are the sender nodes. The last column shows the single-hop attention $\beta_i$ in Eqn. 5.9 over the $N = 14 \times 14$ feature grid. In the upper example, in $t = 1$ the matte ball (leftmost) collects messages from the gray metal ball (of the same size), and then in $t = 3$ messages are propagated within the convolutional grids on the matte ball, possibly to refine the collected context from the gray ball. In the lower example, in $t = 1$ all four balls try to propagate messages within the convolutional grids of each ball region, and in $t = 2$ the three other balls (of the same size) receive messages from the rubber ball (leftmost) and are picked up by the single-hop classifier.

ResNet-101 network [65] as the local features $x_{\text{loc}}^i$ on the CLEVR dataset (*i.e.* each $x_{\text{loc}}^i$ is a feature map location and $N = 196$).

Similar to our experiments on the GQA dataset, we apply our LCGN model together with the single-hop answer classifier and compare it with using only the local features in the answer classifier. We also compare with previous works that use only question-answer pairs as supervision (*i.e.* without relying on the functional program annotations in [78]).

The results are shown in Table 5.3. It can be seen that the single-hop classifier only achieves 72.6% accuracy when using the local convolutional grid features $x_{\text{loc}}^i$ (“single-hop”), which is unsurprising since the CLEVR dataset often involves resolving multiple and higher-order relations beyond the capacity of the single-hop classifier alone. However, when trained together with the context-aware representation $x_{\text{out}}^i$ from our LCGN model, this same single-hop classifier (“single-hop + LCGN”) achieves a significantly higher accuracy of 97.9% comparable to several state-of-the-art approaches on this dataset, showing that our LCGN model is able to embed relational context information in its output scene representation $x_{\text{out}}^i$. Among previous works, Stack-NMN [70] and MAC [75] rely on multi-step inference procedures to predict an answer. RN [149] pools over all $N^2$ pairwise object-object vectors to collect relational information in a single step. FiLM [136] modulates the batch normalization parameters of a convolutional network with the input question. NS-CL [116] learns symbolic representations of the scene and uses quasi-logical reasoning. Except for Stack-NMN [70], most previous works are tailored to the VQA task, and it is non-trivial to apply them to other tasks such as REF, while our LCGN model provides a generic scene representation...
Method | Accuracy
--- | ---
Stack-NMN [70] | 93.0%
RN [149] | 95.5%
FiLM [136] | 97.6%
MAC [75] | 98.9%
NS-CL [116] | 99.2%
single-hop | 72.6%
single-hop + LCGN (ours) | 97.9%

Table 5.3: VQA performance on the test split of the CLEVR dataset. We use $T = 4$ rounds of message passing in our LCGN model.

applicable to multiple tasks. Figure 5.4 shows question answering examples of our model.

We further experiment with varying the number $T$ of message passing iterations in our LCGN model. In addition, to isolate the effect of conditioning on textual inputs during message passing, we also train and evaluate a restricted version of LCGN without text conditioning ("single-hop + LCGN w/o txt"), by replacing the $c_t$’s from Eqn 5.3 with a vector of all ones. The results are shown in Table 5.4, where it can be seen that using multiple rounds of iterations ($T > 1$) leads to a significant performance increase, and it is crucial to incorporate the textual information $c_t$ into the message passing procedure. This is likely because the CLEVR dataset involves complicated questions that need multi-step context propagation. In addition, it is more efficient to collect the specific relational context relevant to the input question, instead of building a scene representation with a complete and unconditional knowledge base of all relational information that any input questions can query from.

Given that multi-round message passing ($T > 1$) works better than using only a single round ($T = 1$), we further study whether it is beneficial to have dynamic connection weights $w_{j,i}^{(t)}$ in Eqn 5.5 that can be different in each iteration $t$ to allow an object $i$ to focus on different context objects $j$ in different rounds. As a comparison, we train a restricted version of LCGN with static connection weights $w_{j,i}$ ("single-hop + LCGN w/ static $w_{j,i}$"), where we only predict the weights $w_{j,i}^{(1)}$ in Eqn. 5.5 for the first round $t = 1$, and reuse it in all subsequent rounds (i.e. setting $w_{j,i}^{(t)} = w_{j,i}^{(1)}$ for all $t > 1$). From the last row of Table 5.4 it can be seen that there is a performance drop when restricting to static connection weights $w_{j,i}$ predicted only in the first round, and we also observe a similar (but larger) drop for the REF task in Sec. 5.4 and Table 5.5. This suggests that it is better to have dynamic connections during each iteration, instead of first predicting a fixed connection structure on which iterative message passing is performed (e.g. [129]).
<table>
<thead>
<tr>
<th>Method</th>
<th>Steps $T$</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>single-hop</td>
<td>n/a</td>
<td>72.6%</td>
</tr>
<tr>
<td>single-hop + LCGN</td>
<td>$T = 1$</td>
<td>94.0%</td>
</tr>
<tr>
<td>single-hop + LCGN</td>
<td>$T = 2$</td>
<td>94.5%</td>
</tr>
<tr>
<td>single-hop + LCGN</td>
<td>$T = 3$</td>
<td>96.4%</td>
</tr>
<tr>
<td>single-hop + LCGN</td>
<td>$T = 4$</td>
<td>97.9%</td>
</tr>
<tr>
<td>single-hop + LCGN</td>
<td>$T = 5$</td>
<td>96.9%</td>
</tr>
<tr>
<td>single-hop + LCGN w/o txt</td>
<td>$T = 4$</td>
<td>78.6%</td>
</tr>
<tr>
<td>single-hop + LCGN w/ static $w_{j,i}$</td>
<td>$T = 4$</td>
<td>96.5%</td>
</tr>
</tbody>
</table>

Table 5.4: Ablation on iteration steps $T$ and whether to condition on the text or have dynamic weights, on the CLEVR validation split.

Figure 5.5: Examples from our LCGN model on the validation split of the CLEVR-Ref+ dataset for REF. The middle 4 columns show the connection edge weights $w_{j,i}^{(t)}$ similar to Figure 5.3, where the blue stars are the sender nodes. The last column shows the selected target grid location $p$ on the $N = 14 \times 14$ spatial grid (the red star) in Eqn. 5.12 along with the ground-truth (yellow) box and the predicted box (red box from bounding box regression $u$ in Eqn. 5.13). In the upper example, the blue cube (the target object) collects messages from the two other objects in $t = 2$, and then the blue cube further collects messages from the big matte green cube on the left (which has the same shape) in $t = 3$. In the lower example, the green cube checks for other cubes by collecting messages from things on its right in $t = 2$.

**Referring Expression Comprehension (REF)**

Our LCGN model provides a generic approach to building context-aware scene representations and is not restricted to a specific task such as VQA. We also apply our LGCN model to the referring expression comprehension (REF) task, where given a referring expression that describes an object in the scene, the model is asked to localize the target object with a bounding box.

We experiment with the CLEVR-Ref+ dataset [104], which contains similar images as in the
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<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stack-NMN [70]</td>
<td>56.5%</td>
</tr>
<tr>
<td>SLR [199]</td>
<td>57.7%</td>
</tr>
<tr>
<td>MAttNet [197]</td>
<td>60.9%</td>
</tr>
<tr>
<td>GroundeR [146]</td>
<td>61.7%</td>
</tr>
<tr>
<td>GroundeR + LCGN w/o txt</td>
<td>65.0%</td>
</tr>
<tr>
<td>GroundeR + LCGN w/ static $w_{j,i}$</td>
<td>71.4%</td>
</tr>
<tr>
<td>GroundeR + LCGN (ours)</td>
<td>74.8%</td>
</tr>
</tbody>
</table>

Table 5.5: Performance on the CLEVR-Ref+ dataset for REF.

CLEVR dataset [78] and complicated referring expressions requiring relation resolution. On the CLEVR-Ref+ dataset, we evaluate with the bounding box detection task in [104], where the output is a bounding box of the target object and there is only one single target object described by the expression. A localization is consider correct if it overlaps with the ground-truth box with at least 50% IoU. Same as in our VQA experiments on the CLEVR dataset in Sec. 5.4, here we also use the $14 \times 14 \times 1024$ convolutional grid features from ResNet-101 C4 block as our local features $x_{i}^{\text{loc}}$ (i.e. each $x_{i}^{\text{loc}}$ is a feature map location and $N = 196$), with $T = 4$ rounds of message passing. The final target bounding box is predicted with a 4-dimensional bounding box offset vector $u$ in Eqn. 5.13 from the selected grid location $p$ in Eqn. 5.12.

We apply our LCGN model to build a context-aware representation $x^\text{out}$ conditioned on the input referring expression, which is used as input to our implementation of the GroundeR approach [146] (Sec. 5.3) for bounding box prediction (“GroundeR + LCGN”). As a comparison, we train and evaluate the GroundeR model without our context-aware representation (“GroundeR”), using local features $x_{i}^{\text{loc}}$ as inputs in Eqn. 5.11. Similar to our experiments on the CLEVR dataset for VQA in Sec. 5.4, we also ablate our LCGN model with not conditioning on the input expression (“GroundeR + LCGN w/o txt”) or using static connection weights $w_{j,i}$ predicted from the first round (“GroundeR + LCGN w/ static $w_{j,i}$”).

The results are shown in Table 5.5 where our context-aware scene representation from LCGN leads to approximately 13% (absolute) improvement in REF accuracy. Consistent with our observation on the VQA task, for the REF task we find it important for the message passing procedure to depend on the input expression, and allowing the model to have dynamic connection weights $w_{j,i}^{(t)}$ that can differ for each round $t$. Our model outperforms previous work by a large margin, achieving the state-of-the-art performance for REF on the CLEVR-Ref+ dataset. Figure 5.5 shows example predictions of our model on the CLEVR-Ref+ dataset.

In previous works, SLR [199] and MAttNet [197] are specifically designed for the REF task. SLR jointly trains an expression generation model (speaker) and an expression comprehension model (listener), and MAttNet relies on modular structure for subject, location and relation comprehension. While Stack-NMN [70] is also a generic approach that is applicable to both the VQA task and
the REF task, the major contribution of Stack-NMN is to construct an explicit step-wise inference procedure with compositional modules, and it relies on hand-designed module structures and local appearance-based scene representations. On the other hand, our work augments the scene representation with rich relational context. We show that our approach outperforms Stack-NMN on both the VQA and the REF tasks.

5.5 Discussion

In this work, we propose Language-Conditioned Graph Networks (LCGN), a generic approach to language-based reasoning tasks such VQA and REF. Instead of building task-specific inference procedures, our LCGN model constructs rich context-aware representations of the scene through iterative message passing. Experimentally, we show that the context-aware representations from our LCGN model can improve over the local appearance-based representations across various types of local features and multiple datasets, and it is crucial for the message passing procedure to depend on the language inputs.
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Iterative Pointer-Augmented Multimodal Transformers for TextVQA

6.1 Problem Statement

As a prominent task for visual reasoning, the Visual Question Answering (VQA) task [12] has received wide attention in terms of both datasets (e.g. [12, 58, 81, 78, 76]) and methods (e.g. [51, 4, 20, 84, 109]). However, these datasets and methods mostly focus on the visual components in the scene. On the other hand, they tend to ignore a crucial modality – text in the images – that carries essential information for scene understanding and reasoning. For example, in Figure 6.1 deep water on the sign warns people about the danger in the scene. To address this drawback, new VQA datasets [158, 23, 123] have been recently proposed with questions that explicitly require understanding and reasoning about text in the image, which is referred to as the TextVQA task.

The TextVQA task distinctively requires models to see, read and reason over three modalities: the input question, the visual contents in the image such as visual objects, and the text in the image. Several approaches [158, 23, 123, 22] have been proposed for the TextVQA task, based on OCR results of the image. In particular, LoRRA [158] extends previous VQA models [157] with an OCR attention branch and adds OCR tokens as a dynamic vocabulary to the answer classifier, allowing copying a single OCR token from the image as the answer. Similarly in [123], OCR tokens are grouped into blocks and added to the output space of a VQA model.

While these approaches enable reading text in images to some extent, they typically rely on custom pairwise multimodal fusion mechanisms between two modalities (such as single-hop attention over image regions and text tokens, conditioned on the input question), which limit the types of possible interactions between modalities. Furthermore, they treat answer prediction as a single-step classification problem – either selecting an answer from the training set answers or copying a text token from the image – making it difficult to generate complex answers such as book titles or signboard names with multiple words, or answers with both common words and specific image text tokens, such as McDonald’s burger where McDonald’s is from text in the image and burger is from the model’s own vocabulary. In addition, the word embedding based image text
TextVQA

Question: What is the danger?

Previous work: water

Our model: deep water

Our model

Figure 6.1: Compared to previous work (e.g. [158]) on the TextVQA task, our model, accompanied by rich features for image text, handles all modalities with a multimodal transformer over a joint embedding space instead of pairwise fusion mechanisms between modalities. Furthermore, answers are predicted through iterative decoding with pointers instead of one-step classification over a fixed vocabulary or copying single text token from the image.

features in previous work have limited representation power and miss important cues such as the appearance (e.g. font and color) and the location of text tokens in images. For example, tokens that have different fonts and are spatially apart from each other usually do not belong to the same street sign.

In this chapter, we address the above limitations with our novel Multimodal Multi-Copy Mesh (M4C) model for the TextVQA task, based on the transformer [176] architecture accompanied by iterative answer decoding through dynamic pointers, as shown in Figure 6.1. Our model naturally fuses the three input modalities and captures intra- and inter- modality interactions homogeneously within a multimodal transformer, which projects all entities from each modality into a common semantic embedding space, and applies the self-attention mechanism [132, 176] to collect relational representations for each entity. Instead of casting answer prediction as a classification task, we perform iterative answer decoding in multiple steps and augment our answer decoder with a dynamic pointer network that allows selecting text in the image in a permutation-invariant way without relying on any ad-hoc position indices in previous work such as LoRRA [158]. Furthermore, our model is capable of combining its own vocabulary with text in the image in a generated answer, as shown in examples in Figure 6.4 and 6.5. Finally, we introduce a rich representation for text tokens in the images based on multiple cues, including its word embedding, appearance, location, and character-level information.

Our contributions in this chapter are as follows: 1) We show that multiple (more than two)
input modalities can be naturally fused and jointly modeled through our multimodal transformer architecture. 2) Unlike previous work on TextVQA, our model reasons about the answer beyond a single classification step and predicts it through our pointer-augmented multi-step decoder. 3) We adopt a rich feature representation for text tokens in images and show that it is better than features based only on word embedding in previous work. 4) Our model significantly outperforms previous work on three challenging datasets for the TextVQA task: TextVQA [158] (+25% relative), ST-VQA [23] (+65% relative), and OCR-VQA [123] (+32% relative). Our code is available at http://ronghanghu.com/m4c.

6.2 Related Work

VQA based on reading and understanding image text. Recently, a few datasets and methods [158, 23, 123, 22] have been proposed for visual question answering based on text in images (referred to as the TextVQA task). LoRRA [158], a prominent prior work on this task, extends the Pythia [157] framework for VQA and allows it to copy a single OCR token from the image as the answer, by applying a single attention hop (conditioned on the question) over the OCR tokens and including the OCR token indices in the answer classifier’s output space. A conceptually similar model is proposed in [123], where OCR tokens are grouped into blocks and added to both the input features and the output answer space of a VQA model. In addition, a few other approaches [23, 22] enable text reading by augmenting existing VQA models with OCR inputs. However, these existing methods are limited by their simple feature representation of image text, multimodal learning approaches, and one-step classification for answer outputs. In this work, we address these limitations with our M4C model.

Multimodal learning in vision-and-language tasks. Early approaches on vision-and-language tasks often combined the image and text through attention over one modality conditioned on the other modality, such as image attention based on text (e.g. [192, 110]). Some approaches have explored multimodal fusion mechanisms such as bilinear models (e.g. [51, 84]), self-attention (e.g. [52]), and graph networks (e.g. [98]). Inspired by the success of Transformer [176] and BERT [44] architectures in natural language tasks, several recent works [109, 2, 171, 99, 97, 162, 207, 35] have also applied transformer-based fusion between image and text with self-supervision on large-scale datasets. However, most existing works treat each modality with a specific set of parameters, which makes them hard to scale to more input modalities. On the other hand, in our work we project all entities from each modality into a joint embedding space and treat them homogeneously with a transformer architecture over the list of all things. Our results suggest that joint embedding and self-attention are efficient when modeling multiple (more than two) input modalities.

Dynamic copying with pointers. Many answers in the TextVQA task come from text tokens in the image such as book titles or street signs. As it is intractable to have every possible text token in the answer vocabulary, copying text from the image would often be an easier option for answer prediction. Prior work has explored dynamically copying the inputs in different tasks such as text
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Figure 6.2: An overview of our M4C model. We project all entities (question words, detected visual objects, and detected OCR tokens) into a common \( d \)-dimensional semantic space through domain-specific embedding approaches and apply multiple transformer layers over the list of projected things. Based on the transformer outputs, we predict the answer through iterative auto-regressive decoding, where at each step our model either selects an OCR token through our dynamic pointer network, or a word from its fixed answer vocabulary.

summarization [152], knowledge retrieval [195], and image captioning [111] based on Pointer Networks [180] and its variants. For the TextVQA task, recent works [158, 123] have proposed to copy OCR tokens by adding their indices to classifier outputs. However, apart from their limitation of copying only a single token (or block), one drawback of these approaches is that they require a pre-defined number of OCR tokens (since the classifier has a fixed output dimension) and their output is dependent on the ordering of the tokens. In this work, we overcome this drawback using a permutation-invariant pointer network together with our multimodal transformer.

6.3 Multimodal Multi-Copy Mesh (M4C)

In this work, we present Multimodal Multi-Copy Mesh (M4C), a novel approach for the TextVQA task based on a pointer-augmented multimodal transformer architecture with iterative answer prediction. Given a question and an image as inputs, we extract feature representations from three modalities – the question, the visual objects in the image, and the text present in the image. These three modalities are represented respectively as a list of question words features, a list of visual object features from an off-the-shelf object detector, and a list of OCR token features based on an external OCR system.

Our model projects the feature representations of entities (in our case, question words, detected objects, and detected OCR tokens) from the three modalities as vectors in a learned common embedding space. Then, a multi-layer transformer [176] is applied on the list of all projected features, enriching their representations with intra- and inter-modality context. Our model learns to predict the answer through iterative decoding accompanied by a dynamic pointer network. During
decoding, it feeds in the previous output to predict the next answer component in an auto-regressive manner. At each step, it either copies an OCR token from the image, or selects a word from its fixed answer vocabulary. Figure 6.2 shows an overview of our model.

A common embedding space for all modalities

Our model receives inputs from three modalities—question words, visual objects, and OCR tokens. We extract feature representations for each modality and project them into a common $d$-dimensional semantic space through domain-specific embedding approaches as follows.

**Embedding of question words.** Given a question as a sequence of $K$ words, we embed these words into the corresponding sequence of $d$-dimensional feature vectors $\{x_{k}^{\text{ques}}\}$ (where $k = 1, \cdots, K$) using a pretrained BERT model $[44]$. During training, the BERT parameters are fine-tuned using the question answering loss.

**Embedding of detected objects.** Given an image, we obtain a set of $M$ visual objects through a pretrained detector (Faster R-CNN $[144]$ in our case). Following prior work $[4, 157, 158]$, we extract appearance feature $x_{fr}^{m}$ from the $m$-th object’s relative bounding box coordinates $[x_{\text{min}}/W_{im}, y_{\text{min}}/H_{im}, x_{\text{max}}/W_{im}, y_{\text{max}}/H_{im}]$, where $W_{im}$ and $H_{im}$ are image width and height respectively. Then, the appearance feature and the location feature are projected into the $d$-dimensional space with two learned linear transforms (where $d$ is the same as in the question word embedding above), and are summed up as the final object embedding $\{x_{obj}^{m}\}$ as

$$x_{m}^{obj} = \text{LN}(W_{1}x_{fr}^{m}) + \text{LN}(W_{2}x_{b}^{m})$$ (6.1)

where $W_{1}$ and $W_{2}$ are learned projection matrices. $\text{LN}(\cdot)$ is layer normalization $[16]$, added on the output of the linear transforms to ensure that the object embedding has the same scale as the question word embedding. We fine-tune the last layer of the Faster R-CNN detector during training.

**Embedding of OCR tokens with rich representations.** Intuitively, to represent text in images, one needs to encode not only its characters, but also its appearance (e.g., color, font, and background) and spatial location in the image (e.g., words appearing on the top of a book cover are more likely to be book titles). We follow this intuition in our model and use a rich OCR representation consisting of four types of features, which is shown in our experiments to be significantly better than word embedding (such as FastText) alone in prior work $[158]$. After obtaining a set of $N$ OCR tokens in an image through external OCR systems, from the $n$-th token (where $n = 1, \cdots, N$) we extract 1) a 300-dimensional FastText $[25]$ vector $x_{fr}^{n}$, which is a word embedding with sub-word information, 2) an appearance feature $x_{fr}^{n}$ from the same Faster R-CNN detector in the object detection above,

---

$^{1}$In our implementation, we extract question word features from the first 3 layers of BERT-BASE. We find it sufficient to use its first few layers instead of using all its 12 layers, which saves computation.
extracted via RoI-Pooling on the OCR token’s bounding box, 3) a 604-dimensional Pyramidal Histogram of Characters (PHOC) [3] vector $x_n^p$, capturing what characters are present in the token – this is more robust to OCR errors and can be seen as a coarse character model, and 4) a 4-dimensional location feature $x_n^b$ based on the OCR token’s relative bounding box coordinates $[x_{\text{min}}/W_{\text{im}}, y_{\text{min}}/H_{\text{im}}, x_{\text{max}}/W_{\text{im}}, y_{\text{max}}/H_{\text{im}}]$. We linearly project each feature into $d$-dimensional space, and sum them up (after layer normalization) as the final OCR token embedding $\{x_n^{\text{ocr}}\}$ as below

$$x_n^{\text{ocr}} = \text{LN}(W_3 x_n^{\text{ft}} + W_4 x_n^{\text{fr}} + W_5 x_n^p) + \text{LN}(W_6 x_n^b)$$  (6.2)

where $W_3$, $W_4$, $W_5$ and $W_6$ are learned projection matrices and LN(·) is layer normalization.

**Multimodal fusion and iterative answer prediction with pointer-augmented transformers**

After embedding all entities (question words, visual objects, and OCR tokens) from each modality as vectors in the $d$-dimensional joint embedding space as described in Sec. 6.3, we apply a stack of $L$ transformer layers [176] with a hidden dimension of $d$ over the list of all $K + M + N$ entities from $\{x_k^{\text{ques}}\}$, $\{x_m^{\text{obj}}\}$, and $\{x_n^{\text{ocr}}\}$. Through the multi-head self-attention mechanism in transformers, each entity is allowed to freely attend to all other entities, regardless of whether they are from the same modality or not. For example, an OCR token is allowed to attend to another OCR token, a detected object, or a question word. This enables modeling both inter- and intra- modality relations in a homogeneous way through the same set of transformer parameters. The output from our multimodal transformer is a list of $d$-dimensional feature vectors for entities in each modality, which can be seen as their enriched embedding in multimodal context.

We predict an answer to the question through iterative decoding, using exactly the same transformer layers as a decoder. We decode the answer word by word in an auto-regressive manner for a total of $T$ steps, where each decoded word may be either an OCR token in the image or a word from our fixed vocabulary of frequent answer words. As illustrated in Figure 6.2 at each step during decoding, we feed in an embedding of the previously predicted word, and predict the next answer word based on the transformer output with a dynamic pointer network.

Let $\{z_1^{\text{ocr}}, \ldots, z_N^{\text{ocr}}\}$ be the $d$-dimensional transformer outputs of the $N$ OCR tokens in the image. Assume we have a vocabulary of $V$ words that frequently appear in the training set answers. At the $t$-th decoding step, the transformer model outputs a $d$-dimensional vector $z_t^{\text{dec}}$ corresponding to the input $x_t^{\text{dec}}$ at step $t$ (explained later in this section). From $z_t^{\text{dec}}$, we predict both the $V$-dimensional scores $y_t^{\text{voc}}$ of choosing a word from fixed answer vocabulary and the $N$-dimensional scores $y_t^{\text{ocr}}$ of selecting an OCR token from the image at decoding step $t$. In our implementation, the fixed answer vocabulary score $y_{t,i}^{\text{voc}}$ for the $i$-th word (where $i = 1, \ldots, V$) is predicted as a simple linear layer as

$$y_{t,i}^{\text{voc}} = (w_i^{\text{voc}})^T z_t^{\text{dec}} + b_i^{\text{voc}}$$  (6.3)

where $w_i^{\text{voc}}$ is a $d$-dimensional parameter for the $i$-th word in the answer vocabulary, and $b_i^{\text{voc}}$ is a scalar parameter.
To select a token from the \( N \) OCR tokens in the image, we augment the transformer model with a dynamic pointer network, predicting a copying score \( y_{t,n}^{ocr} \) (where \( n = 1, \ldots, N \)) for each token via bilinear interaction between the decoding output \( z_{t}^{dec} \) and each OCR token’s output representation \( z_{n}^{ocr} \) as

\[
y_{t,n}^{ocr} = (W^{ocr}z_{n}^{ocr} + b^{ocr})^T(W^{dec}z_{t}^{dec} + b^{dec}) \tag{6.4}
\]

where \( W^{ocr} \) and \( W^{dec} \) are \( d \times d \) matrices, and \( b^{ocr} \) and \( b^{dec} \) are \( d \)-dimensional vectors.

During prediction, we take the argmax on the concatenation \( y_{t}^{all} = [y_{t}^{voc}; y_{t}^{ocr}] \) of fixed answer vocabulary scores and dynamic OCR-copying scores, selecting the top scoring element (either a vocabulary word or an OCR token) from all \( V + N \) candidates.

In our iterative auto-regressive decoding procedure, if the prediction at decoding time-step \( t \) is an OCR token, we feed in its OCR representation \( x_{t}^{ocr} \) as the transformer input \( x_{t+1}^{dec} \) to the next prediction step \( t + 1 \). Otherwise (the previous prediction is a word from the fixed answer vocabulary), we feed in its corresponding weight vector \( w_{t}^{voc} \) in Eqn. 6.3 as the next step’s input \( x_{t+1}^{dec} \). In addition, we add two extra \( d \)-dimensional vectors as inputs — a positional embedding vector corresponding to step \( t \), and a type embedding vector corresponding to whether the previous prediction is a fixed vocabulary word or an OCR token. Similar to machine translation, we augment our answer vocabulary with two special tokens, <begin> and <end>. Here <begin> is used as the input to the first decoding step, and we stop the decoding process after <end> is predicted.

To ensure causality in answer decoding, we mask the attention weights in the self-attention layers of the transformer architecture [176] such that question words, detected objects and OCR tokens cannot attend to any decoding steps, and all decoding steps can only attend to previous decoding steps in addition to question words, detected objects and OCR tokens. This is similar to prefix LM in [140].

**Training**

During training, we supervise our multimodal transformer at each decoding step. Similar to sequence prediction tasks such as machine translation, we use teacher-forcing [95] (i.e. using ground-truth inputs to the decoder) to train our multi-step answer decoder, where each ground-truth answer is tokenized into a sequence of words. Given that an answer word can appear in both fixed answer vocabulary and OCR tokens, we apply multi-label sigmoid loss (instead of softmax loss) over the concatenated scores \( y_{t}^{all} \).

### 6.4 Experiments

We evaluate our model on three challenging datasets for the TextVQA task, including TextVQA [158], ST-VQA [23], and OCR-VQA [123] (we use these datasets for research purposes only). Our model outperforms previous work by a significant margin on all the three datasets.
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Table 6.1: On the TextVQA dataset, we ablate our M4C model and show a detailed comparison with prior work LoRRA [158]. Our multimodal transformer (line 3 vs 1), our rich OCR representation (line 8 vs 5) and our iterative answer prediction (line 11 vs 8) all improve the accuracy significantly. Notably, our model still outperforms LoRRA by 9.5% (absolute) even when using fewer pretrained parameters (line 9 vs 1). Our final model achieves 39.01% (line 11) and 40.46% (line 14) test accuracy without and with the ST-VQA dataset as additional training data respectively, outperforming the challenge-winning DCD_ZJU method by 9% (absolute). See Sec. 6.4 for details.

Evaluation on the TextVQA dataset

The TextVQA dataset [158] contains 28,408 images from the Open Images dataset [94], with human-written questions asking to reason about text in the image. Similar to VQAv2 [58], each question in the TextVQA dataset has 10 human annotated answers, and the final accuracy is measured via soft voting of the 10 answers.

We use $d = 768$ as the dimensionality of the joint embedding space and extract question word features with BERT-BASE using the 768-dimensional outputs from its first three layers, which are fine-tuned during training.

For visual objects, following Pythia [157] and LoRRA [158], we detect objects with a Faster R-CNN detector [144] pretrained on the Visual Genome dataset [90], and keeps 100 top-scoring objects per image. Then, the fc6 feature vector is extracted from each detected object. We apply the Faster R-CNN fc7 weights on the extracted fc6 features to output 2048-dimensional fc7 appearance features and fine-tune fc7 weights during training. However, we do not use the ResNet-152

\[\text{https://visualqa.org/evaluation}\] for details.
Finally, we extract text tokens on each image using the Rosetta OCR system [26]. Unlike the prior work LoRRA [158] that uses a multilingual Rosetta version, in our model we use an English-only version of Rosetta that we find has higher recall. We refer to these two versions as Rosetta-ml and Rosetta-en, respectively. As mentioned in Sec. 6.3, from each OCR token we extract FastText [25] feature, appearance feature from Faster R-CNN (FRCN), PHOC [3] feature, and bounding box (bbox) feature.

In our multimodal transformer, we use $L = 4$ layers of multimodal transformer with 12 attention heads. Other hyper-parameters (such as dropout ratio) follow BERT-BASE [44]. However, we note that the multimodal transformer parameters are initialized from scratch rather than from a pretrained BERT model. We use $T = 12$ maximum decoding step in answer prediction unless otherwise specified, which is sufficient to cover almost all answers.

We collect the top 5000 frequent words from the answers in the training set as our answer vocabulary. During training, we use a batch size of 128, and train for a maximum of 24,000 iterations. Our model is trained using the Adam optimizer, with a learning rate of 1e-4 and a staircase learning rate schedule, where we multiply the learning rate by 0.1 at 14000 and at 19000 iterations. The best snapshot is selected using the validation set accuracy. The entire training takes approximately 10 hours on 4 Nvidia Tesla V100 GPUs.

As a notable prior work on this dataset, we show a step-by-step comparison with the LoRRA model [158]. LoRRA uses two single-hop attention layers over image visual features and OCR features. The attended visual and OCR features are then fused with a vector encoding of the question and fed into a single-step classifier to select either a frequent answer from the training set or a single OCR token from the image. Unlike our rich OCR representation in Sec. 6.3, in the LoRRA model each OCR token is only represented as a 300-dimensional FastText vector.

Ablations on pretrained question encoding and OCR systems. We first experiment with a restricted version of our model using the multimodal transformer architecture but without iterative decoding in answer prediction, i.e. M4C (w/o dec.) in Table 6.1. In this setting, we only decode for one step, and either select a frequent answer from the training set or copy a single OCR token in the image as the answer. As a step-by-step comparison with LoRRA, we start with extracting OCR tokens from Rosetta-ml, representing OCR tokens only with FastText vectors, and initializing question encoding parameters in Sec. 6.3 from scratch (rather than from a pretrained BERT-BASE model). The result is shown in line 3 of Table 6.1. Compared with LoRRA in line 1, this restricted version of our model already outperforms LoRRA by around 3% (absolute) on TextVQA validation set. This result shows that our multimodal transformer architecture is more efficient for jointly modeling the three input modalities. We also experiment with initializing the word embedding from GloVe [135] as in LoRRA and the remaining parameters from scratch, shown in line 2. However, we find that this setting slightly under-performs initializing everything from scratch, which we suspect is due to different question tokenization between LoRRA and the BERT tokenizer used in

---

[3]In this case, we predict the entire (multi-word) answer, instead of a single word from our answer word vocabulary as in our full model.
Ablations on OCR feature representation. We analyze the impact of our rich OCR representation in Sec. 6.3 through ablations in Table 6.1 line 5 to 8. We see that OCR location (bbox) features and the RoI-pooled appearance features (FRCN) both improve the performance by a noticeable margin. In addition, we find that PHOC is also helpful as a character-level representation of the OCR token. Our rich OCR representation gives around 4% (absolute) accuracy improvement compared with using only FastText features as in LoRRA (line 8 vs 5). We note that our extra OCR features do not require more pretrained models, as we apply exactly the same Faster R-CNN model used in object detection for OCR appearance features, and PHOC is a manually-designed feature that does not need pretraining.

Iterative answer decoding. We then apply our full M4C model with iterative answer decoding to the TextVQA dataset. The results are shown in Table 6.1 line 11, which is around 4% (absolute) higher than its counterpart in line 8 using a single-step classifier and 13% (absolute) higher than LoRRA in line 1. In addition, we ablate our model using Rosetta-ml and randomly initialized question encoding parameters in line 9 and 10. Here, we see that our model in line 9 still outperforms LoRRA (line 1) by as much as 9.5% (absolute) when using the same OCR system as LoRRA and even fewer pretrained components. We also analyze the performance of our model with respect to the maximum decoding steps, shown in Figure 6.3 where decoding for multiple steps greatly
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What does the light sign read on the farthest right window?
LoRRA: exit
M4C (ours): bud light
human: bud light; all 2 liters

Who is usa today’s best-selling author?
LoRRA: roger zelazny
M4C (ours): cathy williams
human: cathy williams

What is the name of the band?
LoRRA: 7
M4C (ours): soul doubt
human: soul doubt; h. michael karshis; unanswerable

what is the time?
LoRRA: 1:45
M4C (ours): 3:44
human: 5:40; 5:41; 5:42; 8:00

Figure 6.4: Qualitative examples from our M4C model on the TextVQA validation set (orange words are from OCR tokens and blue words are from fixed answer vocabulary). Compared to the previous work LoRRA [158] which selects one answer from training set or copies only a single OCR token, our model can copy multiple OCR tokens and combine them with its fixed vocabulary through iterative decoding.

improves the performance compared with a single step. Figure 6.4 shows qualitative examples (more examples in appendix) of our M4C model on the TextVQA dataset in comparison to LoRRA [158], where our model is capable of selecting multiple OCR tokens and combining them with its fixed vocabulary in predicted answers.

Qualitative insights. When inspecting the errors, we find that a major source of errors is OCR failure (e.g. in the last example in Figure 6.4, we find that the digits on the watch are not detected). This suggests that the accuracy of our model could be improved with better OCR systems, as supported by the comparison between line 10 and 11 in Table 6.1. Another possible future direction is to dynamically recognize text in the image based on the question (e.g. if the question asks about the price of a product brand, one may want to directly localize the brand name in the image). Some other errors of our model include resolving relations between objects and text or understanding large chunks of text in images (such as book pages). However, our model is able to correct a large number of mistakes in previous work where copying multiple text tokens is required to form an answer.

TextVQA Challenge 2019. We also compare to the winning entries in the TextVQA Challenge 2019[4] We compare our method to DCD [102] (the challenge winner, based on ensemble) and MSFT_VTI [163] (the top entry after the challenge), both relying on one-step prediction. We show that our single model (line 11) significantly outperforms these challenge winning entries on the

https://textvqa.org/challenge
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What is the name of the street on which the Stop sign appears?  
prediction: 45th parallel dr
GT: 45th parallel dr

What does the white sign say?  
prediction: tokyo station
GT: tokyo station

How many cents per pound are the bananas?  
prediction: 99
GT: 99

What kind of stop sign is in the image?  
prediction: stop all way
GT: all way

Figure 6.5: Qualitative examples from our M4C model on the ST-VQA validation set (orange words from OCR tokens and blue words from fixed answer vocabulary). Our model can select multiple OCR tokens and combine them with its fixed vocabulary to predict an answer.

TextVQA test set by a large margin. We also experiment with using the ST-VQA dataset [23] as additional training data (a practice used by some of the previous challenge participants), which gives another 1% improvement and 40.46% final test accuracy – a new state-of-the-art on the TextVQA dataset.

Evaluation on the ST-VQA dataset

The ST-VQA dataset [23] contains natural images from multiple sources including ICDAR 2013 [83], ICDAR 2015 [82], ImageNet [43], VizWiz [62], IIIT STR [122], Visual Genome [90], and COCO-Text [178]. The format of the ST-VQA dataset is similar to the TextVQA dataset in Sec. 6.4. However, each question is accompanied by only one or two ground-truth answers provided by the question writer. The dataset involves three tasks, and its Task 3 - Open Dictionary (containing 18,921 training-validation images and test 2,971 images) corresponds to our general TextVQA setting where no answer candidates are provided at test time.

The ST-VQA dataset adopts Average Normalized Levenshtein Similarity (ANLS) as its official evaluation metric, defined as scores $1 - d_L(a_{pred}, a_{gt}) / \max(|a_{pred}|, |a_{gt}|)$ (where $a_{pred}$ and $a_{gt}$ are prediction and ground-truth answers and $d_L$ is edit distance) averaged over all questions. Also, all scores below the threshold 0.5 are truncated to 0 before averaging. To facilitate comparison, we report both accuracy and ANLS in our experiments.

As the ST-VQA dataset does not have an official split for training and validation, we randomly select 17,028 images as our training set and use the remaining 1,893 images as our validation set.

---

5 We notice that many images from COCO-Text [178] in the downloaded ST-VQA data (around 1/3 of all images) are resized to 256 × 256 for unknown reasons, which degrades the image quality and distorts their aspect ratios. In our experiments, we replace these images with their original versions from COCO-Text as inputs to object detection and OCR systems.

6 https://rrc.cvc.uab.es/?ch=11&com=tasks
Table 6.2: On the ST-VQA dataset, our restricted model without decoder (M4C w/o dec.) already outperforms previous work by a large margin. Our final model achieves +0.18 (absolute) ANLS boost over the challenge winner, VTA [22]. See Sec. 6.4 for details.

We train our model on the ST-VQA dataset following exactly the same setting (line 11 in Table 6.1) as in our TextVQA experiments in Sec. 6.4, where we extract image text tokens using Rosetta-en, use FastText + bbox + FRCN + PHOC as our OCR representation, and initialize question encoding parameters from a pretrained BERT-BASE model. The results are shown in Table 6.2.

Ablations of our model. We train two versions of our model, one restricted version (M4C w/o dec. in Table 6.2) with a fixed one-step classifier as output module (similar to line 8 in Table 6.1) and one full version (M4C) with iterative answer decoding. Comparing the results of these two models, it can be seen that there is a large improvement from our iterative answer prediction mechanism.

Comparison to previous work. We compare with two previous methods on this dataset: 1) SAN+STR [23], which combines SAN for VQA [192] and Scene Text Retrieval [56] for answer vocabulary retrieval, and 2) VTA [22], the ICDAR 2019 ST-VQA Challenge winner, based on BERT [44] for question encoding and BUTD [4] for VQA. From Table 6.2, it can be seen that our restricted model (M4C w/o dec.) already achieves higher ANLS than these two models, and our full model achieves as much as +0.18 (absolute) ANLS boost over the best previous work.

We also ablate the maximum copying number in our model in Figure 6.3, showing that it is beneficial to decode for multiple (as opposed to one) steps. Figure 6.5 shows qualitative examples of our model on the ST-VQA dataset.

Evaluation on the OCR-VQA dataset

The OCR-VQA dataset [123] contains 207,572 images of book covers, with template-based questions asking about the title, author, edition, genre, year or other information about the book. Each question is has a single ground-truth answer, and the dataset assumes that the answers to these questions can be inferred from the book cover images.

We train our model using the same hyper-parameters as in Sec. 6.4 and 6.4, but use 2× the total iterations and adapted learning rate schedule since the OCR-VQA dataset contains more images.

<table>
<thead>
<tr>
<th>#</th>
<th>Method</th>
<th>Output module</th>
<th>Accu. on val</th>
<th>ANLS on val</th>
<th>ANLS on test</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>SAN+STR [23]</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>0.135</td>
</tr>
<tr>
<td>2</td>
<td>VTA [22]</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>0.282</td>
</tr>
<tr>
<td>3</td>
<td>M4C w/o dec.</td>
<td>classifier</td>
<td>33.52</td>
<td>0.397</td>
<td>–</td>
</tr>
<tr>
<td>4</td>
<td>M4C (ours)</td>
<td>decoder</td>
<td><strong>38.05</strong></td>
<td><strong>0.472</strong></td>
<td><strong>0.462</strong></td>
</tr>
</tbody>
</table>
Table 6.3: On the OCR-VQA dataset, we experiment with using either an iterative decoder (our full model) or a single-step classifier (M4C w/o dec.) as the output module, where our iterative decoder greatly improves the accuracy and largely outperforms the baseline methods. See Sec. 6.4 for details.

<table>
<thead>
<tr>
<th>#</th>
<th>Method</th>
<th>Output module</th>
<th>Accu. on val</th>
<th>Accu. on test</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>BLOCK [123]</td>
<td>–</td>
<td>–</td>
<td>42.0</td>
</tr>
<tr>
<td>2</td>
<td>CNN [123]</td>
<td>–</td>
<td>–</td>
<td>14.3</td>
</tr>
<tr>
<td>3</td>
<td>BLOCK+CNN [123]</td>
<td>–</td>
<td>–</td>
<td>41.5</td>
</tr>
<tr>
<td>4</td>
<td>BLOCK+CNN+W2V [123]</td>
<td>–</td>
<td>–</td>
<td>48.3</td>
</tr>
<tr>
<td>5</td>
<td>M4C w/o dec.</td>
<td>classifier</td>
<td>46.3</td>
<td>–</td>
</tr>
<tr>
<td>6</td>
<td>M4C (ours)</td>
<td>decoder</td>
<td>63.5</td>
<td>63.9</td>
</tr>
</tbody>
</table>

Figure 6.6: Qualitative examples from our M4C model on the OCR-VQA validation set (orange words from OCR tokens and blue words from fixed answer vocabulary).

The results are shown in Table 6.3. Compared to using a one-step classifier (M4C w/o dec.), our full model with iterative decoding achieves significantly better accuracy, which coincides with Figure 6.3 that having multiple decoding steps is greatly beneficial on this dataset. This is likely because the OCR-VQA dataset often contains multi-word answers such as book titles and author names.

We compare to four baseline approaches from [123], which are VQA systems based on 1) visual features from a convolutional network (CNN), 2) grouping OCR tokens into text blocks (BLOCK) with manually defined rules, 3) an averaged word2vec (W2V) feature over all the OCR tokens in the image, and 4) their combinations. Note that while the BLOCK baseline can also select multiple...
OCR tokens, it relies on manually defined rules to merge tokens into groups and can only select one
group as answer, while our method learns from data how to copy OCR tokens to compose answers.
Compare to these baselines, our M4C has over 15% (absolute) higher test accuracy. Figure 6.6
shows qualitative examples of our model on this dataset.

6.5 Discussion

In this chapter, we present Multimodal Multi-Copy Mesh (M4C) for visual question answering
based on understanding and reasoning about text in images. M4C adopts rich representations for text
in the images, jointly models all modalities through a pointer-augmented multimodal transformer
architecture over a joint embedding space, and predicts the answer through iterative decoding,
outperforming previous work by a large margin on three challenging datasets for the TextVQA
task. Our results suggest that it is efficient to handle multiple modalities through domain-specific
embedding followed by homogeneous self-attention and to generate complex answers as multi-step
decoding instead of one-step classification.
Chapter 7

Speaker-Follower Models for Instruction Following

7.1 Problem Statement

In the vision-and-language navigation task [5], an agent is placed in a realistic environment, and provided a natural language instruction such as “Go down the stairs, go slight left at the bottom and go through door, take an immediate left and enter the bathroom, stop just inside in front of the sink”. The agent must follow this instruction to navigate from its starting location to a goal location, as shown in Figure 7.1 (left). To accomplish this task the agent must learn to relate the language instructions to the visual environment. Moreover, it should be able to carry out new instructions in unseen environments.

Even simple navigation tasks require nontrivial reasoning: the agent must resolve ambiguous references to landmarks, perform a counterfactual evaluation of alternative routes, and identify incompletely specified destinations. While a number of approaches [120, 124, 185] have been proposed for the various navigation benchmarks, they generally employ a single model that learns to map directly from instructions to actions from a limited corpus of annotated trajectories.

In this chapter we treat the vision-and-language navigation task as a trajectory search problem, where the agent needs to find (based on the instruction) the best trajectory in the environment to navigate from the start location to the goal location. Our model involves an instruction interpretation (follower) module, mapping instructions to action sequences; and an instruction generation (speaker) module, mapping action sequences to instructions (Figure 7.1), both implemented with standard sequence-to-sequence architectures. The speaker learns to give textual instructions for visual routes, while the follower learns to follow routes (predict navigation actions) for provided textual instructions. Though explicit probabilistic reasoning combining speaker and follower agents is a staple of the literature on computational pragmatics [48], application of these models has largely been limited to extremely simple decision-making tasks like single forced choices.

We incorporate the speaker both at training time and at test time, where it works together with the learned instruction follower model to solve the navigation task (see Figure 7.2 for an overview
of our approach). At training time, we perform speaker-driven data augmentation where the speaker helps the follower by synthesizing additional route-instruction pairs to expand the limited training data. At test time, the follower improves its chances of success by looking ahead at possible future routes and pragmatically choosing the best route by scoring them according to the probability that the speaker would generate the correct instruction for each route. This procedure, using the external speaker model, improves upon planning using only the follower model. We construct both the speaker and the follower on top of a panoramic action space that efficiently encodes high-level behavior, moving directly between adjacent locations rather than making low-level visuomotor decisions like the number of degrees to rotate (see Figure 7.3).

To summarize our contributions: We propose a novel approach to vision-and-language navigation incorporating a visually grounded speaker–follower model, and introduce a panoramic representation to efficiently represent high-level actions. We evaluate this speaker–follower model on the Room-to-Room (R2R) dataset [5], and show that each component in our model improves performance at the instruction following task. Our model obtains a final success rate of 53.5% on the unseen test environment, an absolute improvement of 30% over existing approaches. Our code and data are available at [http://ronghanghu.com/speaker_follower](http://ronghanghu.com/speaker_follower).

### 7.2 Related Work

**Natural language instruction following.** Systems that learn to carry out natural language instructions in an interactive environment include approaches based on intermediate structured and executable representations of language [172, 32, 14, 107, 63] and approaches that map directly from language and world state observations to actions [27, 7, 120, 124]. The embodied vision-and-language navigation task studied in this chapter [5] differs from past situated instruction following tasks by introducing rich visual contexts. Recent work [185] has applied techniques from model-based and model-free reinforcement learning [186] to the vision-and-language navigation problem. Specifically, an environment model is used to predict a representation of the state resulting from an action, and planning is performed with respect to this environment model. Our work differs from this prior work by reasoning not just about state transitions, but also about the relationship between states and the language that describes them—specifically, using an external speaker model to predict how well a given sequence of states explains an instruction.

**Pragmatic language understanding.** A long line of work in linguistics, natural language processing, and cognitive science has studied *pragmatics*: how linguistic meaning is affected by context and communicative goals [60]. Our work here makes use of the Rational Speech Acts framework [48, 57], which models the interaction between speakers and listeners as a process where each agent reasons probabilistically about the other to maximize the chances of successful communicative outcomes. This framework has been applied to model human use of language [49], and to improve the performance of systems that generate [8, 117, 177, 39] and interpret [199, 112, 175] referential language. Similar modeling tools have recently been applied to generation and interpretation of language about sequential decision-making [50]. The present work makes use of a pragmatic
Figure 7.1: The task of vision-and-language navigation is to perform a sequence of actions (navigate through the environment) according to human natural language instructions. Our approach consists of an instruction follower model (left) and a speaker model (right).

instruction follower in the same spirit. Here, however, we integrate this with a more complex visual pipeline and use it not only at inference time but also at training time to improve the quality of a base listener model.

**Semi- and self-supervision.** The semi-supervised approach we use is related to model bootstrapping techniques such as self-training [151, 119] and co-training [24] at a high-level. Recent work has used monolingual corpora to improve the performance of neural machine translation models structurally similar to the sequence-to-sequence models we use [61, 65, 154]. In a grounded navigation context, [67] use a word-prediction task as training time supervision for a reinforcement learning agent. The approach most relevant to our work is the SEQ4 model [88], which applies semi-supervision to a navigation task by sampling new environments and maps (in synthetic domains without vision), and training an autoencoder to reconstruct routes, using language as a latent variable. The approach used here is much simpler, as it does not require constructing a differentiable surrogate to the decoding objective.

Semi-supervised data augmentation has also been widely used in computer vision tasks. In Data Distillation [139], additional annotation for object and key-point detection is obtained by ensembling and refining a pretrained model’s prediction on unannotated images. Self-play in adversarial groups of agents is common in multi-agent reinforcement learning [155, 164]. In actor-critic approaches [168, 169] in reinforcement learning, a critic learns the value of a state and is used to provide supervision to the actor’s policy during training. In this work, we use a speaker to synthesize additional navigation instructions on unlabeled new routes, and use this synthetic data from the speaker to train the follower.

**Grounding language in vision.** Existing work in visual grounding [137, 117, 74, 146, 127] has addressed the problem of passively perceiving a static image and mapping a referential expression to a bounding box [137, 117, 74] or a segmentation mask [73, 103, 197], exploring various techniques including proposal generation [33] and relationship handling [182, 127, 72, 58]. In our work, the vision-and-language navigation task requires the agent to actively interact with the environment to find a path to the goal following the natural language instruction. This can be seen as a grounding
Figure 7.2: Our approach combines an instruction follower model and a speaker model. (a) The speaker model is trained on the ground-truth routes with human-generated descriptions; (b) it provides the follower with additional synthetic instruction data to bootstrap training; (c) it also helps the follower interpret ambiguous instructions and choose the best route during inference. See Sec. 7.3 for details.

problem in linguistics where the language instruction is grounded into a trajectory in the environment but requires more reasoning and planning skills than referential expression grounding.

7.3 Instruction Following with Speaker-Follower Models

To address the task of following natural language instructions, we rely on two models: an instruction-follower model of the kind considered in previous work, and a speaker model—a learned instruction generator that models how humans describe routes in navigation tasks.

Specifically, we base our follower model on the sequence-to-sequence model [5], computing a distribution $P_F(r \mid d)$ over routes $r$ (state and action sequences) given route descriptions $d$. The follower encodes the sequence of words in the route description with an LSTM [69], and outputs route actions sequentially, using an attention mechanism [17] over the description. Our speaker model is symmetric, producing a distribution $P_S(d \mid r)$ by encoding the sequence of visual observations and actions in the route using an LSTM, and then outputting an instruction word-by-word with an LSTM decoder using attention over the encoded input route (Figure 7.1).

We combine these two base models into a speaker-follower system, where the speaker supports the follower both at training time and at test time. An overview of our approach is presented in Figure 7.2. First, we train a speaker model on the available ground-truth navigation routes and instructions. (Figure 7.2 (a)). Before training the follower, the speaker produces synthetic navigation instructions for novel sampled routes in the training environments, which are then used as additional supervision for the follower, as described in Sec. 7.3 (Figure 7.2 (b)). At follower test time, the follower generates possible routes as interpretations of a given instruction and starting context, and the speaker pragmatically ranks these, choosing one that provides a good explanation of the instruction in context (Sec. 7.3 and Figure 7.2 (c)). Both follower and speaker are supported by the panoramic action space in Sec. 7.3 that reflects the high-level granularity of the navigational instructions (Figure 7.3).
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Speaker-Driven Data Augmentation

The training data only covers a limited number of navigation instruction and route pairs, which we refer to as $\mathcal{D} = (d_1, r_1) \ldots (d_N, r_N)$. To allow the agent to generalize better to new routes, we use the speaker to generate synthetic instructions on sampled new routes in the training environments. To create a synthetic training set, we sample a collection of $M$ routes $\hat{r}_1, \ldots, \hat{r}_M$ through the training environments, using the same shortest-path approach used to generate the routes in the original training set [5]. We then generate a human-like textual instruction $\hat{d}_k$ for each instruction $\hat{r}_k$ by performing greedy prediction in the speaker model to approximate $\hat{d}_k = \arg\max_{d} P_S(d | \hat{r}_k)$.

These $M$ synthetic navigation routes and instructions $\hat{\mathcal{D}} = (\hat{d}_1, \hat{r}_1), \ldots, (\hat{d}_M, \hat{r}_M)$ are combined with the original training data $\mathcal{D}$ into an augmented training set $\hat{\mathcal{D}} \cup \mathcal{D}$ (Figure 7.2(b)). During training, the follower is first trained on this augmented training set, and then further fine-tuned on the original training set $\mathcal{D}$. This speaker-driven data augmentation aims to overcome data scarcity issue, allowing the follower to learn how to navigate on new routes following the synthetic instructions.

Speaker-Driven Route Selection

We use the base speaker ($P_S$) and follower ($P_F$) models described above to define a pragmatic follower model. Drawing on the Rational Speech Acts framework [48, 57], a pragmatic follower model should choose a route $r$ through the environment that has high probability of having caused the speaker model to produce the given description $d$: $\arg\max_r P_S(d | r)$ (corresponding to a rational Bayesian follower with a uniform prior over routes). Such a follower chooses a route that provides a good explanation of the observed description, allowing counterfactual reasoning about instructions, or using global context to correct errors in the follower’s path, which we call pragmatic inference.

Given the sequence-to-sequence models that we use, exactly solving the maximization problem above is infeasible; and may not even be desirable, as these models are trained discriminatively and may be poorly calibrated for inputs dissimilar to those seen during training. Following previous work on pragmatic language generation and interpretation [159, 8, 126, 50], we use a rescoring procedure: produce candidate route interpretations for a given instruction using the base follower model, and then rescore these routes using the base speaker model (Figure 7.2(c)).

Our pragmatic follower produces a route for a given instruction by obtaining $K$ candidate paths from the base follower using a search procedure described below, then chooses the highest scoring path under a combination of the follower and speaker model probabilities:

$$\arg\max_{r \in R(d)} P_S(d | r)^\lambda \cdot P_F(r | d)^{(1-\lambda)} \quad (7.1)$$

where $\lambda$ is a hyper-parameter in the range $[0, 1]$ which we tune on validation data to maximize the accuracy of the follower.

1In practice, we found best performance with values of $\lambda$ close to 1, relying mostly on the score of the speaker to select routes. Using only the speaker score (which corresponds to the standard RSA pragmatic follower) did not substantially reduce performance compared to using a combination with the follower score, and both improved substantially upon using only the follower score (corresponding to the base follower).
Candidate route generation. To generate candidate routes from the base follower model, we perform a search procedure where candidate routes are produced incrementally, action-by-action, and scored using the probabilities given by $P_F$. Standard beam search in sequence-to-sequence models (e.g. [167]) forces partial routes to compete based on the number of actions taken. We obtain better performance by instead using a state-factored search procedure, where partial output sequences compete at the level of states in the environment, where each state consists of the agent’s location and discretized heading, keeping only the highest-scoring path found so far to each state. At a high-level, this search procedure resembles graph search with a closed list, but since action probabilities are non-stationary (potentially depend on the entire sequence of actions taken in the route), it is only approximate, and so we allow re-expanding states if a higher-scoring route to that state is found.

At each point in our state-factored search for searching and generating candidates in the follower model, we store the highest-probability route (as scored by the follower model) found so far to each state. States contain the follower’s discrete location and heading (direction it is facing) in the environment, and whether the route has been completed (had the STOP action predicted). The highest-scoring route, which has not yet been expanded (had successors produced), is selected and expanded using each possible action from the state, producing routes to the neighboring states. For each of these routes $r$ with final state $s$, if $s$ has not yet been reached by the search, or if $r$ is higher-scoring under the model than the current best path to $s$, $r$ is stored as the best route to $s$.

We continue the search procedure until $K$ routes ending in distinct states have predicted the STOP action, or there are no remaining unexpanded routes.

Since route scores are products of conditional probabilities, route scores are non-increasing, and so this search procedure generates routes that do not pass through the same state twice—which we found to improve accuracy both for the base follower model and the pragmatic rescoring procedure, since instructions typically describe acyclic routes.

We generate up to $K = 40$ candidate routes for each instruction using this procedure, and rescore using Eq. 7.1. In addition to enabling pragmatic inference, this state-factored search procedure improves the performance of the follower model on its own (taking the candidate route with highest score under the follower model), when compared to standard greedy search.

Panoramic Action Space

The sequence-to-sequence agent in [5] uses low-level visuomotor control (such as turning left or right by 30 degrees), and only perceives frontal visual sensory input. Such fine-grained visuomotor control and restricted visual signal introduce challenges for instruction following. For example in Figure 7.3 to “turn left and go towards the sofa”, the agent needs to perform a series of turning actions until it sees a sofa in the center of its view, and then perform a “go forward” action. This requires strong skills of planning and memorization of visual inputs. While a possible way to address this challenge is to learn a hierarchical policy such as in [42], in our work we directly allow the agent to reason about high-level actions, using a panoramic action space with panoramic representation, converted with built-in mapping from low-level visuomotor control.
Figure 7.3: Compared with low-level visuomotor space, our panoramic action space (Sec. 7.3) allows the agents to have a complete perception of the scene, and to directly perform high-level actions.

As shown in Figure 7.3, in our panoramic representation, the agent first “looks around” and perceives a 360-degree panoramic view of its surrounding scene from its current location, which is discretized into 36 view angles (12 headings × 3 elevations with 30 degree intervals – in our implementation). Each view angle $i$ is represented by an encoding vector $v_i$. At each location, the agent can only move towards a few navigable directions (provided by the navigation environment) as other directions can be physically obstructed (e.g. blocked by a table). Here, in our action space the agent only needs to make high-level decisions as to which navigable direction to go to next, with each navigable direction $j$ represented by an encoding vector $u_j$. The encoding vectors $v_i$ and $u_j$ of each view angle and navigable direction are obtained by concatenating an appearance feature (ConvNet feature extracted from the local image patch around that view angle or direction) and a 4-dimensional orientation feature $[\sin \psi; \cos \psi; \sin \theta; \cos \theta]$, where $\psi$ and $\theta$ are the heading and elevation angles respectively. Also, we introduce a STOP action encoded by $u_0 = \vec{0}$. The agent can take this STOP action when it decides it has reached the goal location (to end the episode).

To make a decision on which direction to go, the agent first performs one-hop visual attention to look at all of the surrounding view angles, based on its memory vector $h_t$.

The attended feature representation $v_{t,\text{att}} = \sum_i \alpha_{t,i} v_{t,i}$ from the panoramic scene is then used as visual-sensory input to the sequence-to-sequence model (replacing the 60-degree frontal appearance vector in [5]) to update the agent’s memory. Then, a bilinear dot product is used to obtain the probability $p_j$ of each navigable direction $j$: $y_j = (W_3 h_t)^T W_4 u_j$ and $p_j = \exp(y_j)/\sum_j \exp(y_j)$.

The agent then chooses a navigable direction $u_j$ (with probability $p_j$) to go to the adjacent location along that direction (or $u_0$ to stop and end the episode). We use a built-in mapping that seamlessly translates our panoramic perception and action into visuomotor control such as turning and moving.
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7.4 Experiments

Experimental Setup

Dataset. We use the Room-to-Room (R2R) vision-and-language navigation dataset [5] for our experimental evaluation. In this task, the agent starts at a certain location in an environment and is provided with a human-generated navigation instruction, that describes a path to a goal location. The agent needs to follow the instruction by taking multiple discrete actions (e.g. turning, moving) to navigate to the goal location, and executing a “stop” action to end the episode. Note that differently from some robotic navigation settings [134], here the agent is not provided with a goal image, but must identify from the textual description and environment whether it has reached the goal.

The dataset consists of 7,189 paths sampled from the Matterport3D [30] navigation graphs, where each path consists of 5 to 7 discrete viewpoints and the average physical path length is 10m. Each path has three instructions written by humans, giving 21.5k instructions in total, with an average of 29 words per instruction. The dataset is split into training, validation, and test sets. The validation set is split into two parts: seen, where routes are sampled from environments seen during training, and unseen with environments that are not seen during training. All the test set routes belong to new environments unseen in the training and validation sets.

Evaluation metrics. Following previous work on the R2R task, our primary evaluation metrics are navigation error (NE), measuring the average distance between the end-location predicted by the follower agent and the true route’s end-location, and success rate (SR), the percentage of predicted end-locations within 3m of the true location. As in previous work, we also report the oracle success rate (OSR), measuring success rate at the closest point to the goal that the follower has visited along the route, allowing the agent to overshoot the goal without being penalized.

Implementation details. Following [5] and [185], we produce visual feature vectors \( v \) using the output from the final convolutional layer of a ResNet [65] trained on the ImageNet [147] classification dataset. These visual features are fixed, and the ResNet is not updated during training. To better generalize to novel words in the vocabulary, we also experiment with using GloVe embeddings [135], to initialize the word-embedding vectors in the speaker and follower.

In the baseline without using synthetic instructions, we train follower and speaker models using the human-generated instructions for routes present in the training set. The training procedure for the follower model follows [5] by training with student-forcing (sampling actions from the model during training, and supervising using a shortest-path action to reach the goal state). We use the training split in the R2R dataset to train our speaker model, using standard maximum likelihood training with a cross-entropy loss.

In speaker-driven data augmentation (Sec. 7.3), we augment the data used to train the follower model by sampling 178,000 routes from the training environments. Instructions for these routes are generated using greedy inference in the speaker model (which is trained only on human-produced instructions). The follower model is trained using student-forcing on this augmented data for 50,000 iterations, and then fine-tuned on the original human-producedymodel for 20,000 iterations. For
CHAPTER 7. SPEAKER-FOLLOWER MODELS FOR INSTRUCTION FOLLOWING

Table 7.1: Performance comparison of our method to previous work. NE is navigation error (in meters); lower is better. SR and OSR are success rate and oracle success rate (%) respectively (higher is better). Trajectory length (TL) on the test set is reported for completeness. *: When submitting to the Vision-and-Language Navigation Challenge, we modified our search procedure to maintain physical plausibility and to comply with the challenge guidelines. The resulting trajectory has higher oracle success rate while being very long.

all experiments using pragmatic inference, we use a speaker weight of $\lambda = 0.95$, which we found to produce the best results on both the seen and unseen validation environments.

Results and Analysis

We first examine the contribution from each of our model’s components on the validation splits. Then, we compare the performance of our model with previous work on the unseen test split.

Component Contributions

We begin with a baseline (Row 1 of Table 7.2), which uses only a follower model with a non-panoramic action space at both training and test time, which is equivalent to the student-forcing model in [5].

Speaker-driven data augmentation. We first introduce the speaker at training time for data augmentation (Sec. 7.3). Comparing Row 1 (the baseline follower model trained only with the original training data) against Row 2 (training this model on augmented data) in Table 7.2 we see that adding the augmented data improves success rate (SR) from 40.3% to 46.8% on validation seen and from 19.9% to 24.6% on validation unseen, respectively. This higher relative gain on unseen environments shows that the follower can learn from the speaker-annotated routes to better generalize to new scenes.

Note that given the noise in our augmented data, we fine-tune our model on the original training data at the end of training as mentioned in Sec. 7.3. We find that increasing the amount

\footnote{Note that our results for this baseline are slightly higher on val-seen and slightly lower on val-unseen than those reported by [5], due to differences in implementation details and hyper-parameter choices.}
of augmented data is helpful in general. For example, when using 25% of the augmented data, the success rate improves to 22.8% on validation unseen, while with all the augmented data the success rate reaches 24.6% on validation unseen, which is a good balance between performance and computation overhead.

**Pragmatic inference.** We then incorporate the speaker at test time for pragmatic inference (Sec. 7.3), using the speaker to rescore the route candidates produced by the follower. Adding this technique brings a further improvement in success rate on both environments (compare Row 2, the data-augmented follower without pragmatic inference, to Row 5, adding pragmatic inference). This shows that when reasoning about navigational directions, large improvements in accuracy can be obtained by scoring how well the route explains the direction using a speaker model. Importantly, when using only the follower model to score candidates produced in search, the success rate is 49.0% on val-seen and 30.5% on val-unseen, showing the importance of using the speaker model to choose among candidates (which increases success rates to 57.2% and 39.3%, respectively).

**Panoramic action space.** Finally, we replace the visuomotor control space with the panoramic representation (Sec. 7.3). Adding this to the previous system (compare Row 5 and Row 8) shows that the new representation leads to a substantially higher success rate, achieving 70.1% and 54.6% success rate on validation seen and validation unseen, respectively. This suggests that directly acting in a higher-level representation space makes it easier to accurately carry out instructions. Our final model (Row 8) has over twice the success rate of the baseline follower in the unseen environments.
Importance of all components. Above we have shown the gain from each component, after being added incrementally. Moreover, comparing Rows 2-4 (adding each component independently to the base model) to the baseline (Row 1) shows that each component in isolation provides large improvements in success rates, and decreases the navigation error. Ablating each component (Rows 5-7) from the full model (Row 8) shows that each of them is important for the final performance.

Qualitative results. Here we provide qualitative examples further explaining how our model improves over the baseline. The intuition behind the speaker model is that it should help the agent more accurately interpret instructions specifically in ambiguous situations. Figure 7.4 shows how the introduction of a speaker model helps the follower with pragmatic inference.

Comparison to Prior Work

We compare the performance of our final model to previous approaches on the R2R held-out splits, including the test split which contains 18 new environments that do not overlap with any training or validation splits, and are only seen once at test time.

The results are shown in Table 7.1. In the table, “Random” is randomly picking a direction and going towards that direction for 5 steps. “Student-forcing” is the best performing method in [5], using exploration during training of the sequence-to-sequence follower model. “RPA” [185] is a combination of model-based and model-free reinforcement learning (see also Sec. 7.2 for details). “ours” shows our performance using the route selected by our pragmatic inference procedure, while “ours (challenge participation)” uses a modified inference procedure for submission to the Vision-and-Language Navigation Challenge. Prior work has reported higher performance on the seen rather than unseen environments [5, 185], illustrating the issue of generalizing to new environments. Our method more than doubles the success rate of the state-of-the-art RPA approach, and on the test set achieves a final success rate of 53.5%. This represents a large reduction in the gap between machine and human performance on this task.
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**instruction:**
Go through the door on the right and continue straight. Stop in the next room in front of the bed.

(a) orange: trajectory without pragmatic inference
(b) green: trajectory with pragmatic inference

top-down overview of trajectories

---

Step 1

Step 2

Step 3

Step 4

(a) navigation steps without pragmatic inference; red arrow: direction to go next

Step 1

Step 2

Step 3

Step 4

(b) navigation steps with pragmatic inference; red arrow: direction to go next

Figure 7.4: Navigation examples on unseen environments with and without pragmatic inference from the speaker model (*best visualized in color*). (a) The follower without pragmatic inference misinterpreted the instruction and went through a wrong door into a room with no bed. It then stopped at a table (which resembles a bed). (b) With the help of a speaker for pragmatic inference, the follower selected the correct route that enters the right door and stopped at the bed.
7.5 Discussion

The language-and-vision navigation task presents a pair of challenging reasoning problems: in language, because agents must interpret instructions in a changing environmental context; and in vision, because of the tight coupling between local perception and long-term decision-making. The comparatively poor performance of the baseline sequence-to-sequence model for instruction following suggests that more powerful modeling tools are needed to meet these challenges. In this work, we have introduced such a tool, showing that a follower model for vision-and-language navigation is substantially improved by carefully structuring the action space and integrating an explicit model of a speaker that predicts how navigation routes are described. We believe that these results point toward further opportunities for improvements in instruction following by modeling the global structure of navigation behaviors and the pragmatic contexts in which they occur.
Chapter 8

Conclusion

An intelligent machine must be able to perceive, understand, and reason jointly over both vision and language modalities. This thesis proposes a series of structured models for multiple vision-and-language reasoning tasks, with the goal of incorporating the proper architectural designs and structural inductive biases. In Chapter 2, we introduce the Compositional Modular Networks (CMNs) for the referring expression grounding task by decomposing the referring expressions into the subject-relationship-object triplet structure. In Chapter 3, we address the visual question answering task with our End-to-End Module Networks (N2NMNs) based on dynamic module layouts that reflect the reasoning structure of each question. We further propose the Stack Neural Module Networks (SNMNs) in Chapter 4 that automatically induce module layouts in a differentiable manner without resorting to human-annotated reasoning steps. In Chapter 5, we propose the Language-Conditioned Graph Networks (LCGNs) for relational reasoning based on context-aware representations of the visual scene with input-conditioned message propagation on graphs. In Chapter 6, we propose the iterative pointer-augmented multimodal transformers, using a pointer network to allow reading and copying text in images for reading comprehension and question answering. Finally, in Chapter 7 we propose the Speaker-Follower models for the navigational instruction following task, by decomposing the task into instruction following (with a follower) and instruction generation (with a speaker). In these scenarios above, we incorporate the corresponding reasoning structures into the model architectures, which largely outperform their unstructured counterparts as shown in our experiments.

While it is perhaps unsurprising that models with well-designed structures for each vision-and-language reasoning task achieve better performance and generalization compared to their generic, unstructured counterparts (such as a convolutional neural network on visual inputs, a recurrent neural network on language inputs, and a fusion network for final prediction), one question remains: how do we get the proper model structures and architectures for reasoning? In this thesis, we have obtained these structures through multiple sources. In CMN, N2NMN, and SNMN (Chapter 2, 3, and 4), the compositionality of language inputs and reasoning steps is the primary motivation for the modularity in these three models. LCGN (Chapter 5) is largely motivated by dynamically and efficiently propagating only those relations needed for reasoning, using the language inputs to drive the message propagation. The iterative pointer-augmented multimodal
transformers (Chapter 6) for TextVQA is designed based on the property and the requirement of the reading comprehension task – that it is necessary to output a text token from the image and it would be a lot easier if the model can directly copy it rather than predicting it from the model’s fixed vocabulary. The Speaker-Follower models (Chapter 7) for instruction following is largely inspired by pragmatic language understanding, where the task is decomposed into a listener-speaker pair. We anticipate that the above principles that have motivated the models presented in this thesis, including compositionality, modularity, dynamic message-passing conditioned on inputs, the reference to inputs based on pointers, pragmatic language understanding, and task decomposition, will also be crucial in designing the right architectures and model structures for other vision-and-language reasoning tasks, such as visual dialog, embodied question answering, and language-based multi-agent collaboration.
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