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Abstract

The Design of Dynamic Neural Networks for Efficient Learning and Inference

by

Xin Wang

Doctor of Philosophy in Computer Science

University of California, Berkeley

Professor Joseph E. Gonzalez, Co-chair

Professor Trevor Darrell, Co-chair

Intelligent systems with computer vision capabilities are poised to revolutionize social interaction,

entertainment, healthcare, and work automation. Recent progress in computer vision research,

especially with deep learning methods, is largely driven by immense datasets, complex models, and

billions of parameters. However, real-world applications often neither have access to large scale

datasets nor can afford expensive data labeling and computation overhead. Furthermore, we live in a

dynamic world, which requires machine learning models to handle changing data distributions and

novel prediction tasks. When using learning techniques in actual systems, we still face significant

hurdles coming from the scarcity of data and labels, limited computation, and never-ending varying

prediction scenarios.

The focus of this thesis is the design of dynamic neural networks and its application to efficient

learning (e.g., few-shot learning, semi-supervised learning) and inference. Dynamic networks adapt

the model parameters and structures as a function of the input to leverage test-time information. For

example, we introduce the design of dynamic neural architectures that can scale their computational

complexity as a function of the input. To achieve small improvements in prediction accuracy, deep

neural networks are rapidly increasing in depth and computational complexity. Also, the same

amount of computation is applied regardless of the input. However, many inputs can reduce the

level of computation required to render an accurate prediction. In Part I, we describe a range of

dynamic models such as SkipNet and DeepMoE, which adjust the network depths on a per-input

basis without reducing the prediction accuracy. In Part II, we describe the usage of dynamic neural

networks for sample efficient learning. We propose dynamic weight generation using a task-aware

meta learner and its application to a few-shot learning setting. We find that adapting the network

parameters at prediction time improves model generalization.
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Chapter 1

Introduction

1.1 Motivation

Intelligent systems with computer vision capabilities are poised to revolutionize social interaction,

entertainment, healthcare, and work automation, reshaping every aspect of our life. Self-driving

vehicles empowered by advanced visual perception and control technologies are reshaping the future

transportation, providing a more accessible and efficient means of traveling. Intelligent medical

diagnosis and treatment offers new promises to advance our healthcare through assisted disease

discovery, surgical robots, and so on. Smart home appliances bring much convenience to our daily

life, releasing people from repetitive housework.

Recent progress in computer vision research, especially with deep learning methods, is largely

driven by immense datasets, complex models, and billions of parameters. However, real-world

applications often neither have access to large scale datasets nor can afford expensive data labeling

and computation overhead. Furthermore, we live in a dynamic world, which requires machine

learning models to handle changing data distributions and novel prediction tasks. When using

learning techniques in actual systems, we still face significant hurdles coming from the scarcity of

data and labels, limited computation, and never-ending varying prediction scenarios.

Learning with limited data and labels is critical in the area of machine learning and computer

vision, which has been studied in various learning settings, such as few-shot learning, semi-

supervised learning, and unsupervised/self-supervised learning. For example, few-shot learning

aims to classify new concepts, having seen only a few training examples. There might only be

a single example of each class (one-shot learning) in the extreme. Few-shot learning is useful,

especially for learning the rare concepts where the training data is difficult to obtain. In the

past decades, researchers have designed various approaches, such as approaches based on meta-

learning and metric learning, conquering fundamental machine learning tasks (e.g., few-shot image

classification), and have expanded the study into emerging structural prediction tasks in 2D and 3D

computer vision. Semi-supervised learning leverages unlabeled training data, and unsupervised/self-

supervised learning solely learns feature representations from unlabeled data, which can be used to

improve the data efficiency of downstream tasks. Improving the data and label efficiency is crucial
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to applying machine learning models to real-world applications and a key focus of this thesis work.

Learning with limited computation is also critical for applying machine learning model to

real-world applications, which aims to reduce the computational cost when rending predictions.

Researchers have developed various techniques, such as model pruning and quantization to compress

models, designing compact models. More recently, researchers have also developed the co-design of

machine learning models and hardware to optimize the inference cost. However, efficient inference

still requires a customized solution for each application, which is challenging given the large volume

of the types of edge devices and application tasks.

This thesis aims to study the design of a special class of neural networks, dynamic neural

networks for efficient learning and inference, which improves the efficiency of learning and inference

in the unified framework.

1.2 Review on Dynamic Neural Networks

In this section, we review the recent progress of dynamic neural networks. The concept of dynamic

neural networks are inspired by human brains, which activate a different part of the brain for various

tasks. The Thinking, Fast and Slow book by Daniel Kahneman, a Nobel prize laureate, suggests

that human brains have two thinking systems. The slow system is adopted to make more delicate

and complicated decisions. In contrast, the fast system is used for making more intuitive and

straightforward decisions. Dynamic neural networks share a similar philosophy, which activates

different part of the neural networks based on the input.

Dynamic neural networks for fast prediction can trace back to Bengio et al. [9], which adopts

a conditional computation approach to select neurons to activate through a gradient estimator.

However, the original work doesn’t show how the resulting neural network’s sparsity reduces the

inference cost on real-world edge devices. More recently, many other works [52, 63, 173] have

proposed to adjust computation by examining early termination adaptively. Graves et al. [63]

proposes to predict halting in recurrent networks to save computational cost. Figurnov et al. [52]

and Teerapittayanon et al. [173] propose the use of early termination in convolutional networks.

Another line of work in dynamic neural networks have focused on designing compositional

representations to improve data efficiency. For example, researchers [134] have proposed the

compositional zero-shot learning (CZSL) of attribute-object categories, a special case of zero-

shot learning. In CZSL, each visual concept (category) is represented by a attribute-object pair

(e.g., red elephant, modern city, etc.) or a subject-predicate-object (SPO) triplet (e.g.,

person ride horse, dog on grass, etc. SPO triplet is used in the StanfordVRD dataset).

Like ZSL, images of only a subset of compositions are labeled during training, and the model is

learned to recognize unseen object-attribute compositions during inference. The compositionality

and the contextual nature of the task make it interesting for compositional reasoning and sample

efficient learning. Many [134, 137, 145] propose various approaches based on metric-learning

and meta-learning to learn the compositional feature representation. Tokmakov et al. [174] learns

compositional representation for few-shot recognition.
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1.3 Thesis Overview and Contributions

In this thesis, we study various designs of dynamic neural networks and their application to efficient

inference in Part I (chapter 2 to 4) and efficient learning (e.g., few-shot learning, semi-supervised

learning, etc.) in Part II (chapter 5 to 8).

In Part I, we will introduce the design of dynamic neural architectures that can scale their

computational complexity as a function of the input. To achieve small improvements in prediction

accuracy, deep neural networks are rapidly increasing in depth and computational complexity. Also,

the same amount of computation is applied regardless of the input. However, many inputs can

reduce the level of computation required to render an accurate prediction. We propose SkipNet [188]

in Chapter 2 and introduce gating networks and latent embeddings to activate and deactivate layers

as a function of the input image. We also introduce a hybrid reinforcement learning approach to

learn the gating policy. On various image classification benchmark, SkipNet reduces computation

by 30-90% while preserving the accuracy and outperformed state-of-the-art static compression

methods.

In Chapter 3, we introduce DeepMoE [184], which learns a channel-level dynamic routing

scheme based on the shallow embeddings of the input image. In DeepMoE, the per-input selection

decision is decided before executing the prediction network, while SkipNet makes skipping decisions

during the forward passing of the prediction network. This strategy allows batching of examples

with the same inference path to improve the network throughput on computing units with a massive

parallel structure such as GPUs. DeepMoE also provides finer grain selection policies, which further

improves the computation efficiency.

Chapter 4 introduces an IDK cascade model, where we stack a sequence of models with various

complexity levels. We introduce an additional “I don’t know” (IDK) class, and only when the cheap

model in the cascade predicts IDK, the prediction task will proceed to a more expensive model.

Based on this calibrated uncertainty score, the IDK cascade model adjusts the prediction cost based

on the input image’s complexity. IDK cascade can be used for pre-trained models from the user and

requires no knowledge about the model’s architecture, which can be readily used in low latency

model serving systems, such as Clipper [27].

Starting in Chapter 5, we will study a line of research to improve learning efficiency. Humans’

capability to learn new concepts from a few examples or even only descriptions is envied by

generations of machine learning researchers. This data-efficient learning is vital for learning

systems in the age of deep learning, which is notoriously hungry for supervision. Motivated by the

dynamic nature of human brains, In Chapter 5, we discuss TAFE-Net [189], which generates the new

network weights based on the novel concepts to construct task-aware feature embeddings, achieving

fast knowledge adaptation without accessing any labeled data (a.k.a zero-shot learning). Instead

of generating the full weight matrices, we adopt a factorization scheme to generate lightweight

task-specific weights and the heavy shared weights across all tasks once. TAFE-Net established the

state-of-the-art on the various low-shot image classification benchmarks.

Chapter 6 discusses how to apply dynamic weight generation to structural prediction task, few-

shot object detection. Similar to TAFE-Net, the proposed few-shot re-weighting (FSRW) approach

uses as input a meta learner, which takes the supporting images and bounding boxes from each
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category to generate class-aware weights that are used to re-weight the generic features. We were

the first to establish the few-shot object task on two large scale object detection datasets, and the

later work has widely used the formulation in the area.

In Chapter 7, we further study an alternative approach using fine-tuning for few-shot object

detection. Meta-learning prevails in few-shot learning, given its premise on fast adaptation. However,

meta training often requires large memory consumption. The meta learner design varies from case

to case, making it hard to deploy in real-world applications, such as adapting an object detector for

a specific user on their mobile phone. Therefore, We revisited the simple fine-tuning methods and

conducted a systematic study about the proper training schemes and model capacity of fine-tuning

methods for few-shot object detection. In this work [185], we found that fine-tuning the object

detector in a controlled manner, that is, only the last layer of the detector is fine-tuned given

examples from the new categories, can outperform the previous meta learning-based methods by a

large margin. Besides, this controlled fine-tuning approach naturally breaks the memory barrier of

updating deep networks on edge devices. In the recent few-shot object detection challenge on the

latest LVIS benchmark co-located with ECCV’20, most of the participants adopted our fine-tuning

scheme as part of their algorithms.

In Chapter 8, we look into the application of semi-supervised instance segmentation. We propose

ShapeProp, which learns to activate the salient regions within the object detection and propagate the

areas to the whole instance through an iterative learnable message passing module. ShapeProp can

benefit from more bounding box supervision to locate the instances more accurately and utilize the

feature activations from the larger number of instances to achieve more accurate segmentation. We

extensively evaluate ShapeProp on three datasets (MS COCO, PASCAL VOC, and BDD100k) with

different supervision setups based on both two-stage (Mask R-CNN) and single-stage (RetinaMask)

models. ShapeProp established a state of the art for semi-supervised instance segmentation.

This thesis focuses on various dynamic neural networks where the network architecture, param-

eter, and execution paths are adjusted at inference time. We discuss the applications of dynamic

neural networks to efficient learning and inference. And we hope this in-depth discussion on dy-

namic neural networks can foster more future study in this line of work and unveil more interesting

applications.
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Part I

Efficient Inference
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Chapter 2

Block-Level Dynamic Routing

2.1 Overview

Deep convolutional neural networks are the enabling technology behind the recent rapid progress

in computer vision. A growing body of research in convolutional network design [73, 103, 165,

172] reveals a clear trend: deeper networks are more accurate. Consequently, the best-performing

image recognition networks have tens of millions of parameters and hundreds of layers. While

commodity GPUs are able to substantially accelerate training, the high computation cost of deep

networks hinders their deployment in latency sensitive end-user applications and on low-power

devices. Moreover, the depth of these networks results in fundamental and significant increases in

prediction latency.

The continuous improvements in accuracy, while significant, are small relative to the growth

in model complexity. A network that doubles in depth may only improve by a few percentage

points on key benchmarks. These small improvements are critical to the adoption of these models in

real-world applications; however, they imply that only a small fraction of images require very deep

representations and thus the vast majority of images could be accurately processed using shallower

architectures.

In this work, we study the design of dynamically executed networks (SkipNets), neural networks

that determine which layers of a convolutional neural network should be skipped when processing

a given image at inference, illustrated in Fig. 2.1. We frame the dynamic skipping problem as a

sequential decision problem in which the outputs of previous layers are used to decide whether

to bypass the subsequent layer. The objective in the dynamic skipping problem is then to skip as

many layers as possible while retaining the accuracy of the full network. Not only can skipping

policies significantly reduce the average cost of model inference they also provide insight into the

diminishing return and role of individual layers.

While conceptually simple, learning an efficient skipping policy is challenging. To achieve a

reduction in computation, we need to bypass the correct layers in the network. This inherently

discrete decision is not differentiable, and therefore precludes the application of established super-

vised learning methods based on gradient based optimization. Although one could introduce a soft
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Figure 2.1: SkipNet illustration.

approximation similar to soft-attention techniques [14, 177, 179], we show that the subsequent hard

thresholding required to achieve a reduction in the cost of computation results in low prediction

accuracy.

Similar to our goals, recent research has made progress in applying reinforcement learning (RL)

techniques to address hard attention in recurrent models [37, 136]. While these techniques are

promising, in our experiments we show that these RL based techniques are brittle, often getting

stuck in poor local minima and producing networks that are not competitive with the state-of-the-art.

One can also apply the reparametrization techniques [90, 130], however, these approaches often

find suboptimal policies partly due to the approximation error introduced by the relaxation (detailed

in later sections).

In this work we explore several SkipNet designs and introduce a hybrid learning algorithm

which combines supervised learning with reinforcement learning to address the challenges of

non-differentiable skipping decisions. We explicitly assign a gating module to each group of layers.

The gating module consumes the output of the previous layers and then decides if the subsequent

group of layers should be skipped. We adopt two stages to learn the gating modules. First, we relax

integer skipping decisions to continuous values with soft-max, a reparameterization trick similar

to [90, 130], and train the layers and gates jointly with supervised outputs. Then, we treat the

probabilistic gate outputs as an initial skipping policy and use REINFORCE [195] to refine the

policy without relaxation. In the latter stage, we jointly optimize the skipping policy and prediction

error to stabilize the exploration process.

We evaluate SkipNets, using ResNets [73] as the base models, on the CIFAR-10, CIFAR-100,

SVHN and ImageNet datasets. We show that, with the hybrid learning procedure, SkipNets learn

skipping policies that significantly reduce model inference costs (50% on the CIFAR-10 dataset,

37% on the CIFAR-100 dataset, 86% on the SVHN dataset and 30% on the ImageNet dataset) while

preserving accuracy. We compare SkipNet with several state-of-the-art models and techniques on

both CIFAR-10 and ImageNet datasets and find that SkipNet consistently outperforms the previous

methods on both benchmarks. By manipulating the computational cost hyper-parameter, we show

how SkipNets can be tuned for different computation constraints. Finally, we study the skipping

behavior of the learned skipping policy and reveal that it learns to identify more challenging images

and route those images through more layers of the network.
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(a) Feed-forward Gate (b) Recurrent Gate

Figure 2.2: Gate designs in SkipNets.

2.2 SkipNet: Skipping Layers on a Per Input Basis

SkipNets are convolutional networks in which individual layers are selectively included or excluded

for a given input. The per-input selection of layers is accomplished using small gating networks

that are interposed between layers. The gating networks map the output of the previous layer or

group of layers to a binary decision to execute or bypass the subsequent layer or group of layers as

illustrated in Figure 2.2.

More precisely, let xi be the input and F i(xi) be the output of the ith layer or group of layers,

then we define the output of the gated layer (or group of layers) as:

xi+1 = G i(xi)F i(xi) + (1−G i(xi))xi, (2.1)

where G i(xi) ∈ {0, 1} is the gating function for layer i. In order for Eq. 2.1 to be well defined,

we require F i(xi) and xi to have the same dimensions. This requirement is satisfied by commonly

used residual network architectures where

xi+1
ResNet = F i(xi

ResNet) + xi
ResNet, (2.2)

and can be easily addressed by pooling or up-sampling xi so its dimensions match that of F i(xi).
When developing a dynamically executed network we must address several key design chal-

lenges. First, the gating networks need to be sufficiently expressive to effectively decide whether to

execute or skip individual layers for a given input without degrading prediction accuracy. Second,

the gating network must also be computationally light when compared to the execution of the layer.

To address the trade-off between expressivity and computational cost we explore a range of gating

network designs (Sec. 2.2) spanning basic feed-forward convolutional architectures to recurrent

networks with varying degrees of parameter sharing.

Finally, learning the gating network parameters as well as the base network parameters is

complicated by the presence of hard decisions at the gate level in conjunction with the need to

learn gating parameters that preserve accuracy while minimizing computational costs. To address

this challenge we introduce a two stage training algorithm that combines supervised pre-training

(Sec. 2.2) with RL based policy optimization (Sec. 2.2) for the hard gated decisions using a hybrid

reward function that combines prediction accuracy with the computational cost.
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Gating Network Design

(a) FFGate-I (b) FFGate-II

shared

(c) RNNGate

Figure 2.3: FFGate and RNNGate designs.

The feed-forward gate design (Fig. 2.2a) depends only on the output of the previous layer and

applies a small number of convolution and pooling operations. In this paper, we evaluate two

feed-forward gate designs. FFGate-I (Fig. 2.3a) is composed of two 3× 3 convolutional layers with

stride of 1 and 2 respectively followed by a global average pooling layer and a fully connected layer

to output a single dimension vector. To reduce the gate computation, we add a 2× 2 max pooling

layer prior to the first convolutional layer. The overall computational cost of FFGate-I is roughly

19% of the residual blocks [73] used in this paper.

The FFGate-I design is still relatively expensive and is not well suited for deeper networks. We

therefore introduce the FFGate-II (Fig. 2.3b), consisting of one 3× 3 stride 2 convolutional layer

followed by the same global average pooling and fully connected layers as FFGate-I to further

reduce computation of gates (roughly 12.5% of the residual block). We use the computationally

less expensive FFGate-II for extremely deep networks (greater than 100 layers) in our experiments

and FFGate-I for shallow networks.

Even with a limited number of convolutions, the feed-forward gate design is still relatively

costly to compute and does not leverage the decisions from previous gates. Therefore, we introduce

a recurrent gate (RNNGate) design (Fig. 2.3c) which enables parameter sharing and allows gates to

re-use computation across stages. We first apply global average pooling on the input feature map

of the gates and then linearly project the feature to the input size of 10. We adopt a single layer

Long Short Term Memory [80] (LSTM) with hidden unit size of 10. At each gate, we project the

LSTM output to a one-dimensional vector to compute the final gate decision. Compared to the cost

of computing residual blocks, the cost of this recurrent gate design is negligible (roughly 0.04% of

the computation of residual blocks).

In our later experiments, we find that the recurrent gate is actually more superior than feed-

forward gates in terms of prediction accuracy and computation cost. We also try to remove the

convolutional layers in the feed-forward gate to match the computation cost of recurrent gates but

the resulting gate doesn’t work well in the experiments. One reason may be that the recurrent gate

design better captures the cross-layer correlation by passing the hidden vectors through different

layers.
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Skipping Policy Learning with Hybrid RL

During the process of rendering a prediction (inference), the most likely action is taken from the

probability distribution encoded by each gate: the layer is skipped or executed. This inherently

discrete and therefore non-differentiable decision process creates unique challenges for how we train

SkipNets. A natural approximation, similar to that used in Highway Networks [170], would be to use

differentiable soft-max decisions during training and then revert to hard decisions during inference.

While this approach enables gradient based training, it results in poor prediction performance

(Sec. 2.3) as the network parameters are not optimized for the subsequent hard-gating during

inference. We therefore explore the use of reinforcement learning to learn the model parameters for

the non-differentiable decision process.

Because SkipNets make a sequence of discrete decisions, one at each gated layer, we frame the

task of estimating the gating function in the context of policy optimization through reinforcement

learning. We define the skipping policy:

π(xi, i) = P(G i(xi) = gi) (2.3)

as a function from the input xi to the probability distribution over the gate action gi to execute

(gi = 1) or skip (gi = 0) layer i. We define a sample sequence of gating decisions drawn from the

skipping policy starting with input x as:

g = [g1, . . . , gN ] ∼ πFθ
(x), (2.4)

where Fθ =
[

F 1
θ , . . . ,F

N
θ

]

is the sequence of network layers (including the gating modules)

parameterized by θ and g ∈ {0, 1}N . The overall objective is defined as

minJ (θ) = minExEgLθ(g,x)

= minExEg

[

L(ŷ(x,Fθ,g), y)−
α

N

N
∑

i=1

Ri

]

,
(2.5)

where Ri = (1− gi)Ci is the reward of each gating module. The constant Ci is the cost of executing

F i and the term (1 − gi)Ci reflects the reward associated with skipping F i. In our experiments,

all F i have the same cost and so we set Ci = 1. Finally α is a tuning parameter that allows us to

trade-off the competing goals of minimizing the prediction loss and maximizing the gate rewards.

To optimize this objective, we can derive the gradients with respect to θ as follows. We define

πFθ
(x) = pθ(g|x), L = L(ŷ(x,Fθ,g), y) and ri = −[L −

α
N

∑N

j=i Rj].

∇θJ (θ) = Ex∇θ

∑

g

pθ(g|x)Lθ(g,x)

= Ex

∑

g

pθ(g|x)∇θL+ Ex

∑

g

pθ(g|x)∇θ log pθ(g|x)Lθ(g,x)

= ExEg∇θL − ExEg

N
∑

i=1

∇θ log pθ(gi|x)ri.

(2.6)
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Algorithm 1: Hybrid Learning Algorithm (HRL+SP)

Input: A set of images x and labels y

Output: Trained SkipNet

1. Supervised pre-training (Sec. 2.2)

θSP ← SGD(LCross-Entropy, SkipNet-Grelax(x))
2. Hybrid reinforcement learning (Sec. 2.2)

Initialize θHRL+SP with θSP
θHRL+SP ← REINFORCE(J , SkipNet-G(x))

As we can see from Eq. 2.6, the first component can be obtained naturally by supervised learning

while the second part has the same form as the REINFORCE [195] where ri is the cumulative future

rewards associated the gating modules. Since our optimization procedure is composed of both

reinforcement learning and supervised learning, we refer this procedure as hybrid reinforcement

learning. In practice, we relax the reward r̂i = −
[

βL − α
N

∑N

j=i Rj

]

to scale down the influence of

the prediction loss as this hybrid reinforcement learning is followed by the supervised pre-training

that will be discussed in the next section. We set β = α
N

in our experiments.

Supervised Pre-training

Optimizing Eq. 2.5 starting from random parameters also consistently produces models with poor

prediction accuracy (Sec. 2.3). We conjecture that the degraded ability to learn an accurate model

is due to interference between policy learning and image representation learning. The skipping

policy can over-fit to premature features which prevents the network from exploring different gating

patterns and results in less effective feature learning.

To provide an effective supervised initialization procedure we introduce a form of supervised pre-

training that combines hard-gating during the forward pass with soft-gating during backpropagation.

We relax the gate outputs G(x) in Eq. 2.1 to continuous values, i.e. approximating G(x) by

S (x) ∈ [0, 1]. We round the output gating probability of the skipping modules to 0 or 1 in the

forward pass. During backpropagation we use the soft-max approximation [90, 130]. That is,

the gate is restored to soft outputs and the gradients to the soft-max outputs can be calculated

accordingly. The relaxation procedure is summarized by:

Grelax(x) =

{

I(S (x) ≥ 0.5), forward pass

S (x), backward pass
, (2.7)

where I(·) is the indicator function. This hybrid form of supervised pre-training is able to effectively

leverage labeled data to initialize model parameters for both the primary network and the gating

networks. After supervised pre-training we then apply the REINFORCE algorithm to refine the

model and gate parameters improving prediction accuracy and further reducing prediction cost. A

summary of our two stage hybrid algorithm is given in Alg. 1.
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2.3 Experiments

We evaluate a range of SkipNet architectures and our proposed training procedure on four im-

age classification benchmarks: CIFAR-10 [100], CIFAR-100 [100], SVHN [138] and ImageNet

2012 [157]. We construct SkipNet models from ResNet models [73] by introducing hard gates

between residual blocks. In Section 2.3, we evaluate the performance of SkipNets with both gate

designs and compare SkipNets with the state-of-the-art models including dynamic networks (i.e.

SACT and ACT [52]) and static compression networks (i.e. PEFC [113], LCCL [42] and EP [125])

which are also complementary approaches to our methods. We also compare our approach with

naive baselines with random block dropping to demonstrate the effectiveness of the learned skipping

policy. Furthermore, We study the trade-off between computation cost and accuracy. In Section 2.3,

we analyze the design choices and visualize the skipping patterns of SkipNets.

Setup

Datasets. Table 2.1 summarizes the statistics of the datasets used in this paper. We follow the

common data augmentation scheme (mirroring/shifting) that is adopted for CIFAR and ImageNet

datasets [62, 111, 116, 183]. For the SVHN dataset, we used both the training dataset and provided

extra dataset for training and did not perform data augmentation. For preprocessing, we normalize

the data with the channel means and standard deviations for all the datasets used in this paper.

Table 2.1: Dataset statistics.

Dataset Train Size Test Size # Classes

CIFAR-10 50,000 10,000 10

CIFAR-100 50,000 10,000 100

SVHN 604,388 1 26,032 10

ImageNet-12 1.28 million 50,000 1000

Models. For the CIFAR and SVHN datasets, we use the ResNet [73] architecture with 6n + 2
stacked weighted layers for our base models and choose n ={6, 12, 18, 25} to construct network

instances with depth of {38, 74, 110, 152}. For the ImageNet dataset, we evaluate ResNet-34,

ResNet-50 and ResNet-101 as described in [73]. We denote our model at various depth by SkipNet-x

(x is the depth of the base model). We show the accuracy numbers of the base models in Table 2.2.

In later sections, we demonstrate SkipNets can preserve the same accuracy (within a variance of

0.5%).

Training. Our two-stage training procedure combines both supervised pre-training and policy

refinement with hybrid reinforcement learning. In the supervised training stage, for the CIFAR and

ImageNet datasets, we adopt the same hyper-parameters used in [73]. For the SVHN dataset, we

follow the hyper-parameters used in [84].

1531,131 of the images are extra images of SVHN for additional training.
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Table 2.2: Top-1 accuracy of the original ResNets

Model CIFAR-10 CIFAR-100 SVHN Model ImageNet

ResNet-38 92.50% 68.54% 97.94% ResNet-34 73.30%

ResNet-74 92.95% 70.64% 97.92% ResNet-50 76.15%

ResNet-110 93.6% 71.21% 98.09% ResNet-101 77.37%

For the policy refining stage, we use the trained models as initialization and optimize them with

the same optimizer with decreased learning rate of 0.0001 for all datasets. We train a fixed number

of iterations (10k iterations for the CIFAR datasets, 50 epochs for the SVHN dataset and 40 epochs

for the ImageNet dataset) and report the test accuracy evaluated at termination. The training time of

the supervised pre-training stage is roughly the same as training the original models without gating.

Our overall training time is slightly longer with an increase of about 30-40%.

SkipNet Performance Evaluation

In this subsection, we evaluate the computation reduction of SkipNets with both feed-forward and

recurrent gates on various datasets. We study the trade-off between computation cost and accuracy

governed by the hyper-parameter α in Eq. 2.5. Larger values of α favor decreased prediction cost

potentially leading to decreased accuracy.

Computation reduction while preserving full network accuracy
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Figure 2.4: Computation reduction of SkipNets on CIFAR-10, 100 and SVHN.

We first demonstrate that SkipNets can substantially reduce computation without affecting

accuracy. Fig. 2.4 and Fig. 2.5 show the computation cost (including the computation of the gate

networks), measured in floating point operations (FLOPs), of the original ResNets and SkipNets
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Figure 2.5: Computation reduction of Skip-

Nets with RNNGate on ImageNet.
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Figure 2.6: Trade-off between computation

and accuracy on ImageNet.

with both feed-forward and recurrent gate designs with α tuned to match the same accuracy (variance

less than 0.5%). The trade-off between accuracy and computational cost will be discussed later.

Following [73], we only consider the multiply-adds associated with convolution operations as

others have negligible impact on cost.

We observe that the hybrid reinforcement learning (HRL) with supervised pre-training (Skip-

Net+HRL+SP) is able to substantially reduce the cost of computation. Overall, for the deepest model

on each dataset, SkipNet-110+HRL+SP with recurrent gates reduces computation on the CIFAR-10

and CIFAR-100 datasets by 50% and 37% respectively. The largest SkipNet-152+HRL+SP model

with recurrent gates reduces computation on the SVHN dataset by 86%. On the ImageNet data, the

SkipNet-101+HRL+SP using recurrent gates is able to reduce computation by 30%. Interestingly,

as noted earlier, even in the absence of the cost regularization in the objective, the supervised

pre-training of the SkipNet architecture consistently results in reduced prediction costs. One way to

explain it is that the shallower network is easier to train and thus more favorable. We also observe

that deeper networks tend to experience greater cost reductions which supports our conjecture that

only a small fraction of inputs require relatively deep networks.

Trade-off computational cost and accuracy

Eq. 2.5 introduces the hyper-parameter α to balance the computational cost and classification error.

In Fig. 2.6 and Fig. 2.7 we plot the accuracy against the average number of skipped layers for

different values of α from 0.0 to 4.0. One observation is that both feed-forward and recurrent

gates skip a similar fraction of layers. However, because of the large computational overhead of

feed-forward gates, recurrent gates enjoy a greater overall reduction in FLOPs. We also observe that

for small α ≤ 1.0 the trade-off curve is relatively flat indicating that a large decrease in computation

is accompanied by a negligible decrease in accuracy. However, for larger α > 1.0, both computation

and accuracy decrease rapidly. By adjusting α, one can trade-off computation and accuracy to meet

various computation or accuracy requirements (e.g. deployment on mobile devices).
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Figure 2.7: Trade-off between computation and accuracy on CIFAR-10, 100 and SVHN.

Comparison with State-of-the-art Models
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Figure 2.8: Comparison of SkipNet with the state-of-the-art models on ImageNet and CIFAR-10.

We compare SkipNet with existing state-of-the-art models including both dynamic networks

and static compression models on both ImageNet (Fig. 2.8a) and CIFAR-10 (Fig. 2.8b). The

SACT and ACT models proposed by [52] are adaptive computation time models that attempt to

terminate computation early in each group of blocks of ResNets (Sec. 2.4). In addition, we compare

SkipNet with static compression techniques: PEFC [113], LCCL [42] and EP [125] which are also

complementary approaches to our method.

As shown in Fig. 2.8a, SkipNet-101 outperforms SACT and ACT models by a large margin

on the ImageNet benchmark despite they are using the recent more accurate pre-activation [74]

ResNet-101 as the base model. We hypothesize that increased flexibility afforded by the skipping
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model formulation enables the SkipNet design to outperform SACT and ACT. Similar patterns can

be observed on CIFAR-10 in Fig. 2.8b.2

For the comparison with the static compression techniques, we plot the computation FLOPs and

the accuracy of the compressed residual networks (may have different depths from what we used in

this paper) in Fig. 2.8. Though the static compression techniques are complementary approaches,

SkipNet performs better or similar than these techniques. To note that, though LCCL [42] uses

shallower and cheaper ResNets (34 layers on ImageNet and 20, 32, 44 layers on CIFAR-10) than

our approach, our approach could still obtain comparable results.

Comparison with stochastic depth model variant
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Figure 2.9: Comparison with a variant of the stochastic depth model (SDV).

Huang et al. [84] proposes deep networks with stochastic depth which randomly drop a subset

of layers and bypass them with the identity function for a given mini-batch during training while

using the network with full depth at inference. The original goal of the stochastic depth model is to

avoid gradient vanishing and speed up training. A natural variant of this model in order to reduce

inference computation cost is to skip blocks randomly with a chosen ratio in both training and

inference phases referred as SDV. We compare SkipNet to SDV on both CIFAR-10 and CIFAR-100

datasets shown in Fig. 2.9. SkipNet outperforms SDV by a large margin under networks with

different depths.

Skipping Behavior Analysis and Visualization

In this subsection, we study the skipping pattern of SkipNet and then investigate the key factors

associated with the dynamic skipping behaviors. We study the correlation between block skipping

and the input images in the following aspects: (1) the scale of the inputs (2) qualitative difference

between images (3) prediction accuracy per category. We find that SkipNet skips more aggressively

2We obtain the CIFAR-10 results by running the code provided by the authors
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on inputs with smaller scales and also brighter and clearer. Moreover, more blocks are skipped for

classes with high accuracy.

Skip ratio of different blocks

We first visualize the skip ratio of different blocks in SkipNet in Fig. 2.10 on the CIFAR-10 and

ImageNet datasets. The ResNet model can be divided into 4 groups for ImageNet and 3 groups

for CIFAR-10 where blocks in the same group have the same feature map size and tend to have

similar functionality. We observe that SkipNet-101 on ImageNet skips less in the first, second and

the last groups partly due to those few blocks in the first two groups are capturing low level features

which are critical for all inputs and layers in the last group are important for the final predictions.

For SkipNet-74 on CIFAR-10, the model tends to skip less in the first several blocks of each group

which could be considered as the representative blocks. Also, group 2 has less skipping compared

to group 1 and group 3 which indicates that blocks in group 2 may be more critical in the feature

extraction.
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(a) SkipNet-101 on ImageNet
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(b) SkipNet-74 on CIFAR-10

Figure 2.10: Skip ratio of different blocks of SkipNet.

Input scales

We conjecture that the scale of the inputs is a factor that affects the skipping decisions of the gates.

To verify this hypothesis, we conduct multi-scale testing of trained models on the ImageNet and

SVHN datasets. We plot the distribution of the number of blocks executed of different input scales

relative to the original scale 1 used in other experiments. We observe on both datasets that the

distributions of smaller scales are skewed left (executing less blocks than the model with input scale

1) while the distributions of larger scales are skewed right (more block executed). This observation

indicates that inputs with larger scale requires larger receptive field and thus need to execute more

blocks. Another way to interpret this observation is that the gating modules in SkipNet may learn to

find the appropriate receptive field size for the given input.

Visual difference between inputs

To better understand the learned skipping patterns, we cluster the images that SkipNets skip many

layers (treated as easy examples) and keep many layers (treated as hard examples) in Fig. 2.12 for

both the CIFAR-10 and SVHN dataset. Interestingly, we find that images within each cluster share
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Figure 2.11: Distribution of number of blocks executed with multi-scale inputs.
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CIFAR-10
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Figure 2.12: Visualization of easy and hard images in the CIFAR-10 and SVHN with SkipNet-74.

similar characteristics with respect to saliency and clarity. In Fig. 2.12a and Fig. 2.12b, we see

that the easier examples (those which bypass many layers of the network) are more salient while

the hard examples (those that require most layers in the network) tend to be dark and blurry. We

further visualize SkipNets on the SVHN dataset in Fig. 2.12c and Fig. 2.12d. We find that the hard

examples are blurry and difficult to distinguish even for humans while the easy examples are clear

and straightforward. These findings reveal that the visual characteristics of the input images also

affect the block skipping.

Prediction accuracy per category

We further study the correlation of skipping behaviors and the level of difficulty of different classes

on the CIFAR-10 dataset. The conjecture is that the SkipNet skips more on easy classes (class with

high accuracy, e.g., truck class) while skipping less on hard classes (class with low accuracy, e.g.,

cat and dog classes). We plot the median of number of skipped layers of examples in each of the ten

classes for SkipNet+SP and SkipNet+HRL+SP in Fig. 2.13a. It shows that while all classes tend

to skip more aggressively after applying HRL, SkipNets tend to skip more layers on easy classes.

Fig. 2.13 indicates that the distribution of hard classes (e.g. dog class) are skewed left, whereas
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(a) Median of number of skipped layers of each class (b) Distribution of number of skipped layers

Figure 2.13: Correlation of number of skipped layers and the level of easiness of different classes.

easier classes (e.g. truck class) are skewed right as SkipNet tends to skip more layers on easier

classes.

SkipNet Design and Algorithm Analysis

In this subsection, we analyze the design choices of SkipNet: hybrid objective function, supervised

pre-training and “hard” gating design.

Effectiveness of hybrid learning algorithm

To investigate the effectiveness of supervised pre-training and the hybrid reward function for RL, we

compare the performances of SkipNet-38 trained using basic RL, hybrid RL from scratch (HRL+S),

and hybrid RL plus supervised pre-training (HRL+SP). We plot the results on CIFAR-10 in Fig. 2.14.

For SkipNet+HRL+S and SkipNet+RL, we train both networks for 80k iterations to match the total

training steps of the two-stage training of SkipNet+HRL+SP.
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Figure 2.14: Ablation study of different α.

First, we were unable to train the model using the pure RL approach (SkipNet-38+RL accuracy

was roughly 10%). This provides strong evidence for the importance of supervision in complex

vision tasks. Second, SkipNet-38+HRL+SP consistently achieves higher accuracy than SkipNet-

38+HRL+S. The accuracy of SkipNet-38+HRL+S is lower than the accuracy of the original

ResNet-38 model even with very small α. This suggests that supervised pre-training can provide a

better initialization for SkipNets which improves the prediction accuracy.



CHAPTER 2. BLOCK-LEVEL DYNAMIC ROUTING 20

Table 2.3: “Hard” gating vs “soft” gating.

Data Model Accuracy FLOPs (1e8)

CIFAR-10

SkipNet-38-Hd 90.83 0.58

SkipNet-38-St 66.67 0.61

SkipNet-74-Hd 92.38 0.92

SkipNet-74-St 52.29 1.03

SkipNet-110-Hd 88.11 0.18

SkipNet-110-St 23.44 0.05

Data Model Accuracy FLOPs (1e8)

CIFAR-100

SkipNet-38-Hd 67.68 0.50

SkipNet-38-St 21.70 0.62

SkipNet-74-Hd 67.79 0.61

SkipNet-74-St 25.47 0.89

SkipNet-110-Hd 63.66 0.96

SkipNet-110-St 9.84 1.00

“Hard” gating and “Soft” gating design

During supervised pre-training, we can either treat gate outputs as “hard” (Sec. 2.2) or “soft”

(Sec. 2.2). In the case of “soft” gating, to achieve the desired reduction in computation hard gating

must be applied during inference. In Tab. 2.3, we compare the classification accuracy of SkipNet

with “hard” (SkipNet-Hd) and “soft” gating (SkipNet-St) under similar computation cost3. We find

that SkipNet-Hd achieves much higher accuracy than SkipNet-St. We conjecture the inconsistency

between training and inference when using soft gating results in the gap in accuracy.

2.4 Related Work

Accelerating existing convolutional networks has been a central problem in real-world deployments

and several complementary approaches have been proposed. Much of this work focuses on model

compression [60, 68] and distillation [79]. [60] proposes using vector quantization and [68]

introduces trained quantization and Huffman coding to reduce the network sizes by orders of

magnitude and reduce the prediction cost several times. [79] introduces distillation to transfer

knowledge from a very deep network to a shallower one. These methods are applied after training

the initial networks and they are usually used as post-processing. Also, these optimized networks do

not dynamically adjust the model complexity in response to the input. Though these approaches are

considered as complementary approaches to ours, we show our dynamic network design actually

outpeforms the existing static compression techniques in the experiment section.

There are also related works [52, 63, 173] that adaptively adjust computation by examining

early termination. [63] proposes to predict halting in recurrent networks to save computational cost.

[52] and [173] propose the use of early termination in convolutional networks. [52], the closest

work to ours, studies early termination in each group of blocks of ResNets. In contrast, SkipNet

does not exit early but instead conditionally bypasses individual layers based on the output of the

proceeding layers which we show in experiments enables greater computation savings.

Another line of work [12, 65, 132, 181, 186] explores cascaded model composition. Close to our

proposed algorithm, [65] and [132] study reinforcement learning algorithms to address the decision

problem of the cascaded model composition. We extend reinforcement learning with supervised

loss to achieve faster convergence and improved accuracy and show the pure reinforcement learning

3We tune SkipNet-Hd to match the computation of SkipNet-St.



CHAPTER 2. BLOCK-LEVEL DYNAMIC ROUTING 21

algorithm is not stable and hard to tune to match the accuracy of the original models. Moreover, like

the work on early termination, this work follows a sequential progression through a sequence of

models. In contrast, SkipNets selectively include and exclude individual model layers on a per-input

basis.

The gating modules in SkipNets act as regulating gates for groups of layers and are related

to the gating designs in recurrent neural networks (RNN) [30, 80, 163, 170]. [80] proposes to

add gates to an RNN so that the network can keep important memory in network states, while

[170] introduces similar techniques to convolutional networks in order to learn very deep image

representation. [30] and [163] further apply gates to other image recognition problems. These

proposed gates are “soft” in the sense that the gate outputs are continuous values, while our gates

are “hard”, either executing or bypassing any given layer. We show in our experiment section that

“hard” gating is more preferable than “soft” gating in this problem.

2.5 Chapter Summary

We observe that the recent steady progress in computer vision models has been accompanied by

rapid increases in computational cost. This suggests that only a small fraction of images require the

full depth of large convolutional networks and thus the vast majority of images could be effectively

processed by shallower architectures.

To dynamically scale the depth of network on a per image basis we introduced SkipNet architec-

ture. The SkipNet architecture learns to dynamically skipping unnecessary layers on a per-input

basis, without sacrificing prediction accuracy. We framed the dynamic execution problem as a

sequential decision problem. To address the inherent non-differentiability of dynamic execution, we

proposed a novel hybrid learning algorithm which combines the merits of both supervised learning

and reinforcement learning.

We evaluated the proposed approach on four benchmark datasets, showing that SkipNets reduce

computation substantially while preserving the same accuracy as the original models on all datasets.

Compared to both state-of-the-art dynamic models (SACT and ACT models) and static compression

techniques, SkipNets obtain better accuracy with lower computation on both the ImageNet and

CIFAR-10 benchmarks. We hypothesize that framing the skipping problem as a sequential decision

problem instead of a halting problem used in SACT and ACT models empowers flexibility of the

decision making and thus leads to better skipping policies. Moreover, we visualize the skipping

patterns to show that SkipNets can identify hard and easy examples and route them effectively.

We believe this work could be generalized beyond sequential graphs to allow cycles of lay-

ers. This more complex skipping behavior could allow greater parameter sharing and dynamic

architecture design on a per image basis.
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Chapter 3

Channel-Level Dynamic Routing

3.1 Overview

Increasing network depth has been a dominant trend [73] in the design of deep neural networks

for computer vision. However, increased network depth comes at the expense of computational

overhead and increased training time. To reduce the computational cost of machine translation

models, Shazeer et al. [160] recently explored the design of “outrageously” wide sparsely-gated

mixture of experts models, which employs a combination of simple networks, called experts, to

determine the output of the overall network. They demonstrated that these relatively shallow models

can reduce computational costs and improve prediction accuracy. However, their resulting models

needed to be many times larger than existing translation models to recover state-of-the-art translation

accuracy. Expanding on this, preliminary work by Eigen et al. [45] demonstrated the advantages

of stacking two layers of mixture of experts models for MNIST digits classification. With these

results, a natural question arises: can we stack and train many layers of mixture of experts models to

improve accuracy and reduce prediction cost without radically increasing the network width?

In this paper, we explore the design of deep mixture of experts models (DeepMoEs) that compose

hundreds of mixture of experts layers. DeepMoEs combines the improved accuracy of deep models

with the computational efficiency of sparsely-gated mixture of expert models. However, constructing

and training DeepMoEs has several key challenges. First, mixture decisions interact across layers

in the network requiring joint reasoning and optimization. Second, the discrete expert selection

process is non-differentiable, complicating gradient-based training. Finally, the composition of

multiple mixture of experts models increases the chance of degenerate (i.e., singular) combinations

of experts at each layer.

To address these challenges we propose a general DeepMoE architecture that combines a deep

convolutional network with a shallow embedding network and a multi-headed sparse gating network

(see Fig. 3.1). The shallow embedding network terminates in a soft-max output layer that computes

latent mixture weights over a fixed set of latent experts. These latent mixture weights are then

fed into the multi-headed sparse gating networks (with ReLU outputs) to select and re-weight the

channels in each layer of the base convolutional network. We then jointly train the base model,
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Figure 3.1: DeepMoE architecture.

shallow embedding network, and multi-headed gating network with an auxiliary classification loss

function over the shallow embedding network and sparse regularization on the gating network

outputs to encourage diversity in the latent mixture weights and sparsity in the layer selection. This

helps balance expert utilization and keep computation costs low.

Recent work [23] proves that the expressive power of a deep neural network increases super-

exponentially with its depth, based on the width. By stacking multiple mixture of expert layers and

dynamically generating the sparse channel weights, we analyze in Sec. 3.3 that DeepMoEs reserve

the expressive power of the unsparsified deep networks.

Based on this theoretical analysis, we further propose two variants wide-DeepMoE and narrow-

DeepMoE to improve prediction accuracy while reducing the computational cost compared to

standard convolutional networks. For wide-DeepMoEs, we first double the number of channels in

the standard convolutional networks and then replace the widened convolutional layers with MoE

layers. We examine in experiments that if only half of channels in the widened layers are selected

at inference, wide-DeepMoE is able to achieve higher prediction accuracy due to the increase of

model capacity while maintaining the same computational cost as the unwidened network. For

narrow-DeepMoEs, we directly replace the convolutional layers with MoE layers in the standard

convolution networks which generalizes the existing work [115] on dynamic channel pruning

and produces models that are more accurate and more efficient than the existing channel pruning

literature.

We empirically evaluate the DeepMoE architecture on both image classification and semantic

segmentation tasks using four benchmark datasets (i.e.,CIFAR-10, CIFAR-100, ImageNet2012,

CityScapes) and conduct extensive ablation study on the gating behavior and the network design

in Sec. 3.4. We find that DeepMoEs achieves the goal of improving the prediction accuracy with
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reduced computational cost on various benchmarks.

Our contributions can be summarized as: (1) We first propose a novel DeepMoE design

which allows the network to dynamically select and execute part of the network at inference.

(2) We theoretically analyze that the proposed DeepMoE design preserves the expressive power

of a standard convolutional network with reduced computational cost. (3) We further introduce

two DeepMoE variants that are more accurate and efficient than the prior methods on different

benchmarks.

3.2 Deep Mixture of Expert: Channel-Level Dynamics

In this section, we first describe the DeepMoE formulation and then introduce the detailed architec-

ture design and loss function formulation.

Mixture of Experts

The original mixture of experts [89] formulation combines a set of experts (classifiers), E1, ..., EC ,

using a mixture (gating) function G that returns a distribution over the experts given the input x:

y =
C
∑

i=1

G(x)iEi(x). (3.1)

Here G(x)i is the weight assigned to the ith expert Ei. Later work [25] generalized this mixture

of experts formulation to a non-probabilistic setting where the gating function G outputs arbitrary

weights for the experts instead of probabilities. We adopt this non-probabilistic view since it

provides increased flexibility in re-scaling and composing the expert outputs.

DeepMoE Formulation

In this work, we propose the DeepMoE architecture which extends the standard single-layer MoE

model to multiple layers within a single convolutional network. While traditional MoE frameworks

focus on the model level combinations of experts, DeepMoE operates within a single model and

treats each channel as an expert. The experts in each MoE layer consist of the output channels of the

previous convolution operation. In this section, we derive the equivalence between gated channels

in a convolution layer and the classic mixture of experts formulation.

A convolution layer with tensor input x having spatial resolution W ×H and C in input channels,

and C in × k × k × Cout convolutional kernel K of dimension k × k can be written as:

zo,s,t =
C in
∑

i=1

k−1
∑

u=0

k−1
∑

v=0

Ki,u,v,oxi,s+u,t+v, (3.2)
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where z is the Cout ×W ×H output tensor. To construct an MoE convolutional layer we scale the

input channels by the gate values g ∈ R
C in

for that layer and rearrange terms:

zo,s,t =
C in
∑

i=1

k−1
∑

u=0

k−1
∑

v=0

giKi,u,v,oxi,s+u,t+v (3.3)

=
C in
∑

i=1

gi

(

k−1
∑

u=0

k−1
∑

v=0

Ki,u,v,oxi,s+u,t+v

)

, (3.4)

Defining convolution operator ∗, we can eliminate the summations and subscripts in (3.4) to obtain:

z =
C in
∑

i=1

giKi ∗ xi =
C in
∑

i=1

giEi (x) . (3.5)

Thus, we have shown that gating the input channels to a convolutional network is equivalent to

constructing a mixture of experts for each output channel. In the following sections, we describe

how the gate values g are obtained for each layer and then present how individual mixture of experts

layers can be efficiently composed and trained in the DeepMoE architecture.

DeepMoE Architecture

DeepMoE is composed of three components: a base convolutional network, a shallow embedding

network, and a multi-headed sparse gating network.

The base convolutional network is a deep network where each convolution layer is replaced

with an MoE convolution layer as described in the previous section. In our experiments we use

ResNet [73] and VGG [165] as the base convolutional networks.

The shallow embedding network maps the raw input image into a latent mixture weights to

be fed into the multi-headed sparse gating network. To reduce the computational overhead of the

embedding network, we use a 4-layer (for CIFAR) or 5-layer (for ImageNet) convolutional network

with 3-by-3 filters with stride 2 (roughly 2% of the computation of the base models).

The multi-headed sparse gating network transforms the latent mixture weights produced by

the shallow embedding network into sparse mixture weights for each layer in the convolutional

network. The gate for layer l is defined as:

Gl(e) = ReLU(W l
g · e), (3.6)

where e is the output of the shared embedding network M and W l
g are the learned parameters which,

using the ReLU operation, project the latent mixture weights into sparse layer specific gates.

We refer to this gating design as on demand gating. The number of experts chosen at each level

is data-dependent and the expert selection across different layers can be optimized jointly. Unlike

the “noisy Top-K” design in [160], it is not necessary to determine the number of experts at each

layer and indeed each layer can learn to use a different number of experts.
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DeepMoE Training

As with standard convolutional neural networks, DeepMoE models can be trained end-to-end

using gradient based methods. The overall goals of the DeepMoE are threefold: (1) achieve high

prediction accuracy, (2) lower computation costs, and (3) keep the network highly expressive. Thus,

DeepMoE must learn a gating policy that selects a diverse, low-cost mixture of experts for each

input. To this end, given the input x and the target y, we define the learning objective as

J (x; y) = Lb(x; y) + λLg(x) + µLe(x; y), (3.7)

Lb is the cross entropy loss for the base convolutional model, which encourages a high prediction

accuracy.

The Lg term defined:

Lg(x) =
L
∑

l=1

||Gl(M(x))||1, (3.8)

is used to control the computational cost (via the λ parameter) by encouraging sparsity in the gating

network.

Finally, we introduce an additional embedding classification loss Le, which is the cross-entropy

classification loss. This encourages the embedding or some transformation of the embedding to

be predictive of the class label, preventing the phenomenon of gating networks converging to an

imbalanced utilization of experts [160]. The intutition behind this loss construction is that examples

from the same class should have similar embeddings and thus similar subsequent gate decisions,

while examples from different classes should have divergent embeddings, which would in turn

discourage the network from over-using a certain subset of channels.

Because the DeepMoE loss is differentiable we train all three sub-networks jointly using

stochastic gradient descent. Once trained, we then set λ and µ to 0 and continue to train a few more

epochs to refine the base convolutional network.

3.3 Theoretical Analysis on Expressive Power

The expressive power of deep neural networks is associated with both the width and the depth of the

network. Intuitively, the wider the network is, the more expressive power the network has. Cohen et

al. [23] proves that the expressive power of a deep neural network increases super-exponentially

with respect to the network depth, based on the network width. In this section, we demonstrate that

due to the dynamic execution nature and the multi-layer stacking design, DeepMoE preserves the

expressive power of a standard unsparsified neural network with reduced runtime computational

cost.

We define the expressive power of a convolutional neural network as the ability to construct

labeling to differentiate input values. Following Cohen et al. [23], we view a neural network as a

mapping from a particular example to a cost function ( e.g., negative log probability) over labels.

The mapping can be represented by a tensor Ay operated on the combination of the representation

functions.
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Figure 3.2: Gated residual block designs.

More concretely, the rank of Ay, which scales as n2L with measure 1 over the space of all

possible network parameters (n is the number of channels of a convolutional layer, a.k.a, network

width; and L is the network depth), is a measure of the expressive power of a neural network as

established in [23]. In static channel pruning, if m channels are kept, then the expressive power of

the pruned network becomes m2L which is a strict subspace of n2L as m < n.

What makes our DeepMoE prevail is that (the sparsity pattern of) our mapping Ay depends

on the data. We provide theoretical analysis that DeepMoE has an expressive power of n2L with

probability 1 −
(

m

n

)−L
when stacking multiple MoE layers, indicating DeepMoE preserves the

expressive power of the unsparsified network.

Motivated by the theoretical analysis, we propose two variants of DeepMoE: wide-DeepMoE and

narrow-DeepMoE. In the former one, we first increase the number of channels in the convolutional

networks to increase the expressive power of the network and then replace the widened layers

with MoE layers. By controlling the number of channels selected at runtime, we can improve the

prediction accuracy with the same amount of the computation as the unwidened network. This

design has the potential to be applied to the real-world deployment on the new hardware architecture

supporting dynamic routing, e.g., TPU, where we can place a wide network on it and only execute

part of the network at runtime instead of placing a static thin network with the same amount of

computation. Narrow-DeepMoE is closer to the dynamic channel pruning setting in [113] and

comparable to the traditional static channel pruning.

3.4 Experiments

In this section, we first evaluate the performance of both wide-DeepMoE and narrow-DeepMoE on

the image classification (Sec. 3.4 and 3.4) and semantic segmentation tasks (Sec. 3.4). We observe

that DeepMoEs can achieve lower prediction error rate with reduced computational cost. We also

analyze the behavior of our gating network, DeepMoEs regularization effect, and other strategies

for widening the network in Sec. 3.4.

Datasets. For the image classification task, we use the CIFAR-10 [101], CIFAR-100 [101] and
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Table 3.1: Wide-DeepMoE evaluation on ImageNet.

Model Top-1 Error Rate (%)

ResNet-18 30.24

Hard MoE [64] 30.43

Wide-DeepMoE-18 29.05

ResNet-34 26.70

Wide-DeepMoE-34 25.87

ResNet-50 23.85

Wide-DeepMoE-50 22.88

ImageNet 2012 datasets [157]. For the semantic segmentation task, we use the CityScapes [26]

dataset, which provides pixel-level annotations in the images with a resolution of 2048×1024. We

apply standard data augmentation using basic mirroring and shifting [183] for CIFAR datasets and

scale and aspect ratio augmentation with color perturbation [201] for ImageNet. We follow [206] to

enable random cropping and basic mirroring and shifting augmentation for the CityScapes dataset.

Models. We examine DeepMoE with VGG [165] and ResNet [73] network designs as the base

convolutional network (a.k.a, backbone network). VGG is a typical feed-forward network without

skip connections and feature aggregation while ResNet, which is composed of many residual blocks,

has more complicated connections. To construct DeepMoE, we add a gating header after each

convolutional layer in VGG and modify the residual blocks in ResNet (Fig. 3.2).

In wide-DeepMoE, we increase the number of channels in each convolutional layer by a factor

of two unless stated otherwise. In narrow-DeepMoE, we retain the same channel configuration as

the original base convolutional model.

Training. To train DeepMoE we follow common training practices [73, 208]. For the CIFAR

datasets, we start training with learning rate 0.1 for ResNet and 0.01 for VGG16, which is reduced

by 10× at 150 and 250 epochs with total 350 epochs for the baselines and 270 epochs for DeepMoE

joint optimization stage and another 80 epochs for fine-tuning with fixed gating networks.

For ImageNet, we train the network with initial learning rate 0.1 for 100 epochs and reduce it by

10× every 30 epochs. We do not further fine-tune the base convolutional network on ImageNet as

we find the improvement from fine-tuning is marginal compared to that on CIFAR datasets.

We set the computational cost parameter λ in the DeepMoE loss function (Eq. 4.12) between

[0.001, 8] (larger values reduce computation) and µ = 1 for the CIFAR datasets to match the scale

of the cross entropy loss on the base model. For ImageNet we set µ = 0 to improve base model

feature extraction. The training schedule for semantic segmentation is detailed in Sec. 3.4.

Wide-DeepMoE

In this section, we evaluate the performance of wide-DeepMoE as well as its memory usage.
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Table 3.2: Wide-DeepMoE with ResNet-56 and ResNet-100 on CIFAR.

Dataset Model Top-1 Error Rate (%)

CIFAR-10
ResNet-56 6.55

Wide-DeepMoE-56 6.03

CIFAR-100

ResNet-56 31.46

Wide-DeepMoE-56 29.77

ResNet-110 29.45

Wide-DeepMoE-110 26.14

(a) DeepMoE vs RNP (b) DeepMoE vs Static Pruning (c) DeepMoE vs Static Pruning

Figure 3.3: Benmark comparison on CIFAR-10 and 100.

Improved Accuracy with Reduced Computation

To conduct the evaluation, we first increase the number of channels in the residual networks by a

factor of 2 and then control the sparsification so that on average half of the convolutional channels

are selected at the inference time. Through our evaluations we find that wide-DeepMoE has lower

prediction error rate than the standard ResNets on ImageNet (Tab. 3.1), CIFAR-10 and CIFAR-100

(Tab. 3.2).

We evaluate ResNet-56 and ResNet-110 on the CIFAR-10 and CIFAR-100 datasets and ResNet-

18, ResNet-34, ResNet-50 on ImageNet, using the basic block (Fig. 3.2a) for 18 and 34 and

bottleneck-A(Fig. 3.2b) for 50. The more memory efficient bottleneck-B (Fig. 3.2c) is also adopted

on ImageNet.

As expressed in Tab. 3.1, wide-DeepMoE is able to reduce the error rate of the ImageNet

benchmark without increasing the computational cost (measured by FLOPs) with networks of

different depths. In particular, wide-DeepMoE with ResNet-18 and 34 reduce ∼ 1% Top-1 error on

ImageNet on which the previous work [64] fails to show any improvement. Similar results can be

observed on CIFAR datasets as shown in Tab. 3.2, where wide-DeepMoE improves the prediction

accuracy of the baseline ResNet by 3∼4% on CIFAR-100 and 0.5% on CIFAR-10.

Memory Usage

Another aspect to consider about DeepMoE is its memory footprint (proportional to the number

of parameters). We examine the memory usage of wide-DeepMoE with widened ResNet-50 as
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the backbone network and compare it to the standard ResNet-101 which has a similar prediction

accuracy. We find that wide-DeepMoE using Bottleneck-A (Fig. 3.2b) achieves a 22.88% Top-1

error rate, which compared to ResNet-110 with an error rate of 22.63%, is only 0.2% lower in error

but requires 20% less computation. Moreover, wide-DeepMoE using Bottleneck-B (Fig. 3.2c),

which is more memory efficient than Bottleneck-A (Fig. 3.2b), achieves 22.84% top-1 error with 6%

less parameters and 18% less FLOPs than the standard ResNet-101 indicating that wide-DeepMoE

is competitive on the memory usage.

Narrow DeepMoE

In this section we compare DeepMoE to current static and dynamic channel pruning techniques.

We show that DeepMoE is able to out-preform both dynamic and static channel pruning techniques

in prediction accuracy while maintaining or reducing computational costs.

Narrow-DeepMoE vs Dynamic Channel Pruning

DeepMoE generalizes existing channel pruning work since it both dynamically prunes and re-scales

channels to reduce the computational cost and improve accuracy. In previous dynamic channel

pruning work [115], channels are pruned based on the outputs of previous layers. In contrast, the

gate decisions in DeepMoEs are determined in advance based on the shared embedding (latent

mixture weights) which enables improved batch parallelism at inference.

We compare DeepMoE to the latest dynamic channel pruning work RNP [115] with VGG-161

as the base model on CIFAR-100. As we can see from Fig. 3.3a, without fine-tuning, the prediction

error and computation trade-off curve (dotted blue line) of DeepMoE is much flatter than RNP

(dotted red line) which indicates DeepMoE has a greater reduction in computation without loss

of accuracy. Moreover, when fine-tuning DeepMoE for only 10 epochs (dotted green line in

Fig. 3.3a), DeepMoE improves the prediction accuracy by a large margin by 4% which is a ∼ 13%

improvement over the baseline VGG model due to the regularization effect of DeepMoE (Sec. 3.4).

Narrow-DeepMoE vs Static Channel Pruning

Similarly, DeepMoE outperforms the state-of-the-art static channel pruning results [126, 73, 113,

86] on both ImageNet shown in Tab. 3.3 and the CIFAR-10 dataset in Fig. 3.3b and 3.3c. DeepMoE

with ResNet-50 reduces 56.8% of the computation of the standard ResNet-50 with a top-1 error rate

of 26.21%, approximately 2% better than He et al. [78], which currently has the best accuracy for

an equivalent amount of computation among previous work on ImageNet. Fig. 3.3b and 3.3c show

that DeepMoE achieves a higher accuracy less computation times than current techniques.

1Our baseline accuracy is higher than RNP since we use a version with batch normalization in contrast to the

published method.
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Table 3.3: Pruned ResNet-50 on ImageNet.

Model Top-1 Top-5 FLOPs(x109) Reduct.(%)

SSS [86] 26.8 - 3.0 20.3

Li et al. [113] 27.0 8.9 3.0 19.0

He et al. [78] - 9.2 1.9 50.0

ThiNet [126] 29.0 10.0 1.7 55.8

DeepMoE 26.2 8.4 1.6 56.8

Figure 3.4: Gate embedding shuffling.

Analysis

In this section, we first analyze the effectiveness of the gating behavior in generating embeddings

that are predictive of the class label and thus its ability balance expert utilization. We then study

the regularization effect of DeepMoEs sparsification of the channel outputs. Lastly, we explore

the effects of widening certain combinations of layers in a network as opposed to widening all

convolutional layers as we do in DeepMoE.

Gating Behavior Analysis

To analyze the gating behavior of DeepMoE, we evaluate the trained DeepMoE with VGG-16 as

follows: for a given fine-grained class A (e.g., dolphin), we re-assign the gate embedding for each

input in class A with a randomly chosen gate embedding from other classes either within the same

coarse category (referred to as in-group shuffling) or different categories (referred to as out-of-group

shuffling).

In Fig. 3.4, we plot the test accuracy of class dolphin, belonging to the coarse category aquatic

mammals with randomly selected gate embeddings (repeated 20 times for each input) from 5 classes

in the same coarse category (in red) and 5 classes for other coarse categories (in blue). Fig. 3.4

shows that the test accuracy with in-group embeddings is 20-60% higher than with out-of-group

shuffling. Especially when applying the gate embeddings from the tulip category, the test accuracy

drops to 1% while the accuracy with in-group shuffling is mostly above 50%. This indicates that the

latent mixture of weights are similar for semantically related image categories, and since DeepMoE

is never given this coarse class structure, our results are significant.
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Table 3.4: Different widening strategies for VGG16 on CIFAR-100.

Control Model Params FLOPs (x108) Acc. (%)

Params

W1-High 24.15M 3.51 71.96

W1-Mid 24.16M 9.18 72.02

W4-Low 24.18M 43.16 72.51

W13-All 24.18M 8.15 73.91

Params & FLOPs

W1-High 24.15M 2.98 73.28

W1-Mid 24.16M 2.74 72.68

W4-Low 24.18M 2.45 73.33

W13-All 24.18M 2.29 73.39

Regularization Effect of DeepMoE

Since DeepMoE sparsifies the channel outputs during training and testing, we study the regulariza-

tion effect of such sparsification. We increase the number of channels of a modified ResNet-18 with

bottleck-B (in Fig. 3.2c) by 2-8× on CIFAR-100. In Fig. 3.5, we plot the accuracy and computation

FLOPs of the baseline widened ResNet-18 models (in blue) and wide-DeepMoE (in orange) with

λ = 2.

Figure 3.5: Regularization Effect of DeepMoE on Widened ResNet.

Fig. 3.5 suggests that DeepMoE has a lower computation cost and higher accuracy than the

baseline widened ResNet, and the advantages of DeepMoE increase with the width of the base

convolutional network. This indicates a potential regularization effect to the DeepMoE design.

DeepMoE vs Single-Layer MoE

So far in our experiments, we have widened the network by increasing the number of experts/chan-

nels for all convolutional layers. Here, we study other strategies for widening the network. We try

to widen the VGG-16 model in four different kinds of layers: the top layer (W1-High), the middle

layer (W1-Mid), the lower 4 layers (W4-Low), and finally all the 13 convolutional layers (W13-All)

as used in all the other experiments (details in Sec. A.2).

As shown in Tab. 3.4, the prediction accuracy of W13-All is strictly better than that of a single-

layer MoE, even though they have the same number of parameters. Adding MoE to the bottom
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Table 3.5: Segmentation Results on CityScapes.
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DRN-A-50 96.9 77.4 90.3 35.8 42.8 59.0 66.8 74.5 91.6 57.0 93.4 78.7 55.3 92.1 43.2 59.5 36.2 52.0 75.2 67.3 703

wide-DeepMoE-50-A 97.2 78.9 90.3 45.6 48.4 56.2 61.6 72.9 91.6 60.7 94.2 77.4 50.6 92.5 48.7 68.7 44.1 52.7 74.2 68.8 804
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wide-DeepMoE-50-B 97.5 80.4 91.0 48.9 50.6 58.5 65.7 75.3 92.0 60.1 94.7 79.2 54.7 93.2 53.8 73.2 53.2 54.8 75.6 71.2 1738

or top layers is more effective than adding it to the middle layer. Alternatively, if we control both

the number of parameters and the computation FLOPs, the accuracy differences between different

strategies are reduced but W13-All is still favorable to other widening strategies.

Semantic Segmentation

Semantic image segmentation requires predictions for each pixel, instead of one label for the

whole image in classification. We evaluate DeepMoE on the segmentation task to understand its

generalizability. In specific, we apply DeepMoE to DRN-A [206], which adopts ResNet architecture

as the backbone, and evaluate the results on the popular segmentation dataset CityScapes [26]. We

follow the same training procedure as Yu et al. [206] for fair comparison. The optimizer is SGD

with momentum 0.9 and crop size 832. The starting learning rate is set to 5e-4 and divided by 10

after 200 epochs. The intersection-over-union (IoU) scores and computation costs in FLOPs of

DeepMoE are presented in Tab. 3.5.

The hyper-parameter λ can adjust the trade-offs between computer efficiency and prediction

accuracy. Our efficient model wide-DeepMoE-50-A beats the baseline by 1.5% of mIoU with a

slight increase in FLOPs, while our accurate model wide-DeepMoE-50-B outperforms the wide

baseline by almost 2% mIoU with lower FLOPs. These results indicate DeepMoE is effective on

pixel-level prediction such as semantic segmentation as well as image classification.

3.5 Related Work

Mixture of experts. Jacobs et al. [89] introduced the original formulation of mixture of experts

(MoE) models. In this early work, they describe a learning procedure for systems composed of

many separate neural networks each devoted to subsets of the training data. Later work [24, 25,

91] applied the MoE idea to classic machine learning algorithms such as support vector machines.

More recently, several [160, 64, 1] have proposed MoE variants for deep learning in language

modeling and image recognition domains. These more recent efforts to combine deep learning

and mixtures of experts have focused on mixtures of deep sub-networks rather than stacking many

mixture of expert models. While preliminary work by Eigen et al. [45] explored stacked MoE

models, they only successfully demonstrated networks up to depth two and only evaluated their

design on MNIST Digits. In contrast, we construct deep models with hundreds of MoE layers
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based on a shared shallow embedding rather than the layer outputs [45] which makes DeepMoE

more suitable to parallel hardware with batch parallelism as the gate decisions are pre-determined.

We also address several of the key challenges around the design and training of multi-layer MoE

models. More recently, the mixture of experts design has been applied in different applications, e.g.,

video captioning [187], multi-task learning [128], etc.

Conditional computation. Related to mixture of experts, recent works by Bengio et al. [8, 9, 22]

explored conditional computation in the context of neural networks which selectively executes part

of the network based on the input. They use reinforcement learning (RL) for the discrete selection

decisions which are delicate to train while our sparsely-gated DeepMoE design can be embedded

into standard convolutional networks and optimized with stochastic gradient descent.

Dynamic channel pruning. To reduce storage and computation overhead, many [113, 78, 126]

have explored channel level pruning which removes entire channels at each layer in the network

and thus leads to structured sparsity. However, permanently dropping channels limits the network

capacity. Bridging conditional computation and channel pruning, recent works [115, 188, 197] have

explored dynamic pruning, which use per-layer gating networks to dynamically drop individual

channels or entire layers based on the output of previous layers. Therefore the channels to be

dropped are dependent on the input, resulting in a more expressive network than one that applies

static pruning techniques. Like the work on conditional computation [186], dynamic pruning relies

on sample inefficient reinforcement learning techniques to train many convolutional gates. In this

work, we generalize the earlier work on dynamic channel pruning by introducing a more efficient

shared convolutional embedding and simple ReLU based gates to enable sparsification and feature

re-calibration and allowing end-to-end training using stochastic gradient descent.

3.6 Chapter Summary

In this work we introduced our design of deep mixture of experts models, which produces a more

accurate and computationally inexpensive model for computer vision applications. Our DeepMoE

architecture leverages a shallow embedding network to construct latent mixture weights, which is

then used by sparse multi-headed gating networks to select and re-weight individual channels at

each layer in the deep convolutional network. This design in conjunction with a novel sparsifying

and diversifying loss enabled joint differentiable training, addressing the key limitations of existing

mixture of experts approaches in deep learning. We provided theoretical analysis on the expressive

power of DeepMoE and proposed two design variants. The extensive experimental evaluation

indicated that DeepMoE can reduce computation and surpass accuracy over baseline convolutional

networks, as well as improving upon the residual network result on the challenging ImageNet

benchmark by a full 1%. Through our analysis we were also able to prove that our embedding

and gating network is able to resolve coarse grain class structure in the underlying problem. This

work shows promising results when applied to semantic segmentation tasks, and could be incredibly

useful for various other problems.
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Chapter 4

Uncertainty-Aware Model Cascades

4.1 Overview

Advances in deep learning have enabled substantial recent progress on challenging machine learning

benchmarks. As a consequence, deep learning is being deployed in real-world applications, ranging

from automated video surveillance, to voice powered personal assistants, to self-driving cars. In

these applications, accurate predictions must be delivered in real-time (e.g, under 200ms) under

heavy query load (e.g., processing millions of streams) with limited resources (e.g., limited GPUs

and power).

The need for accurate, low-latency, high-throughput, and low-cost predictions has forced the

machine learning community to explore a complex trade-off space spanning model and system

design. For example, several researchers have investigated techniques for performing deep learning

model compression [205, 35, 33]. However, model compression primarily reduces model memory

requirements so as to fit on mobile devices or in other energy-bounded settings. There is a limit

to how far compression-based techniques can be pushed to reduce latency at inference time while

retaining state-of-the-art accuracy across all inputs.

We conjecture that in the pursuit of improved classification accuracy the machine learning

community has developed models that effectively “overthink” on an increasing fraction of queries.

To support this conjecture we show that while the cost of computing predictions has increased by

an order of magnitude over the past 5 years, the accuracy of predictions on a large fraction of the

ImageNet 2012 validation images has remained constant (see Fig. 4.2). This observation suggests

that if we could distinguish between easy and challenging inputs (e.g., images) and only apply more

advanced models when necessary, we could reduce computational costs without impacting accuracy.

In this paper we study the design of prediction cascades as a mechanism to exploit this conjecture

by combining fast models with accurate models to increase throughput and reduce mean latency

without a loss in accuracy.

Though prediction cascades are well established in the machine learning literature [156, 182, 4,

13], the classic approaches focused on detection tasks and developed cascades for early rejection

of negative object or region proposals – leveraging the class asymmetry of detection tasks. In this
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Figure 4.1: IDK cascade illustration.

paper, we revisit the question of how to effectively build model cascades with little training overhead

to trade off between prediction accuracy and cost, extending to any multi-class classification task.

We introduce IDK prediction cascades, a general framework to accelerate inference without

reducing prediction accuracy by composing pre-trained models. IDK prediction cascades (see

Fig. 4.1) are composed of IDK classifiers which are constructed by attaching an augmenting

classifier to the existing classifiers, base models, enabling the IDK classifiers to predict an auxiliary

“I don’t know” (IDK) class besides the original prediction classes. The augmenting classifiers, which

are light-weighted (the computational cost is negligible compared to the cost of the base models)

and independent from the base model architectures, measure the uncertainty of the base model

predictions. When an IDK classifier predicts the IDK class the subsequent model in the cascade

is invoked. The process is repeated until either a model in the cascade predicts a real class or the

end of the cascade is reached at which point the last model must render a prediction. Furthermore,

we can introduce a human expert as the last model in an IDK cascade to achieve nearly perfect

accuracy while minimizing the cost of human intervention.

The base models in the model cascades are treated as black-boxes and thus the proposed

framework can be applied to any existing model serving systems [27, 140] with little modification.

In addition, the proposed IDK cascade framework model naturally fits the edge-cloud scenario

where the fast models can be deployed on edge devices (e.g. Nvidia Drive PX2, Jetson TX2, etc.)

while the expensive models are stored in the cloud and are only triggered when the fast model is not

certain about a prediction.

To build such model cascade, we need to address the following problems: (1) without retraining

the base models or obtaining the base model architecture, what is the best measure available to

distinguish the easy and hard examples in the workload? (2) to construct the IDK classifiers

that can effectively decide the execution path for the given input while not introducing additional

computational overhead, what is the proper objective to balance the computational cost and the

overall prediction accuracy of the model cascades?

In this work, we propose two search-based methods for constructing IDK classifiers: cascading

by probability and cascading by entropy. Cascade by probability examines the confidence scores

of a model directly to estimate uncertainty. Cascade by entropy leverages well-calibrated class

conditional probabilities to estimate model uncertainty. Both techniques then search to find the
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optimal uncertainty threshold at which to predict the IDK class for each model in the cascade. When

the uncertainty in a predicted class exceeds this threshold, the model predicts the IDK class instead.

While both search-based methods produce reasonable prediction cascades, neither leverages the

cascade design when training the augmenting classifier.

As a third approach to constructing IDK classifiers we cast the IDK cascade problem in the

context of empirical risk minimization with an additional computational cost term and describe how

the objective can be easily incorporated into gradient based learning procedures. The empirical risk

minimization based approach allows the IDK classifier to trade-off between cascade accuracy and

computational cost when building the prediction cascade.

We apply all three techniques to the image classification task on ImageNet2012 and CIFAR10 to

demonstrate we can reduce computation by 37%, resulting in a 1.6x increase in throughput, while

maintaining state-of-the-art accuracy. We conduct a detailed study of the impact of adding the

computational-cost term to the objective and show that it is critical for training the augmenting

classifiers. Compared to the cascades built with cost-oblivious objectives which cannot usually

achieve the desired accuracy, the proposed cost-aware objective better serves the goal of model

cascading. Furthermore, we demonstrate that in a real autonomous vehicle setting the IDK cascades

framework can be applied in conjunction with human experts to achieve 95% accuracy on driving

motion prediction task while requiring human intervention less than 30% of the time.

4.2 Motivating Example
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Figure 4.2: ImageNet model statistics.

In the pursuit of improved accuracy, deep learning models are becoming increasingly expensive

to evaluate. To illustrate this trend, in Fig. 4.2c we plot the throughput for six benchmark models on

the ImageNet 2012 datasets. We observe that prediction throughput has decreased by more than an

order of magnitude. We expect the trend towards more costly models to continue with improvements

in model design and increased adoption of ensemble methods [79]. In contrast, as Fig. 4.2b shows,

the gains in prediction accuracy have increased much more slowly. A result of this trend is that even

the cheaper and less advanced models can correctly classify many of the examples.

Easy Samples: For many prediction tasks, less accurate models are adequate most of the time.

For example, a security camera may observe an empty street most of the time and require a more

sophisticated model only in the infrequent events that people or objects enter the scene. Even in

the standard benchmarks, many of the examples can be correctly classified by older, less advanced
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models. In Fig. 4.2d we plot the percentage of images that were correctly classified by an increasing

fraction of models. We observe that a large fraction (≈ 48%) of the images are correctly classified

by all six of the models, suggesting that these images are perhaps inherently easier and may not

require the recent substantial increases in model complexity and computational cost.

4.3 IDK Prediction Cascades

We start describing the IDK prediction cascade framework by examining simple two model cascades

and then extend these techniques to deeper cascades at the end of this section. We start by

formalizing two element cascades for the multiclass prediction problem.

We consider the k class multiclass prediction problem in which we are given two pre-trained

models: (1) a fast but less accurate model mfast and (2) an accurate but more costly model macc. In

addition, we assume that the fast model estimates the class conditional probability:

mfast(x) = P̂(class label | x). (4.1)

Many multi-class estimators (e.g., DNNs trained using cross entropy) provide class conditional

probabilities. In addition, we are given a dataset D = {(xi, yi)}
n
i=1 consisting of n labeled data

points.

To develop IDK prediction cascades we introduce an additional augmenting classifier:

hα(m
fast(x))→ [0, 1], (4.2)

which evaluates the distributional output of mfast(x) and returns a number between 0 and 1 encoding

how uncertain the fast model mfast(x) is about a given prediction. The IDK classifier is composed

of the base model and the augmenting classifier. For simplicity, we will refer to training the

augmenting classifier as training the IDK classifier. In this paper we consider several designs for the

IDK classifier:

hprb
α (mfast(x)) = I

[

max
j

mfast(x)j < α

]

(4.3)

hent
α (mfast(x)) = I

[

H
[

mfast(x)
]

> α
]

(4.4)

hcst
α (mfast(x)) = σ

(

α1fα2

(

mfast(x)
)

+ α0

)

, (4.5)

where I is the indicator function, H is the entropy function:

H[mfast(x)] = −
k
∑

j=1

mfast(x)j · logm
fast(x)j, (4.6)

and f is a feature representation of mfast(x).
While f can be any featurization of the prediction mfast(x), in this work we focus on the entropy

featurization f = H as this is a natural measure of uncertainty. When using the entropy featurization,
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the IDK classifier hcst becomes a differentiable approximation of hent enabling direct cost based

optimization. In our experimental evaluation, we also evaluate fα2
(mfast(x)) = NNα2

(mfast(x))
which recovers a neural feature encoding of x and allows us to assess a neural network based IDK

classifier in the context of the differentiable cost based optimization.

Given an IDK classifier hα(·) we can define a two element IDK prediction cascade as:

mcasc(x) =

{

mfast(x) if hα(m
fast(x)) <= 0.5

macc(x) otherwise.
(4.7)

Thus, for a given choice of IDK classifier hα we only need to determine the optimal value for

parameter α to ensure maximum accuracy while minimizing the fraction of examples for which the

more expensive model is required. In the following, we formalize this objective and describe a set

of techniques for choosing the optimal value of α.

Given the above definition of an IDK prediction cascade we can define two quantities of interest.

We define the accuracy Acc(m) of a model m as the zero-one prediction accuracy evaluated on our

training data D:

Acc(m) =
1

n

n
∑

i=1

I

[

yi = argmax
j

m(xi)j

]

. (4.8)

We define the IDK rate IDKRate(h) of an IDK classifier h as the fraction of training examples that

are evaluated by the next model in the cascade:

IDKRate(h) =
1

n

n
∑

i=1

I
[

hα(m
fast(xi)) > 0.5

]

. (4.9)

Our goal in designing a prediction cascade is then to maintain the accuracy of the more accurate

model while minimizing the IDK rate (i.e., the fraction of examples that require the more costly

macc model). We formalize this goal as:

min
α

IDKRate(hα) (4.10)

s.t.: Acc(mcasc) ≥ (1− ǫ)Acc(macc). (4.11)

In the following we describe a set of search procedures for achieving this goal for each of the IDK

classifier designs.

Baseline Uncertainty Cascades

Similar to [93], as a baseline, we propose using the confidence scores (i.e. probability over the

predicted class) of mfast(x) and follow the IDK classifier design ( Eq. 4.3). The intuition is that if

the prediction of mfast is insufficiently confident then the more accurate classifier is invoked.

A more rigorous measure of prediction uncertainty is the entropy of the class conditional

probability. We therefore propose an entropy based IDK classifier in Eq. 4.4. The entropy based

IDK classifier captures the overall uncertainty as well as the certainty within the dominant class.
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Due to the indicator functions neither the cascade by probability (Eq. 4.3) nor the cascade by

entropy functions (Eq. 4.4) are differentiable. However, because the parameter α is a single scalar,

we can apply a simple grid to search procedure to find the optimal value for the threshold α.

Regularizing for Prediction Cost

The uncertainty based cascades described above adopt a relatively simple IDK classifier formulation

and rely on grid search to select the optimal parameters. However, by reframing the cascade

objective in the context of regularized empirical risk minimization and defining a differentiable

regularized loss we can admit more complex IDK classifiers.

In the framework of empirical risk minimization, we define the objective as the sum of the loss

L(·, ·) plus the computational cost C(·) of invoking the cascaded model:

J(α) =
1

n

n
∑

i=1

[L(yi,m
casc
α (xi)) + λ · C(mcasc

α (xi))] (4.12)

where λ is a hyper parameter which determines the trade-off between the cascade accuracy and

the computational cost. Because we are not directly optimizing the fast or accurate models we can

adopt the zero-one loss which is compatible with our earlier accuracy goal:

L(yi,m
casc
α (xi)) =

(

1− hα(m
fast(x))

)

· I[yi,m
fast(xi)]

+ hα(m
fast(x)) · I[yi,m

acc(xi)], (4.13)

where I[yi,m(xi)] is 1 if argmaxj m(xi)j 6= yi and 0 otherwise. The IDK classifier hα(m
fast(x))

governs which loss is incurred. It is worth noting that alternative loss formulations could be used to

further fine-tune the underlying fast and accurate model parameters in the cascaded setting.

The cascaded prediction cost C(·) is defined as:

C(mcasc
α (xi)) = cfast + hα(m

fast(x)) · cacc, (4.14)

where the computational cost of mfast and macc, are denoted by cfast and cacc respectively. In practice,

the cost of model mfast and macc could be measured in terms of multi-adds, latency, or number of

parameters. The formulation of Eq. 4.14 captures the cascade formulation in which the fast model

is always evaluated and the accurate model is evaluated conditioned on the IDK classifier decision.

Combining both prediction loss and computational cost of the IDK cascade, we can now use this

regularized loss objective function to optimize the IDK prediction cascade with stochastic gradient

descent based algorithms. This objective allows us to optimize both prediction precision and overall

computational cost in one pass and support more complex parametric IDK classifiers.

Beyond Two Element Cascades

We can extend the two element cascade to construct deeper cascades by introducing additional

IDK classifiers between each model and then either optimizing the IDK classifier parameters in
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a stage-wise fashion or by jointly optimizing the IDK classifiers using the extended loss function.

More precisely, for an N -model cascade where mj is the j-th model in the cascade, we define N − 1
IDK classifiers hαj

(mj(x)). For non-differentiable IDK classifiers with scalar parameters we can

apply the grid search procedure in a stage wise fashion starting with the least accurate model. For

more complex differentiable IDK classifiers we can define an extended loss:

L(yi,m
casc
α (xi)) =

N
∑

j=1

j−1
∏

q=0

pq(1− pj)I[yi,m
j(xi)] (4.15)

where pj = hαj
(mj(x)) and p0 = pN = 1. The computational cost function C(·) is then generalized

as

C(mcasc
α (xi)) =

N
∑

j=1

j−1
∏

q=0

pqc
j (4.16)
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Figure 4.3: ImageNet Two Model Cascades.

In this section, we evaluate the proposed cascading methods in two scenarios: cascading machine

learning models with different computation budgets and collaboration between algorithms and

human.

To study the prediction accuracy and cost trade-off under each cascade design, we use standard

image classification benchmark tasks and models. We evaluate the cascaded models on ImageNet

2012 [103] and CIFAR-10 [102]. We assess whether the proposed IDK cascade approaches can



CHAPTER 4. UNCERTAINTY-AWARE MODEL CASCADES 42

match the state-of-the-art accuracy while significantly reducing the cost of rendering predictions.

We also evaluate the robustness of the proposed framework on CIFAR-10.

To assess how cascades can be used to augment models with human intervention, we evaluate a

motion prediction task, a representative of autonomous vehicle workloads [202]. In this human-in-

the-loop prediction task, the human serves as the accurate model to further improve the accuracy

and safety of autonomous driving. The cascade design is used to determine when the fast model can

no longer be trusted and human intervention is required (e.g., by taking over steering).
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Figure 4.4: Three Model Cascade Results.

We evaluate each cascade using a range of different metrics. The accuracy and IDK rate

correspond to the accuracy and IDK rate defined in Eq. 4.8 and Eq. 4.9 respectively. In the multi-

model cascade setting, we measure IDK Rate at each level in the cascade. As a measure of

computational cost we compute the average flops which is the average floating point arithmetic

operations required by the model cascade. Finally, as a relative measure of runtime we compute the

relative computational cost which is computed as FLOPcasc/FLOPacc.

Image Classification on ImageNet

We first demonstrate that the proposed IDK model cascade framework can preserve the accuracy of

the expensive models without a loss while reducing the overall computational cost.

Experimental Details

On the ImageNet 2012 dataset we study cascades assembled from pre-trained models including

AlexNet [104] and residual networks of various depths including ResNet-18, ResNet-34, ResNet-50,

and ResNet-152 [73]. Detailed statistics such as top-1 accuracy, FLOPs, etc of the models are

shown in Fig. 4.2. To train the IDK classifiers, we sample 25.6K training images randomly from the

ImageNet 2012 training data and report the cascade accuracy on the entire ImageNet 2012 validation

data. In grid search for cascade by probability and entropy, we evaluate 100 different settings of α
and select the cascade which has the lowest IDK rate while reaching the desired accuracy. Because

1% reduction in accuracy can translate to a nearly 30% reduction in computational cost on ImageNet

(as measured in flops), we set the desired accuracy to be the same as the ResNet-152 (i.e., setting

ǫ = 0 in Eq. 4.11).

For cascade by entropy via cost-aware objective, we set the hyper-parameter λ = 0.04 across

different model combinations and use the actual FLOPs number of each model as the model cost in
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the objective. We also compare against a cascade constructed using an oracle IDK classifier as a

cascade accuracy upper bound which optimally selects between the fast and accurate models. In

addition to proposed cascade designs, we include two more IDK cascades constructed by supervised

training an IDK classifier of the form in Eq. 4.5 using the oracle labels with cost-oblivious objectives.

We discuss these alternative baselines in more detail in the next section.

Computation Reduction

Detailed results are shown in Fig. 4.3. We find the best cascade design employs the Entropy features

and regularized cost formulation to combine the ResNet-50 and ResNet-152 models. This cascade

is able to reduce prediction costs by 37% while achieving the accuracy of the most computationally

expensive model. This is also close to the oracle performance, though it assumes a perfect IDK

classifier (i.e. the IDK classifier can distinguish the correctness predictions of the fast model with

100% accuracy and only passing the incorrect predictions to the accurate model). In general we find

that our regularized cost based formulation outperforms the other baseline techniques.

Effectiveness of Cost-Aware Objective

In Fig. 4.3 we also compare the proposed cost based IDK cascade design with two IDK classifiers

following the form of Eq. 4.5 with cost-oblivious cross entropy loss. The training labels are the

correctness of the predictions of the fast model evaluated on the ImageNet2012 dataset. We consider

two forms of the feature function f : entropy based features identical to the cost based cascade and

neural network features. The neural network feature function fα2
(mfast(x)) consists of a 7-layer

fully connected network with 1024, 1024, 512, 512, 128, and 64 hidden units, ReLU activation

functions, and trained using stochastic gradient descent with momentum and batch normalization.

In general, we find that these sophisticated baselines are unable to accurately predict the success of

the fast model and as a consequence are unable to match the accuracy of the cost based cascade

formulation. With the cost-aware objective, the IDK cascades can meet the desired accuracy which

shows that the proposed objective is more suitable for building model cascades.

Three Model Cascades

We also investigate three model cascades and the results are shown in Fig. 4.4. Compared to the

two models ResNet-50 + ResNet-152 cascade, adding a faster model like AlexNet, ResNet-18 or

ResNet-34 actually increases computational cost, because a reasonable fraction of examples will

need to pass through all three models in the cascade. However, the three-model cascade tends to

reduce the computational cost relative to a two-model cascade including a less accurate model than

ResNet-50. Moreover, adding more accurate models within a cascade consistently improved overall

cascade performance.
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Table 4.1: CIFAR Model Details

Model % Train Acc % Test Acc Flops (107)

VGG19 99.996 93.66 39.8

ResNet18 100.00 95.26 3.7

DLA-48-B-s 99.204 89.06 1.7
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Figure 4.5: Entropy distribution.

Table 4.2: CIFAR Model DLA-48-B-s + ResNet-18 Cascade Results.

Type Desired Acc (%) Acc (%) IDK Rate (%) Avg Flops (×107) Relative Computational Cost

Prob + Grid 95.26 95.23 67.5 4.198 1.135

Entropy + Grid 95.26 95.23 51.7 3.613 0.977

Entropy + Cost 95.26 95.22 48.9 3.509 0.949

Entropy + Grid 95.16 95.16 40.1 3.184 0.861

Entropy + Cost 95.16 95.16 40.0 3.179 0.859

Prob + Grid 95.05 95.07 36.5 3.051 0.824

Entropy + Grid 95.05 95.06 33.7 2.947 0.796

Entropy + Cost 95.05 95.05 32.8 2.915 0.788

Prob + Grid 94.90 94.89 29.9 2.806 0.759

Entropy + Grid 94.90 94.91 30.6 2.832 0.766

Entropy + Cost 94.90 94.91 30.5 2.827 0.764

Robustness Analysis on CIFAR-10

To further analyze the robustness of the IDK prediction cascades, we conduct a set of experiments

on the CIFAR-10 datasets. We consider three models: ResNet-18 [73], VGG19 [164] and a recently

proposed compact model DLA-48-B-s [207]. Tab. 4.1 shows details of the models. As we can see

from the table, all models overfit the training data with high accuracy close to 100%. We want to

study the robustness of the IDK prediction cascades under such extreme case. In this experiment,

since VGG19 is less accurate and more costly than ResNet-18, we focus on cascades constructed

with DLA-48-B-s and ResNet-18.

We evaluate the model cascades with four different cascade accuracy goals shown in Tab. 4.2.

We observe cascade by entropy via the cost-aware objective consistently outperforms grid search
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methods. Also, by admitting a small 0.03% reduction in accuracy, the IDK rate drops substantially

from 48.9% to 30.5%. Compared to the single expensive model, the best model cascade reduces

computational costs by 24%.

Robustness analysis

The proposed IDK classifiers rely on various measures of uncertainty in the class conditional

probability distribution and are therefore sensitive to over confidence often as a result of over-

fitting. To assess this effect, we evaluate the entropy distribution of the VGG19 and ResNet-18

models which have been trained to near perfect training accuracy (see Tab. 4.1). We plot the

entropy distribution of these models in Figure 4.5a and 4.5b on both training and held-out test

data and observe that both models substantially over-estimate their confidence on training data

when compared with test data. In contrast, the ResNet-50 and ResNet-152 models are much better

estimators of prediction uncertainty as seen in Figures 4.5c and 4.5d. As a consequence, in settings

where the fast model is likely to over-fit it is important to use separate held-out data when training

the IDK classifier.

Figure 4.6: Sample frames from the Berkeley Deep Drive Dataset

Driving Control Prediction

We evaluate IDK cascades for autonomous driving and demonstrate that we can achieve nearly

perfect accuracy with less than 30% human intervention. In this experiment, we apply the IDK model

cascade framework on Berkeley Deep Drive dataset, a large scale real driving video dataset [202]

which contains the 2.6 million frames in the training video and 384,599 frames for testing. The

driving dataset contains 4 discrete motion states: left turn, right turn, forward and stop. The task is

to predict the next vehicle motion given previous video frames. Fig. 4.6 shows some sample frames

in the dataset. We use the Long-term Recurrent Convolutional Networks (LRCN) [40] model as

mfast and experiment on a large scale driving video dataset [202]. We consider a human-in-the-loop

setting where human serves as the macc with 100% accuracy.
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We use the same training setting for the proposed cascade approaches as the image classification

task and report the results in Tab. 4.3. The LRCN model has an accuracy of 84.5% 1 and we set

the desired accuracy to 100%, 99% and 95%. We find that with only 28.88% human intervention,

the cascade model can achieve 95% accuracy which is about 10% more accurate than the base

LRCN model. This experiment demonstrate that the model cascade can be easily applied to real

applications which are in high demand of low latency and high accuracy.

Table 4.3: Driving Model LRCN + Human Expert Cascades

Type Desired Acc (%) Acc (%) IDK rate (%)

Prob + Grid 100.0 99.9 83.91

Ent + Grid 100.0 99.9 83.50

Ent + Cost 100.0 99.9 80.70

Prob + Grid 99.0 99.2 61.72

Ent + Grid 99.0 99.2 61.36

Ent + Cost 99.0 99.1 59.70

Prob + Grid 95.0 95.4 30.08

Ent + Grid 95.0 95.3 30.02

Ent + Cost 95.0 95.1 28.88

4.5 Related Work

Compression & Distillation. Much of the existing work to accelerate predictions from deep

neural networks has focused on model compression [33, 35, 205, 69] and distillation [79]. Denton

et al. [35] applied low-rank approximations to exploit redundancy in convolution parameters to

achieve a factor of two speedup with only 1% reduction in accuracy. Han et al. [69] introduced

quantization and Huffman encoding methods to reduce network sizes by orders of magnitude and

reduce prediction cost by a factor of 3 to 4. Our work on IDK prediction cascades is complementary

to the work on model compression and focuses exclusively on decreasing computation costs. In fact,

by coupling model compression with IDK cascades it may be possible to support more aggressive

lossy compression techniques. Alternatively, Hinton et al. [79] proposed using soft-targets to

transfer knowledge from a costly ensemble to a single model while largely preserving prediction

accuracy. Our approach does not require retraining base models and instead focuses on accelerating

inference by using more complex models only when necessary. The existing model compression

and distillation techniques can be used to construct the fast base models while our framework serves

as a bridge to connect models with different levels of complexity and accuracy.

Cascaded Predictions. Prediction cascades are a well established method to improve prediction

performance. Much of the early work on prediction cascades was developed in the context of

face detection. While Viola and Jones [182] are credited with introducing the terminology of

1A slightly reduced accuracy early version was used.
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prediction cascades, prior work by Rowley et al. [156] explored cascading neural networks by

combining coarse candidate region detection with high accuracy face detection. More recently,

Angelova et al. [4] proposed using deep network cascades and achieved real-time performances on

pedestrian detection tasks. Cai et al. [13] also examined cascades for pedestrian detection, proposing

a complexity aware term to regularize the cascade objective. While this approach has similarities to

the loss function we propose, Cai et al. leverage the cost aware risk to choose an optimal ordering of

cascade elements rather than to train a specific classifier. These papers all focus on using cascades

for detection tasks, and only use the earlier models in the cascade to reject negative region or object

proposals more cheaply. Positive detection (e.g. object identification) can only be made by the

final model in the cascade, which is the only model that can predict the full set of classes in the

prediction task. Recently, Huang et al. [85] applied the cascading concept by allowing early exiting

within the model. Instead of cascading features of a single model, we aim to cascade the trained

models (one may not know the model structure or not be able to retrain) in a practical scenario.

Uncertainty Classes. The introduction of an IDK class to capture prediction uncertainty has also

been studied under other settings. [175, 94]. Trappenberg [175] introduced an “I don’t know” (IDK)

class to learn to identify input spaces with high uncertainty. Khani et al. [94] introduced a “don’t

know” class to enable classifiers to achieve perfect precision when learning semantic mappings.

In both cases, the addition of an auxiliary uncertainty class is used to improve prediction accuracy

rather than performance. We build on this work by using the IDK class in the construction of

cascades to improve performance.

4.6 Chapter Summary

In this paper we revisited the classic idea of prediction cascades to reduce prediction costs. We

extended the classic cascade framework focused on binary classifications to multi-class classification

setting. We argue that the current deep learning models are “over-thinking” simple inputs in the

majority of the real-world applications. Therefore, we aim to learn prediction cascades within the

framework of empirical risk minimization and propose a new cost aware loss function, to leverage

the accuracy and reduced cost of the IDK cascades.

We focused on build simple cascade with the the pre-trained base models with little training

and negligible computation overhead. We tried to answer two questions in this paper: (1) what

is a good measure to distinguish the easy and hard examples in the workload without querying

much information about the mode itself? We found that the entropy value of the model prediction

distribution is a good measure than the vanilla confidence score and can be used as input data to

train a light-weighted but effective IDK classifier. (2) How to design the objective function that

balances the prediction accuracy and the computation cost? We proposed in this work to use the

cost regularized objective which utilizes the actual FLOPs of the base models as the cost measures.

Incorporating the cost factor in the objective, we found the model cascade works more effectively

than the model cascades with cost-oblivious function.

We also proposed two search based methods cascade by probability and cascade by entropy,

which obtain reasonable performance and require no additional training. We evaluated these
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techniques on both benchmarks and real-world datasets to show that our approach can successfully

identify hard examples in the problem, and substantially reduce the number of invocations of

the accurate model with negligible loss in accuracy. We also found that the cost based cascade

formulation outperforms uncertainty based techniques.

We believe this work is a first step towards learning to compose models to reduce computational

costs. Though not studied in this work, the proposed framework can be easily applied to the existing

model serving systems and fit the edge-cloud scenario naturally with little modification. In the

future, we would like to explore feature reusing and joint training of the cascade models so that

different models can specialize in either easy or hard examples of the given workload.
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Part II

Efficient Learning
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Chapter 5

Task-Aware Weight Generation

5.1 Overview

Feature embeddings are central to computer vision. By mapping images into semantically rich

vector spaces, feature embeddings extract key information that can be used for a wide range of

prediction tasks. However, learning good feature embeddings typically requires substantial amounts

of training data and computation. As a consequence, a common practice [39, 59, 211] is to re-use

existing feature embeddings from convolutional networks (e.g., ResNet [73], VGG [165]) trained

on large-scale labeled training datasets (e.g., ImageNet [157]); to achieve maximum accuracy, these

general feature embedding are often fine-tuned [39, 59, 211] or transformed [81] using additional

task specific training data.

In many settings, the training data are insufficient to learn or even adapt general feature em-

beddings to a given task. For example, in zero-shot and few-shot prediction tasks, the scarcity of

training data forces the use of generic feature embeddings [107, 199, 213]. As a consequence, in

these situations much of the research instead focuses on the design of joint task and data embed-

dings [15, 55, 213] that can be generalized to unseen tasks or tasks with fewer examples. Some

have proposed treating the task embedding as linear separators and learning to generate them for

new tasks [180, 124]. Others have proposed hallucinating additional training data [198, 70, 192].

However, in all cases, a common image embedding is shared across tasks. Therefore, the common

image embedding may be out of the domain or sub-optimal for any individual prediction task and

may be even worse for completely new tasks. This problem is exacerbated in settings where the

number and diversity of training tasks is relatively small [54].

In this work, we explore the idea of dynamic feature representation by introducing the task-

aware feature embedding network (TAFENet) with a meta-learning based design to transform

generic image features to task-aware feature embeddings (TAFEs). As illustrated in Figure 5.1,

the representation of TAFEs is adaptive to the given semantic task description, and thus able to

accommodate the need of new tasks at testing time. The feature transformation is realized with a

task-aware meta learner, which generates the parameters of feature embedding layers within the

classification subnetwork shown in Figure 5.2. Through the use of TAFEs, we are able to adopt a
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Figure 5.1: A cartoon illustration of Task-aware Feature Embeddings (TAFEs).

simple binary classifier to learn a task-independent linear boundary that can separate the positive

and negative examples and generalize to new tasks.

We further propose two design innovations to address the challenges due to the limited number

of training tasks [54] and the complexity of the parameter generation [10]. Dealing with the limited

tasks, we couple the task embedding to the task aware feature embeddings with a novel embedding

loss based on metric learning. The resulting coupling improves generalization across tasks by

jointly clustering both images and tasks. Moreover, the parameter generation requires predicting a

large number of weights from a low dimensional task embedding (e.g., a 300-dimensional vector

extracted with GloVe [141]), which can be complicated and even infeasible to train in practice, we

therefore introduce a novel decomposition to factorize the weights into a small set of task-specific

weights needed for generation on the fly and a large set of static weights shared across all tasks.

We conduct an extensive experimental evaluation in Section 5.3. The proposed TAFENet

exceeds the state-of-the-art zero-shot learning approaches on four out of five standard benchmarks

(Section 5.3) without the need of additional data generation, a complementary approach that has

shown boosted performance compared to mere discriminative models by the recent work [198].

On the newly proposed unseen attribute-object composition recognition task [134], we are able

to achieve an improvement of 4 to 15 points over the state-of-the-art (Section 5.3). Furthermore,

the proposed architecture can be naturally applied to few-shot learning (Section 5.3), achieving

competitive results on the ImageNet based benchmark introduced by Hariharan et al. [70]. The

code is available at https://github.com/ucbdrive/tafe-net.

5.2 Task-Aware Feature Embedding

As already widely recognized, feature embeddings are the fundamental building blocks for many

applications [103, 123, 58] in computer vision. In this work, we focus on the construction of task-

aware feature embeddings (TAFEs), a type of dynamic image feature representation that is adaptive

to the given task. We observe that such dynamic feature representation can find its applications

in the zero-shot learning, few-shot learning and unseen attribute-object pair recognition tasks to

improve model generalization.

https://github.com/ucbdrive/tafe-net
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Figure 5.2: TAFENet architecture design.

We start with the TAFENet model design in Section 5.2 and then introduce the weight factoriza-

tion (Section 5.2) and the embedding loss (Section 5.2) to address the challenges with the weight

generation and the limited number of training tasks. We delay the specifications of different task

descriptions and the setup of various applications to Section 5.2.

TAFENet Model

There are two sub-networks in TAFENet as shown in Figure 5.2: a task-aware meta leaner G
and a prediction network F . The task-aware meta learner takes a task description t ∈ T (e.g.,

word2vec [133] encoding or example images, detailed in Section 5.2) and generates the weights of

the feature layers in the prediction network.

For an input image x ∈ X , the prediction network:

F(x; θt) = y, (5.1)

predicts a binary label y ∈ Y indicating whether or not the input image x is compatible with the

task description t. More specifically, we adopt a pre-trained feature extractor on ImageNet (e.g.,

ResNet [73], VGG [165] whose parameters are frozen during training) to produce generic features

of the input images and then feed the generic features to a sequence of dynamic feature layers whose

parameters denoted by θt are generated by G(t). The output of the dynamic feature layers is named

as task-aware feature embedding (TAFE) in the sense that the feature embedding of the same image

can be different under different task descriptions. Though not directly used as the input to F , the

task description t controls the parameters of the feature layers in F and further injects the task

information to the image feature embeddings.

We are now able to introduce a simple binary classifier in F , which takes TAFEs as inputs, to

learn a task-independent decision boundary. In the case where multi-class predictions are needed, we

can leverage the predictions of F(x) under different tasks descriptions and use them as probability

scores. The objective formulation is presented in Section 5.2.
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The task-aware meta learner G paramterized by η is composed of an embedding network T (t)
to generate a task embedding et and a set of weight generators gi, i = {1...K} that generate

parameters for K dynamic feature layers in F conditioned on the same task embedding et.

Weight Generation via Factorization

We now present the weight generation scheme for the feature layers in F . The feature layers that

produce the task aware feature embeddings (TAFE) can either be convolutional layers or fully-

connected (FC) layers. To generate the full weight of the feature layer, we will need the output

dimension of gi (usually a FC layer) matches the weight size of the i-th feature layer in F . As noted

by Bertinetto et al. [10], the number of weights that must be estimated by the meta-learner is often

much larger than the task descriptions and can therefore be difficult to learn from a small number

of example tasks. Moreover, the parametrization of the parameter generators g can consume large

amount of memory and make the training costly and even infeasible.

To ensure meta learner generalizes effectively, we propose a weight factorization scheme along

the output dimension of each FC layer and the output channel dimension of a convolutional layer.

This is distinct form the low-rank decomposition used in prior meta-learning works [10]. The

channel-wise factorization builds on the intuition that channels of a convolutional layer may have

different or even orthogonal functionality.

Weight factorization for convolutions. Given an input tensor xi ∈ R
w×h×cin for the i-th feature

layer in F whose weight is Wi ∈ R
k×k×cin×cout (k is the filter support size and cin and cout are the

number of input and output channels) and bias is bi ∈ R
cout , the output xi+1 ∈ R

w′×h′×cout of the

convolutional layer is given by

xi+1 = Wi ∗ xi + bi, (5.2)

where ∗ denotes convolution. Without loss of generality, we remove the bias term of the convolu-

tional layer as it is often followed by the batch normalization [87]. Wi = gi(t) is the output of the

i-th weight generator in G in the full weight generation setting. We now decompose the weight Wi

into

Wi = Wi
s ∗cout

Wi
t, (5.3)

where Wi
s ∈ R

k×k×cin×cout is a shared parameter aggregating all tasks {t1, ...tN} and Wt ∈ R
1×1×cout

is a task-specific parameter depending on the current task input. The parameter generator gi only

needs to generate Wi
t which reduces the output dimension of gi from k × k × cin × cout to cout. ∗cout

denotes the grouped convolution along the output channel dimension, i.e. each channel of x ∗cout
y

is simply the convolution of the corresponding channels in x and y.

Weight factorization for FCs. Similar to the factorization of the convolution weights, the FC layer

weights Wi ∈ R
m×n can be decomposed into

Wi = Wi
s · diag(Wi

t), (5.4)

where Wi
s ∈ R

m×n is the shared parameters for all tasks and Wi
t ∈ R

n is the task-specific parameter.

Note that this factorization is equivalent to the feature activation modulation, that is, for an input
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x ∈ R
1×m,

x · (Wi
s · diag(Wi

t)) = (x ·Wi
s)⊙Wi

t, (5.5)

where ⊙ denotes element-wise multiplication.

With such factorization, the weight generators only need to generate the task-specific parameters

for each task in lower dimension and learn one set of parameters in high dimension shared across

all tasks.

Embedding Loss for Meta Learner

The number of task descriptions used for training the task-aware meta learner is usually much

smaller than the number of images available for training the prediction network. The data scarcity

issue may lead to a corrupted meta learner. We, therefore, propose to add a secondary embedding

loss Lemb for the meta learner alongside the classification loss Lcls used for the prediction network.

Recall that we adopt a shared binary classifier inF to predict the compatibility of the task description

and the input image. To be able to distinguish which task (i.e., class) the image belong to, instead of

using a binary cross-entropy loss directly, we adopt a calibrated multi-class cross-entropy loss [204]

defined as

Lcls = −
1

N

N
∑

i=1

T
∑

t=1

log

[

exp(F(xi; θt)) · y
i
t

∑T

j=1 exp(F(xi; θj))

]

, (5.6)

where xi is the i-th sample in the dataset with size N and yi ∈ {0, 1}
T is the one-hot encoding of

the ground-truth labels. T is the number of tasks either in the whole dataset or in the minibatch

during training.

For the embedding loss, the idea is to project the latent task embedding T (t) into a joint

embedding space with the task-aware feature embedding (TAFE). We adopt a metric learning

approach that for positive inputs of a given task, the corresponding TAFE is closer to the task

embedding et while for negative inputs, the corresponding TAFE is far from the task embedding

as illustrated in Figure 5.1. We use hinged cosine similarity as the distance measurement (i.e.

φ(p, q) = max(cosine_sim(p, q), 0)) and the embedding loss is defined as

Lemb =
1

NT

N
∑

i

T
∑

t

||φ(TAFE(xi; θt), et)− yit||
2
2. (5.7)

We find in experiments this additional supervision helps training the meta learner especially under

the case where the number of training tasks is extremely limited. So far, we can define the overall

objective as

min
θ,η
L = min

θ,η
Lcls + β · Lemb, (5.8)

where β is the hyper-parameter to balance the two terms. We use β as 0.1 in our experiments if not

specified.



CHAPTER 5. TASK-AWARE WEIGHT GENERATION 55

Applications

We now describe how TAFENet design can be utilized in various applications (e.g., zero-shot

learning, unseen attribute-object recognition and few shot learning) and specify the task descriptions

adopted in this work.

Zero-shot learning. In the zero-shot learning (ZSL) setting, the set of classes seen during training

and evaluated during testing are disjoint [107, 3]. Specifically, let the training set be Ds =
{(x, t, y)|x ∈ X , t ∈ T , y ∈ Y}, and the testing set be Du = {(x, u, z)|x ∈ X , u ∈ U , z ∈ Z},
where T ∩ U = φ, |T | = |Y | and |U | = |Z|. In benchmark datasets (e.g., CUB [193], AWA [108]),

each image category is associate with an attribute vector, which can be used as the task description

in our work. The goal is to learn a classifier fzsl : X → Z . More recently, the generalized zero-shot

learning (GZSL) setting proposed by Xian et al. [199] is more realistic compared to ZSL which

involves classifying test examples from both seen and unseen classes, with no prior distinction

between them. The classifier in GZSL maps X to Y ∪ Z . We consider both settings in our work.

Unseen attribute-object pair recognition. Motivated by the human capability to compose and

recognize novel visual concepts, Misra et al. [134] recently propose a new recognition task to

predict unseen compositions of a given set of attributes (e.g., red, modern, ancient, etc) and objects

(e.g., banana, city, car, etc) during testing and only a subset of attribute-object pairs are seen during

training. This can be viewed as a zero-shot learning problem but requires more understanding

of the contextuality of the attributes. In our work, the attribute-object pairs are used as the task

descriptions.

Few-shot Learning. In few-shot learning, there are one or a few examples from the novel classes

and plenty of examples in the base classes [70]. The goal is to learn a classifier that can classify

examples from both the novel and base classes. The sample image features from different categories

can be used as the task descriptions for TAFENetplural.

5.3 Experiments

We evaluate our TAFENet on three tasks: zero-shot learning (Section 5.3), unseen attribute-object

composition (Section 5.3 and few-shot learning (Section 5.3). We observe that TAFE-Net is highly

effective in generalizing to new tasks or concepts and is able to exceed or match the state-of-the-art

on all the tasks.

Model configurations. We first describe the network configurations. The task embedding network

T is a three-layer FC network with the hidden unit size of 2048 except for the aPY dataset [51]

where we choose T as a 2-layer FC network with the hidden size of 2048 to avoid overfitting. The

weight generator gi is a single FC layer with the output dimension same as the output dimension of

the corresponding feature layer in F . For the prediction networ F , the TAFE is generated through a

3-layer FC network with the hidden size of 2048 with input image features extracted from different

pre-trained backbones (e.g., ResNet-18, ResNet-50, ResNet-101, VGG-16, VGG-19, etc.)
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Table 5.1: Datasets used in GZSL

Dataset SUN CUB AWA1 AWA2 aPY

No. of Images 14,340 11,788 30,475 37,322 15,339

Attributes Dim. 102 312 85 85 64

Y 717 200 50 50 32

Yseen 645 150 40 40 20

Yunseen 72 50 10 10 12

Granularity fine fine coarse coarse coarse

Zero-shot Learning

Datasets and evaluation metrics. We conduct our experiments on 5 benchmark datasets: SUN [200],

CUB [194], AWA1 [108], AWA2 [199] and aPY [51], which have different numbers of categories

and granularity. In particular, there are only 20 classes (i.e. tasks) available in the aPY dataset while

645 classes are available for training in the SUN dataset. The dataset statistics are shown in Table

5.1.

We consider both the generalized zero-shot learning (GZSL) and the conventional ZSL proposed

by Xian et al. [199]. For GZSL, we follow the evaluation metrics proposed by Xian et al. [199]

to report the average per class top-1 accuracy of both unseen accu and seen classes accs and the

harmonic mean H = 2 × (accu × accs)/(accu + accs). For the conventional ZSL, we report the

average per-class top-1 accuracy of the unseen classes and adopt the new split provided by Xian et

al. [199].

Training details. We set the batch size to 32 and use Adam [96] as the optimizer with the initial

learning rate of 10−4 for the prediction network and weight generators, and 10−5 for the task

embedding network. We reduce the learning rate by 10× at epoch 30 and 45, and train the network

for 60 epochs. For AWA1, we train the network for 10 epochs and reduce the learning rate by 10×
at epoch 5.

Baselines. We compare our model with two lines of prior works in our experiments. (1) Dis-

criminative baselines which focus on mapping the images into a rich semantic embedding space.

We include the recent competitive baselines: LATEM [213], ALE [3], DeViSE [55], SJE [2],

SYNC [15], DEM [212] and the newly proposed RelationNet [204]. (2) Generative models that

tackle the data scarcity problem by generating synthetic images for the unseen classes using a

GAN [61, 215] based approach. The generative models can combine different discriminative

models as base networks [198, 192]. We conduct comparison with f-CLSWGAN [198], SE [178],

SP-AEN [19] in this category. Our model falls into the discriminative model category requiring no

additional synthetic data.

Quantitative results. We first report the performance of our TAFENet in Table 5.2 compared to

the prior works. Overall, our model outperforms the existing approaches including the generative

models on the AWA1, AWA2 and aPY datasets under ZSL setting and on the AWA1 and aPY

datasets under GZSL setting. Compared to the prior arts of the discriminative models (denoted
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Table 5.2: TAFENet evaluation for ZSL and GZSL.

Method

Zero-shot Learning Generalized Zero-shot Learning

SUN CUB AWA1 AWA2 aPY SUN CUB AWA1 AWA2 aPY

T1 T1 T1 T1 T1 u s H u s H u s H u s H u s H

LATEM [213] 55.3 49.3 55.1 55.8 35.2 14.7 28.8 19.5 15.2 57.3 24.0 7.3 71.7 13.3 11.5 77.3 20.0 0.1 73.0 0.2

ALE [3] 58.1 54.9 59.9 62.5 39.7 21.8 33.1 26.3 23.7 62.8 34.4 16.8 76.1 27.5 14.0 81.8 23.9 4.6 73.7 8.7

DeViSE[55] 56.5 52 54.2 59.7 39.8 16.9 27.4 20.9 23.8 53.0 32.8 13.4 68.7 22.4 17.1 74.7 27.8 4.9 76.9 9.2

SJE [2] 53.7 53.9 65.6 61.9 32.9 14.7 80.5 19.8 23.5 59.2 33.6 11.3 74.6 19.6 8.0 73.9 14.4 3.7 55.7 6.9

ESZSL [154] 54.5 53.9 58.2 58.6 38.3 11.0 27.9 15.8 12.6 63.8 21.0 6.6 75.6 12.1 5.9 77.8 11.0 2.4 70.1 4.6

SYNC [15] 56.3 55.6 54.0 46.6 23.9 7.9 43.3 13.4 11.5 70.9 19.8 8.9 87.3 16.2 10.0 90.5 18.0 7.4 66.3 13.3

RelationNet [204] - 55.6 68.2 64.2 - - - - 38.1 61.1 47.0 31.4 91.3 46.7 30.0 93.4 45.3 - - -

DEM [212] 61.9 51.7 68.4 67.1 35.0 20.5 34.3 25.6 19.6 57.9 29.2 32.8 84.7 47.3 30.5 86.4 45.1 11.1 75.1 19.4

f-CLSWGAN† [198] 60.8 57.3 68.2 - - 42.6 36.6 39.4 57.7 43.7 49.7 61.4 57.9 59.6 - - - - - -

SE† [178] 63.4 59.6 69.5 69.2 - 40.9 30.5 34.9 53.3 41.5 46.7 67.8 56.3 61.5 58.3 68.1 62.8 - - -

SP-AEN† [19] 59.2 55.4 - 58.5 24.1 24.9 38.6 30.3 34.7 70.6 46.6 - - - 23.3 90.9 37.1 13.7 63.4 22.6

TAFENet 60.9 56.9 70.8 69.3 42.2 27.9 40.2 33.0 41.0 61.4 49.2 50.5 84.4 63.2 36.7 90.6 52.2 24.3 75.4 36.8

in blue in Table 5.2), TAFENet is able to surpass them by a large margin (e.g., roughly 16 points

improvement ion AWA1 and 17 points on aPY) in GZSL. For the more challenging fine-grained

SUN and CUB datasets, we are able to improve the results by 7 and 2 points. The results indicate

that better embedding learning can largely help the model generalization.

Embedding loss ablation. We provide the harmonic mean of our models with and without the

embedding loss under the GZSL setting on five benchmark datasets in Table 5.3. In general, models

with the embedding loss have stronger performance than those without the embedding loss except

for the SUN dataset whose number of categories is about 3− 22× larger than the other datasets.

This observation matches our assumption that the additional supervision on the joint embedding

better addresses the data scarcity issue (i.e. fewer class descriptions than the visual inputs) of

training the controller model.

Table 5.3: Ablation of the embedding loss.

Method SUN CUB AWA1 AWA2 aPY

TAFENet w/o EmbLoss 33.1 45.4 58.8 47.2 30.5

TAFENet 33.0 49.2 63.2 52.2 36.8

Embedding visualization. In Figure 5.3, we visualize the task-aware feature embeddings of images

from the aPY dataset under different task descriptions. As we can see, image embeddings of the

same image are projected into different clusters conditioned on the task descriptions.

Unseen Visual-attribute Composition

Besides the standard zero-shot learning benchmarks, we evaluate our model in the visual-attribute

composition task proposed by Misra et al. [134]. The goal is to compose a set of visual concept

primitives like attributes and objects (e.g. large elephant, old building, etc.) to
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Figure 5.3: TAFE visualization.

Table 5.4: Evaluation on MITStates and StanfordVRD.

MITStates StanfordVRD

Method AP
Top-k Accuracy

AP
Top-k Accuracy

1 2 3 1 2 3

Visual Product [134] 8.8 9.8 16.1 20.6 4.9 3.2 5.6 7.6

Label Embed (LE) [134] 7.9 11.2 17.6 22.4 4.3 4.1 7.2 10.6

LEOR [134] 4.1 4.5 6.2 11.8 0.9 1.1 1.3 1.3

LE + R [134] 6.7 9.3 16.3 20.8 3.9 3.9 7.1 10.4

Red Wine [134] 10.4 13.1 21.2 27.6 5.7 6.3 9.2 12.7

TAFENet 16.3 16.4 26.4 33.0 12.2 12.3 19.7 27.5

obtain new visual concepts for a given image. We see this task as a more challenging “zero-shot”

learning task which requires the model not only to predict unseen visual concept compositions but

model the contextuality of the concepts.

Datasets and evaluation metrics. We conduct the experiments on two datasets: MITStates [88]

(image samples in Figure 5.5) and the modified StanfordVRD [124] (image samples in Figure 5.4).

The setup is the same as Misra et al. [134]. Each image in the MITStates dataset is assigned a

pair of (attribute, object) as its label. The model is trained on 34K images with 1,292 label pairs

and tested on 19K images with 700 unseen pairs. The second dataset is constructed based on

the bounding boxes annotations of the StanfordVRD dataset. Each sample has an SPO (subject,

predicate, object) tuple as the ground truth label. The dataset has 7,701 SPO tuples and 1,029 of

them are seen only in the test split. We evaluate our models only on examples with unseen labels.

We extract the image features with pre-trained models on ImageNet. We use ResNet-101 [73] as

our main feature extractor and also test features extracted with ResNet-18 [73], VGG-16/19 [165]

for ablation. For the task descriptions, we concatenate the word embeddings of the attributes and

objects with word2vec [133] trained with GoogleNews. We also consider one-hot encoding for the

task id in the ablation.

For evaluation metrics, we report the mean Average Precision (mAP) of images with unseen

labels in the test set together with the top-k accuracy where k = 1, 2, 3. We follow the same training

schedule as that used in the zero shot learning experiments.

Quantitative results. We compare our model with several baselines provided by Misra et al. [134]

and summarize the results in Table 5.4 on both the MITStates and StanfordVRD datasets. Our
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Figure 5.4: Samples in StandfordVRD.

Table 5.5: Ablation study with different task encoding and base network features.

Task Encoding Features AP
Top-k Accuracy

1 2 3

Word2vec ResNet-101 16.2 17.2 27.8 35.7

Onehot ResNet-101 16.1 16.1 26.8 33.8

Word2vec VGG16 16.3 16.4 26.4 33.0

Onehot VGG16 16.3 16.4 25.9 32.5

Word2vec VGG19 15.6 16.2 26.0 32.4

Onehot VGG19 16.3 16.4 26.0 33.1

model surpasses the state-of-the-art models with an improvement of more than 6 points in mAP and

4 to 15 points in top-k accuracy. Nagarajan and Grauman [137] recently propose an embedding

learning framework for visual-attribute composition. They report the top-1 accuracy of 12.0% on

the MITStates dataset with ResNet-18 features. For fair comparison, we use the same ResNet-18

features and obtain the top-1 accuracy of 15.1%.

Ablation on the feature extractor and task specification. We consider different feature extractors

(ResNet-101, VGG-16 and 19) and task encodings (word2vec and one-hot encoding) for ablation

and summarize the results in Table 5.5. The average precision difference between different feature
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Figure 5.5: Top retrievals on the unseen pairs of MITStates.

extractors are very minimal (within 0.1%) and the largest gap in Top-3 accuracy is within 2%.

This indicates that TAFENet is robust in transforming the generic features into task-aware feature

embeddings. For the task encoding, the one-hot encoding is comparable to the word2vec encoding

and even stronger when using VGG-19 features. This shows that the task transformer network T is

very expressive to extract rich semantic information simply from the task ids.

Visualization. In Figure 5.5, we show the top retrievals of unseen attribute-object pairs from the

MITStates dataset. Our model can learn to compose new concepts from the existing attributes and

objects while respecting their context.

Few-shot Image Classification

Our model naturally fits the few-shot learning setting where one or few images of a certain category

are used as the task descriptions. Unlike prior work on meta-learning which experiments with

few classes and low resolution images [180, 167, 53], we evaluate our model on the challenging

benchmark proposed by Hariharan and Girshick [70]. The benchmark is based on the ImageNet

images and contains hundreds of classes that are divided into base classes and novel classes. At

inference time, the model is provided with one or a few examples from the novel classes and

hundreds of examples from the base classes. The goal is to obtain high accuracy on the novel classes

without sacrificing the performance on the base classes.

Baselines. In our experiments, the baselines we consider are the state-of-the-art meta learning

models Matching Network (MN) [180] and Prototypical Network (PN) [167]. We also compare

the logistic regression (LogReg) baseline provided by Hariharan and Girshick [70]. Another line

of research [192, 70] for few-shot learning is to combine the meta-learner with a “hallucinator”

to generate additional training data. We regard these works as complementary approaches to our

meta-learning model.

Experiment details. We follow the prior works [70, 192] to run five trials for each setting of n (the
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Table 5.6: Few-shot ImageNet Classification on ImageNet.

Method Novel Top-5 Acc All Top-5 Acc

n=1 n=2 n=1 n=2

LogReg [70] 38.4 51.1 40.8 49.9

PN [167] 39.3 54.4 49.5 61.0

MN [180] 43.6 54.0 54.4 61.0

TAFENet 43.0 53.9 55.7 61.9

LogReg w/ Analogies [70] 40.7 50.8 52.2 59.4

PN w/ G [192] 45.0 55.9 56.9 63.2

number of examples per novel class, n = 1 and 2 in our experiments) on the five different data splits

and report the average top-5 accuracy of both the novel and all classes. We use the features trained

with ResNet-10 using SGM loss provided by Hariharan and Girshick [70] as inputs. For training,

we sample 100 classes in each iteration and use SGD with momentum of 0.9 as the optimizer. The

initial learning rate is set to 0.1 except for the task embedding network (set to 0.01) and the learning

rate is reduced by 10× every 8k iterations. The model is trained for 30k iterations in total. Other

hyper-paramters are set to the same as Hariharan and Girshick [70] if not mentioned.

Quantitative results. As shown in Table 5.6, our model is on par with the state-of-the-art meta

learning models in the novel classes while outperforming them in all categories. Attaching a

“hallucinator” to the meta learning model improves performance in general. Our model can be

easily attached with a hallucinator and we leave the detailed study as future work due to the time

constraint.

5.4 Related Work

Our work is related to several lines of research in zero-shot learning as well as parameter generation,

dynamic neural network designs and feature modulation. Built on top of the rich prior works, to the

best of our knowledge, we are the first to study dynamic image feature representation for zero-shot

and few-shot learning.

Zero-shot learning falls into the multimodal learning regime which requires a proper leverage

of multiple sources (e.g., image features and semantic embeddings of the tasks). Many [98, 204,

180, 213, 15, 55] have studied metric learning based objectives to jointly learn the task embeddings

and image embeddings, resulting in a similarity or compatibility score that can later be used for

classification [134, 180, 107, 3, 2, 55, 168]. Conceptually, our approach shares the matching spirit

with the introduction of a binary classifier which predicts whether or not the input image matches the

task description. In contrast to prior works, we transform the image features according to the task

and thus we only need to learn a task-independent decision boundary to separate the positive and

negative examples similar to the classic supervised learning. The proposed embedding loss in our

work also adopts metric learning for joint embedding learning but with the main goal to address the
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limited number of training tasks in meta learning [54]. More recently, data hallucination has been

used in the zero-shot [198, 218] and few-shot [70, 192] learning which indicate that the additional

synthetic data of the unseen tasks are useful to learn the classifier and can be augmented with the

discriminative models [198, 192]. Our (discriminative) model does not utilize additional data points

and we show in experiments that our model can outperform or match the generative models on a

wide range of benchmarks. We believe the approaches requiring additional data generation can

benefit from a stronger base discriminative model.

TAFENet uses a task-aware meta learner to generate parameters of the feature layers. Several

efforts [10, 67, 34] have studied the idea of adopting one meta network to generate weights of

another network. Our task-aware meta learner serves a similar role for the weight generation but

in a more structured and constrained manner. We study different mechanisms to decompose the

weights of the prediction network so that it can generate weights for multiple layers at once where

Bertinetton et al. [10] focuses on generating weights for a single layer and Denil et al. [34] can

generate up to 95% parameters of a single layer due to the quadratic size of the output space.

The TAFENet design is also related to works on dynamic neural networks [188, 197, 186, 115]

which focus on dynamic execution at runtime. SkipNet [188] proposed by Wang et al.introduces a

recurrent gate to dynamically control the activation of the network based on the input. In contrast,

TAFENet dynamically re-configures the network parameters rather than the network structure as in

the prior works [188, 197] aiming to learn adaptive image features for the given task.

In the domain of visual question answering, previous works [142, 32] explore the use of question

embedding network to modulate the features of the primary convolutional network. Our factorized

weight generation scheme for convolutional layers can also be viewed as channel-wise feature

modulation. However, the proposed parameter generation framework is more general than feature

modulation which can host different factorization strategies [10].

5.5 Chapter Summary

In this work, we explored a meta learning based approach to generate task aware feature embeddings

for settings with little or no training data. We proposed TAFE-Net, a network that generates task

aware feature embeddings (TAFE) conditioned on the given task descriptions. TAFENet is composed

of a task-aware meta learner that generates weights for the feature embedding layers in a standard

prediction network. To address the challenges in training the meta learner, we introduced two key

innovations: (1) adding an additional embedding loss to improve the generalization of the meta

learner; (2) a novel weight factorization scheme to generate parameters of the prediction network

more effectively. We demonstrated the general applicability of the proposed network design on a

range of benchmarks in zero/few shot learning, and matched or exceeded the state-of-the-art.
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Chapter 6

Few-Shot Feature Re-weighting

6.1 Overview

The recent success of deep convolutional neural networks (CNNs) in object detection [153, 59,

150, 151] relies heavily on a huge amount of training data with accurate bounding box annotations.

When the labeled data are scarce, CNNs can severely overfit and fail to generalize. In contrast,

humans exhibit strong performance in such tasks: children can learn to detect a novel object quickly

from very few given examples. Such ability of learning to detect from few examples is also desired

for computer vision systems, since some object categories naturally have scarce examples or their

annotations are hard to obtain, e.g., California firetrucks, endangered animals or certain medical

data [161].

In this work, we target at the challenging few-shot object detection problem, as shown in Fig.

6.1. Specifically, given some base classes with sufficient examples and some novel classes with only

a few samples, we aim to obtain a model that can detect both base and novel objects at test time.

Obtaining such a few-shot detection model would be useful for many applications. Yet, effective

methods are still absent. Recently, meta learning [180, 167, 53] offers promising solutions to a

similar problem, i.e., few-shot classification. However, object detection is by nature much more

difficult as it involves not only class predictions but also localization of the objects, thus off-the-

shelf few-shot classification methods cannot be directly applied on the few-shot detection problem.

Taking Matching Networks [180] and Prototypical Networks [167] as examples, it is unclear how to

build object prototypes for matching and localization, because there may be distracting objects of

irrelevant classes within the image or no targeted objects at all.

We propose a novel detection model that offers few-shot learning ability through fully exploiting

detection training data from some base classes and quickly adapting the detection prediction network

to predict novel classes according to a few support examples. The proposed model first learns meta

features from base classes that are generalizable to the detection of different object classes. Then

it effectively utilizes a few support examples to identify the meta features that are important and

discriminative for detecting novel classes, and adapts accordingly to transfer detection knowledge

from the base classes to the novel ones.



CHAPTER 6. FEW-SHOT FEATURE RE-WEIGHTING 64

Novel classes 

Few-shot

Detector

Bike

Dog

Base classes

Figure 6.1: Few-shot object detector illustration.

Our proposed model thus introduces a novel detection framework containing two modules,

i.e., a meta feature learner and a light-weight feature reweighting module. Given a query image

and a few support images for novel classes, the feature learner extracts meta features from the

query image. The reweighting module learns to capture global features of the support images and

embeds them into reweighting coefficients to modulate the query image meta features. As such, the

query meta features effectively receive the support information and are adapted to be suitable for

novel object detection. Then the adapted meta features are fed into a detection prediction module

to predict classes and bounding boxes for novel objects in the query (Fig. 6.2). In particular, if

there are N novel classes to detect, the reweighting module would take in N classes of support

examples and transform them into N reweighting vectors, each responsible for detecting novel

objects from the corresponding class. With such class-specific reweighting vectors, some important

and discriminative meta features for a novel class would be identified and contribute more to the

detection decision, and the whole detection framework can learn to detect novel classes efficiently.

The meta feature learner and the reweighting module are trained together with the detection

prediction module end-to-end. To ensure few-shot generalization ability, the whole few-shot

detection model is trained using an two-phase learning scheme: first learn meta features and good

reweighting module from base classes; then fine-tune the detection model to adapt to novel classes.

For handling difficulties in detection learning (e.g., existence of distracting objects), it introduces a

carefully designed loss function.

Our proposed few-shot detector outperforms competitive baseline methods on multiple datasets

and in various settings. Besides, it also demonstrates good transferability from one dataset to another

different one. Our contributions can be summarized as follows:

• We are among the first to study the problem of few-shot object detection, which is of great

practical values but a less explored task than image classification in the few-shot learning
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literature.

• We design a novel few-shot detection model that 1) learns generalizable meta features; and

2) automatically reweights the features for novel class detection by producing class-specific

activating coefficients from a few support samples.

• We experimentally show that our model outperforms baseline methods by a large margin,

especially when the number of labels is extremely low. Our model adapts to novel classes

significantly faster.

6.2 Few-Shot Feature Re-weighting

In this work, we define a novel and realistic setting for few-shot object detection, in which there

are two kinds of data available for training, i.e., the base classes and the novel classes. For the

base classes, abundant annotated data are available, while only a few labeled samples are given to

the novel classes [70]. We aim to obtain a few-shot detection model that can learn to detect novel

object when there are both base and novel classes in testing by leveraging knowledge from the base

classes.

This setting is worth exploring since it aligns well with a practical situation—one may expect to

deploy a pre-trained detector for new classes with only a few labeled samples. More specifically,

large-scale object detection datasets (e.g., PSACAL VOC, MSCOCO) are available to pre-train

a detection model. However, the number of object categories therein is quite limited, especially

compared to the vast object categories in real world. Thus, solving this few-shot object detection

problem is heavily desired.

Feature Reweighting for Detection

Our proposed few-shot detection model introduces a meta feature learner D and a reweighting

moduleM into a one-stage detection framework. In this work, we adopt the proposal-free detection

framework YOLOv2 [150]. It directly regresses features for each anchor to detection relevant

outputs including classification score and object bounding box coordinates through a detection

prediction module P . As shown in Fig. 6.2, we adopt the backbone of YOLOv2 (i.e., DarkNet-19)

to implement the meta feature extractor D, and follow the same anchor setting as YOLOv2. As for

the reweighting moduleM, we carefully design it to be a light-weight CNN for both enhancing

efficiency and easing its learning. Its architecture details are deferred to the supplementary due to

space limit.

tab:coco

The meta feature learner D learns how to extract meta features for the input query images to

detect their novel objects. The reweighting moduleM, taking the support examples as input, learns

to embed support information into reweighting vectors and adjust contribution of each meta feature

of the query image accordingly for following detection prediction module P . With the reweighting

module , some meta features informative for detecting novel objects would be excited and thus

assist detection prediction.
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Figure 6.2: The architecture of our proposed few-shot detection model.

Formally, let I denote an input query image. Its corresponding meta features F ∈ R
w×h×m are

generated by D: F = D(I). The produced meta feature has m feature maps. We denote the support

images and their associated bounding box annotation, indicating the target class to detect, as Ii and

Mi respectively, for class i, i = 1, . . . , N . The reweighting moduleM takes one support image

(Ii,Mi) as input and embed it into a class-specific representation wi ∈ R
m with wi =M(Ii,Mi).

Such embedding captures global representation of the target object w.r.t. the m meta features. It

will be responsible for reweighting the meta features and highlighting more important and relevant

ones to detect the target object from class i. More specifically, after obtaining the class-specific

reweighting coefficients wi, our model applies it to obtain the class-specific feature Fi for novel

class i by:

Fi = F ⊗ wi, i = 1, . . . , N, (6.1)

where ⊗ denotes channel-wise multiplication. We implement it through 1×1 depth-wise convolu-

tion.

After acquiring class-specific features Fi, we feed them into the prediction module P to regress

the objectness score o, bounding box location offsets (x, y, h, w), and classification score ci for each

of a set of predefined anchors:

{oi, xi, yi, hi, wi, ci} = P(Fi), i = 1, . . . , N, (6.2)

where ci is one-versus-all classification score indicating the probability of the corresponding object

belongs to class i.

Learning Scheme

It is not straightforward to learn a good meta feature learner D and reweighting moduleM from

the base classes such that they can produce generalizable meta features and rweighting coefficients.

To ensure the model generalization performance from few examples, we develop a new two-phase

learning scheme that is different from the conventional ones for detection model training.
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We reorganize the training images with annotations from the base classes into multiple few-shot

detection learning tasks Tj . Each task Tj = Sj ∪ Qj = {(I
j
1 ,M

j
1 ), . . . , (I

j
N ,M

j
N)} ∪ {(I

q
j ,M

q
j )}

contains a support set Sj (consisting of N support images each of which is from a different base

class) and a query set Qj (offering query images with annotations for performance evaluation).

Let θD, θM and θP denote the parameters of meta feature learner D, the reweighting moduleM
and prediction module P respectively. We optimize them jointly through minimizing the following

loss:

min
θD,θM ,θP

L :=
∑

j

L(Tj)

=
∑

j

Ldet(PθP (DθD(I
j
q )⊗MθM (Sj)),M

q
j ).

Here Ldet is the detection loss function and we explain its details later. The above optimization

ensures the model to learn good meta features for the query and reweighting coefficients for the

support.

The overall learning procedure consists of two phases. The first phase is the base training phase.

In this phase, despite abundant labels are available for each base class, we still jointly train the

feature learner, detection prediction together with the reweighting module . This is to make them

coordinate in a desired way: the model needs to learn to detect objects of interest by referring to a

good reweighting vector. The second phase is few-shot fine-tuning. In this phase, we train the model

on both base and novel classes. As only k labeled bounding boxes are available for the novel classes,

to balance between samples from the base and novel classes, we also include k boxes for each base

class. The training procedure is the same as the first phase, except that it takes significantly fewer

iterations for the model to converge.

In both training phases, the reweighting coefficients depend on the input pairs of (support image,

bounding box) that are randomly sampled from the available data per iteration. After few-shot

fine-tuning, we would like to obtain a detection model that can directly perform detection without

requiring any support input. This is achieved by setting the reweighting vector for a target class

to the average one predicted by the model after taking the k-shot samples as input. After this,

the reweighting module can be completely removed during inference. Therefore, our model adds

negligible extra model parameters to the original detector

Detection loss function. To train the few-shot detection model, we need to carefully choose the loss

functions in particular for the class prediction branch, as the sample number is very few. Given that

the predictions are made class-wisely, it seems natural to use binary cross-entropy loss, regressing 1

if the object is the target class and 0 otherwise. However, we found using this loss function gave a

model prone to outputting redundant detection results (e.g., detecting a train as a bus and a car). This

is due to that for a specific region of interest, only one out of N classes is truly positive. However,

the binary loss strives to produce balanced positive and negative predictions. Non-maximum

suppression could not help remove such false positives as it only operates on predictions within

each class.

To resolve this issue, our proposed model adopts a softmax layer for calibrating the classifica-

tion scores among different classes, and adaptively lower detection scores for the wrong classes.
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Therefore, the actual classification score for the i-th class is given by ĉi =
eci

∑N
j=1

e
cj

. Then to better

align training procedure and few-shot detection, the cross-entropy loss over the calibrated scores ĉi
is adopted:

Lc = −
N
∑

i=1

1(·, i) log(ĉi), (6.3)

where 1(·, i) is an indicator function for whether current anchor box really belongs to class i or not.

After introducing softmax, the summation of classification scores for a specific anchor is equal to

1, and less probable class predictions will be suppressed. This softmax loss will be shown to be

superior to binary loss in the following experiments. For bounding box and objectiveness regression,

we adopt the similar loss function Lbbx and Lobj as YOLOv2 [150] but we balance the positive and

negative by not computing some loss from negatives samples for the objectiveness scores. Thus, the

overall detection loss function is Ldet = Lc + Lbbx + Lobj .

Reweighting module input. The input of the reweighting module should be the object of interest.

However, in object detection task, one image may contain multiple objects from different classes.

To let the reweighting module know what the target class is, in additional to three RGB channels,

we include an additional “mask” channel (Mi) that has only binary values: on the position within

the bounding box of an object of interest, the value is 1, otherwise it is 0 (see left-bottom of Fig.

6.2). If multiple target objects are present on the image, only one object is used. This additional

mask channel gives the reweighting module the knowledge of what part of the image’s information

it should use, and what part should be considered as “background”. Combining mask and image as

input not only provides class information of the object of interest but also the location information

(indicated by the mask) useful for detection. In the experiments, we also investigate other input

forms.

6.3 Experiments

In this section, we evaluate our model and compare it with various baselines, to show our model

can learn to detect novel objects significantly faster and more accurately. We use YOLOv2 [150]

as the base detector. Due to space limit, we defer all the model architecture and implementation

details to the supplementary material. The code to reproduce the results will be released at

https://github.com/bingykang/Fewshot_Detection.

Experimental Setup

Datasets. We evaluate our model for few-shot detection on the widely-used object detection

benchmarks, i.e., VOC 2007 [48], VOC 2012 [50], and MS-COCO [118]. We follow the common

practice [150, 153, 162, 29] and use VOC 07 test set for testing while use VOC 07 and 12 train/val

sets for training. Out of its 20 object categories, we randomly select 5 classes as the novel ones,

while keep the remaining 15 ones as the base. We evaluate with 3 different base/novel splits. During

base training, only annotations of the base classes are given. For few-shot fine-tuning, we use a

https://github.com/bingykang/Fewshot_Detection
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very small set of training images to ensure that each class of objects only has k annotated bounding

boxes, where k equals 1, 2, 3, 5 and 10. Similarly, on the MS-COCO dataset, we use 5000 images

from the validation set for evaluation, and the rest images in train/val sets for training. Out of its 80

object classes, we select 20 classes overlapped with VOC as novel classes, and the remaining 60

classes as the base classes. We also consider learning the model on the 60 base classes from COCO

and applying it to detect the 20 novel objects in PASCAL VOC. This setting features a cross-dataset

learning problem that we denote as COCO to PASCAL.

Note the testing images may contain distracting base classes (which are not targeted classes to

detect) and some images do not contain objects of the targeted novel class. This makes the few-shot

detection further challenging.

Table 6.1: Few-shot detection performance (mAP) on PASCAL VOC.

Novel Set 1 Novel Set 2 Novel Set 3

Method / Shot 1 2 3 5 10 1 2 3 5 10 1 2 3 5 10

\ 0.0 0.0 1.8 1.8 1.8 0.0 0.1 0.0 1.8 0.0 1.8 1.8 1.8 3.6 3.9

YOLO-ft 3.2 6.5 6.4 7.5 12.3 8.2 3.8 3.5 3.5 7.8 8.1 7.4 7.6 9.5 10.5

YOLO-ft-full 6.6 10.7 12.5 24.8 38.6 12.5 4.2 11.6 16.1 33.9 13.0 15.9 15.0 32.2 38.4

LSTD(YOLO) 6.9 9.2 7.4 12.2 11.6 9.9 5.4 3.3 5.7 19.2 10.9 7.6 9.5 15.3 16.9

LSTD(YOLO)-full 8.2 11.0 12.4 29.1 38.5 11.4 3.8 5.0 15.7 31.0 12.6 8.5 15.0 27.3 36.3

Ours 14.8 15.5 26.7 33.9 47.2 15.7 15.3 22.7 30.1 40.5 21.3 25.6 28.4 42.8 45.9

Table 6.2: Few-shot detection performance on COCO.

Average Precision Average Recall

# Shots 0.5:0.95 0.5 0.75 S M L 1 10 100 S M L

10

YOLO-ft 0.4 1.1 0.1 0.3 0.7 0.6 5.8 8.0 8.0 0.6 5.1 15.5

YOLO-ft-full 3.1 7.9 1.7 0.7 2.0 6.3 7.8 10.5 10.5 1.1 5.5 20

LSTD(YOLO) 0.4 1.1 0.2 0.2 0.7 0.6 5.8 7.9 7.9 0.6 5.0 15.3

LSTD(YOLO)-full 3.2 8.1 2.1 0.9 2.0 6.5 7.8 10.4 10.4 1.1 5.6 19.6

Ours 5.6 12.3 4.6 0.9 3.5 10.5 10.1 14.3 14.4 1.5 8.4 28.2

30

YOLO-ft 0.6 1.5 0.3 0.2 0.7 1.0 7.4 9.4 9.4 0.4 3.9 19.3

YOLO-ft-full 7.7 16.7 6.4 0.4 3.3 14.4 11.7 15.3 15.3 1.0 7.7 29.2

LSTD(YOLO) 0.6 1.4 0.3 0.2 0.8 1.0 7.1 9.1 9.2 0.4 3.9 18.7

LSTD(YOLO)-full 6.7 15.8 5.1 0.4 2.9 12.3 10.9 14.3 14.3 0.9 7.1 27.0

Ours 9.1 19.0 7.6 0.8 4.9 16.8 13.2 17.7 17.8 1.5 10.4 33.5

Baselines. We compare our model with five competitive baselines. Three of them are built upon

the vanilla YOLOv2 detector with straightforward few-shot learning strategies. The first one is to

train the detector on images from the base and novel classes together. In this way, it can learn good

features from the base classes that are applicable for detecting novel classes. We term this baseline

as YOLO-joint. We train this baseline model with the same total iterations as ours. The other two
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YOLO-based baselines also use two training phases as ours. In particular, they train the original

YOLOv2 model with the same base training phase as ours; for the few-shot fine-tuning phase, one

fine-tunes the model with the same iterations as ours, giving the YOLO-ft baseline; and one trains the

model to fully converge, giving YOLO-ft-full. Comparing with these baselines can help understand

the few-shot learning advantage of our models brought by the proposed feature reweighting method.

The last two baselines are from a recent few-shot detection method, i.e., Low-Shot Transfer Detector

(LSTD) [16]. LSTD relies on background depression (BD) and transfer knowledge (TK) to obtain a

few-shot detection model on the novel classes. For fair comparison, we re-implement BD and TK

based on YOLOV2, train it for the same iterations as ours, obtaining LSTD(YOLO); and train it to

convergence to obtain the last baseline, LSTD(YOLO)-full.

Comparison with Baselines

PASCAL VOC. We present our main results on novel classes in Table 6.1. First we note that our

model significantly outperforms the baselines, especially when the labels are extremely scarce (1-3

shot). The improvements are also consistent for different base/novel class splits and number of shots.

In contrast, LSTD(YOLO) can boost performance in some cases, but might harm the detection in

other cases. Take 5-shot detection as an example, LSTD(YOLO)-full brings 4.3 mAP improvement

compared to YOLO-ft-full on novel set 1, but it is worse than YOLO-ft-full by 5.1 mAP on novel

set 2. Second, we note that YOLO-ft/YOLO-ft-full also performs significantly better than \. This

demonstrates the necessity of the two training phases employed in our model: it is better to first train

a good knowledge representation on base classes and then fine-tune with few-shot data, otherwise

joint training with let the detector bias towards base classes and learn nearly nothing about novel

classes. More detailed results about each class is available at supplementary material.

COCO. The results for COCO dataset is shown in Table 6.2. We evaluate for k = 10 and k = 30
shots per class. In both cases, our model outperforms all the baselines. In particular, when the

YOLO baseline is trained with same iterations with our model, it achieves an AP of less than 1%.

We also observe that there is much room to improve the results obtained in the few-shot scenario.

This is possibly due to the complexity and large amount of data in COCO so that few-shot detection

over it is quite challenging.

COCO to PASCAL. We evaluate our model using 10-shot image per class from PASCAL. The

mAP of YOLO-ft, YOLO-ft-full, LSTD(YOLO), LSTD(YOLO)-full are 11.24%, 28.29%, 10.99%

28.95% respectively, while our method achieves 32.29%. The performance on PASCAL novel

classes is worse than that when we use base classes in PASCAL dataset (which has mAP around

40%). This might be explained by the different numbers of novel classes, i.e., 20 v.s. 5.

Performance Analysis

Learning speed. Here we analyze learning speed of our models. The results show that despite

the fact that our few-shot detection model does not consider adaptation speed explicitly in the

optimization process, it still exhibits surprisingly fast adaptation ability. Note that in experiments of
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Table 6.1, YOLO-ft-full and LSTD(YOLO)-full requires 25,000 iterations for it to fully converge,

while our model only require 1200 iterations to converge to a higher accuracy. When the baseline

YOLO-ft and LSTD(YOLO) are trained for the same iterations as ours, their performance is far

worse. In this section, we compare the full convergence behavior of \, YOLO-ft-full and our method

in Fig. 6.3. The AP value are normalized by the maximum value during the training of our method

and the baseline together. This experiment is conducted on PASCAL VOC base/novel split 1, with

10-shot bounding box labels on novel classes.
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Figure 6.3: Learning speed comparison.

From Fig. 6.3, our method (solid lines) converges significantly faster than the baseline YOLO

detector (dashed lines), for each novel class as well as on average. For the class Sofa (orange line),

despite the baseline YOLO detector eventually slightly outperforms our method, it takes a great

amount of training iterations to catch up with the latter. This behavior makes our model a good

few-shot detector in practice, where scarcely labeled novel classes may come in any time and short

adaptation time is desired to put the system in real usage fast. This also opens up our model’s

potential in a life-long learning setting [21], where the model accumulates the knowledge learned

from past and uses/adapts it for future prediction. We also observe similar convergence advantage

of our model over YOLO-ft-full and LSTD(YOLO)-full.

Learned reweighting coefficients.

The reweighting coefficient is important for the meta-feature usage and detection performance.

To see this, we first plot the 1024-d reweighting vectors for each class in Fig. 6.4a. In the figure,

each row corresponds to a class and each column corresponds to a feature. The features are ranked

by variance among 20 classes from left to right. We observe that roughly half of the features

(columns) have notable variance among different classes (multiple colors in a column), while the

other half are insensitive to classes (roughly the same color in a column). This suggests that indeed

only a portion of features are used differently when detecting different classes, while the remaining

ones are shared across different classes.
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Figure 6.4: Visualization of the reweighting coefficients.

We further visualize the reweighting vectors by t-SNE [129] in Fig. 6.4b learned from 10

shots/class on base/novel split 1. In this figure, we plot the reweighting vector generated by each

support input, along with their average for each class. We observe that not only vectors of the same

classes tend to form clusters, the ones of visually similar classes also tend to be close. For instance,

the classes Cow, Horse, Sheep, Cat and Dog are all around the right-bottom corner, and they are

all animals. Classes of transportation tools are at the top of the figure. Person and Bird are more

visually different from the mentioned animals, but are still closer to them than the transportation

tools.

Learned meta features. Here we analyze the learned meta features from the base classes in the first

training stage. Ideally, a desirable few-shot detection model should preferably perform as well when

data are abundant. We compare the mAP on base classes for models obtained after the first-stage

base training, between our model and the vanilla YOLO detector (used in latter two baselines). The

results are shown in Table 6.3. Despite our detector is designed for a few-shot scenario, it also has

strong representation power and offers good meta features to reach comparable performance with

the original YOLOv2 detector trained on a lot of samples. This lays a basis for solving the few-shot

object detection problem.

Table 6.3: Detection performance (mAP) on base categories.

Base Set 1 Base Set 2 Base Set 3

YOLO Baseline 70.3 72.2 70.6

Our model 69.7 72.0 70.8

Ablation Studies

We analyze the effects of various components in our system, by comparing the performance on both

base classes and novel classes. The experiments are on PASCAL VOC base/novel split 1, using

10-shot data on novel classes.
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Table 6.4: Ablation study on re-weighted layers.

Layer 13 Layer 20 Layer 21 Layer 21(half)

Base 69.6 69.2 69.7 69.2

Novel 40.7 43.6 47.2 46.9

Which layer output features to reweight. In our experiments, we apply the reweighting module

to moderate the output of the second last layer (layer 21). This is the highest level of intermediate

features we could use. However, other options could be considered as well. We experiment with

applying the reweighting vectors to feature maps output from layer 20 and 13, while also considering

only half of features in layer 21. The results are shown in Table 6.4. We can see that the it is more

suitable to implement feature reweighting

at deeper layers, as using earlier layers gives worse performance. Moreover, moderating only

half of the features does not hurt the performance much, which demonstrates that a significant

portion of features can be shared among classes, as we analyzed in Sec. 6.3.

Loss functions. As we mentioned in Sec. 6.2, there are several options for defining the classification

loss. Among them the binary loss is the most straightforward one: if the inputs to the reweighting

module and the detector are from the same class, the model predicts 1 and otherwise 0. This binary

loss can be defined in following two ways. The single-binary loss refers to that in each iteration

the reweighting module only takes one class of input, and the detector regresses 0 or 1; and the

multi-binary loss refers to that per iteration the reweighting module takes N examples from N
classes, and compute N binary loss in total. Prior works on Siamese Network [98] and Learnet [10]

use the single-binary loss. Instead, our model uses the softmax loss for calibrating the classification

scores of N classes. To investigate the effects of using different loss functions, we compare model

performance trained with the single-binary, multi-binary loss and with our softmax loss in Table 6.5.

We observe that using softmax loss significantly outperforms binary loss. This is likely due to its

effect in suppressing redundant detection results.

Table 6.5: Ablation of loss functions.

Single-binary Multi-binary Softmax

Base 49.1 64.1 69.7

Novel 14.8 41.6 47.2

Input form of reweighting module. In our experiments, we use an image of the target class with

a binary mask channel indicating position of the object as input to the meta-model. We examine

the case where we only feed the image. From Table 6.6 we see that this gives lower performance

especially on novel classes. An apparently reasonable alternative is to feed the cropped target object

together with the image. From Table 6.6, this solution is also slightly worse. The necessity of the

mask may lie in that it provides the precise information about the object location and its context.

We also analyze the input sampling scheme for testing and effect of sharing weights between

feature extractor and reweighting module. See supplementary material.
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Table 6.6: Performance comparison for different support input forms.

Image Mask Object Base Novel

X 69.5 43.3

X X 69.7 47.2

X X 69.2 45.8

X X X 69.4 46.8

6.4 Related Work

General object detection. Deep CNN based object detectors can be divided into two categories:

proposal-based and proposal-free. RCNN series [59, 58, 153] detectors fall into the first cate-

gory. RCNN [59] uses pre-trained CNNs to classify the region proposals generated by selective

search [176]. SPP-Net [76] and Fast-RCNN [58] improve RCNN with an RoI pooling layer to ex-

tract regional features from the convolutional feature maps directly. Faster-RCNN [153] introduces

a region-proposal-network (RPN) to improve the efficiency of generating proposals. In contrast,

YOLO [152] provides a proposal-free framework, which uses a single convolutional network to

directly perform class and bounding box predictions. SSD [121] improves YOLO by using de-

fault boxes (anchors) to adjust to various object shapes. YOLOv2 [150] improves YOLO with a

series of techniques, e.g., multi-scale training, new network architecture (DarkNet-19). Compared

with proposal-based methods, proposal-free methods do not require a per-region classifier, thus

are conceptually simpler and significantly faster. Our few-shot detector is built on the YOLOv2

architecture.

Few-shot learning. Few-shot learning refers to learning from just a few training examples per class.

Li et al. [112] use Bayesian inference to generalize knowledge from a pre-trained model to perform

one-shot learning. Lake et al. [106] propose a Hierarchical Bayesian one-shot learning system that

exploits compositionality and causality. Luo et al. [127] consider the problem of adapting to novel

classes in a new domain. Douze et al. [44] assume abundant unlabeled images and adopts label

propagation in a semi-supervised setting.

An increasingly popular solution for few-shot learning is meta-learning, which can further be

divided into three categories: a) Metric learning based [98, 171, 180, 167]. In particular, Matching

Networks [180] learn the task of finding the most similar class for the target image among a small

set of labeled images. Prototypical Networks [167] extend Matching Networks by producing a

linear classifier instead of weighted nearest neighbor for each class. Relation Networks [171] learn

a distance metric to compare the target image to a few labeled images. b) Optimization for fast

adaptation. Ravi and Larochelle [149] propose an LSTM meta-learner that is trained to quickly

converge a learner classifier in new few-shot tasks. Model-Agnostic Meta-Learning (MAML) [53]

optimizes a task-agnostic network so that a few gradient updates on its parameters would lead

to good performance on new few-shot tasks. c) Parameter prediction. Learnet [10] dynamically

learns the parameters of factorized weight layers based on a single example of each class to realize

one-shot learning.

Above methods are developed to recognize novel images only, there are some other works
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tried to learn a model that can classify both base and novel images. Recent works by Hariharan et

al.[70, 192] introduce image hallucination techniques to augment the novel training data such that

novel classes and base classes are balanced to some extend. Weight imprinting [146] sets weights

for a new category using a scaled embedding of labeled examples. Dynamic-Net [57] learns a

weight generator to classification weights for a specific category given the corresponding labeled

images. These previous works only tackle image classification task, while our work focuses on

object detection.

Object detection with limited labels. There are a number of prior works on detection focusing on

settings with limited labels. The weakly-supervised setting [11, 38, 169] considers the problem of

training object detectors with only image-level labels, but without bounding box annotations, which

are more expensive to obtain. Few example object detection [135, 190, 41] assumes only a few

labeled bounding boxes per class, but relies on abundant unlabeled images to generate trustworthy

pseudo annotations for training. Zero-shot object detection [7, 148, 216] aims to detect previously

unseen object categories, thus usually requires external information such as relations between

classes. Different from these settings, our few-shot detector uses very few bounding box annotations

(1-10) for each novel class, without the need for unlabeled images or external knowledge. Chen et

al. [16] study a similar setting but only in a transfer learning context, where the target domain

images only contains novel classes without base classes.

6.5 Chapter Summary

This work is among the first to explore the practical and challenging few-shot detection problems.

It introduced a new model to learn to fast adjust contributions of the basic features to detect novel

classes with a few example. Experiments on realistic benchmark datasets clearly demonstrate its

effectiveness. This work also compared the model learning speed, analyzed predicted reweighting

vectors and contributions of each design component, providing in-depth understanding of the

proposed model. Few-shot detection is a challenging problem and we will further explore how to

improve its performance for more complex scenes.
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Chapter 7

Test-Time Fine-Tuning

7.1 Overview

Machine perception systems have witnessed significant success in the past years thanks to the

emergence of convolutional neural networks [110, 73, 153]. However, compared to human visual

systems, learning to generalize to novel concepts, which do not usually have abundant labeled data,

is still far from satisfaction — even a toddler can easily recognize a new concept with very little

instruction [109, 159, 166].

Equipping machines with a similar low-shot learning capability has long been desired by the

machine learning community, with much focus on few-shot image classification. Many [180, 167,

53, 70, 57, 189] seek to transfer knowledge from the data-abundant base classes to the data-scarce

novel classes through meta-learning, which acquires task-level meta knowledge using simulated

few-shot tasks from base classes during training.

More recently, several [92, 203, 191] attempt to tackle the under-explored few-shot object

detection task, where only a few labeled bounding boxes are available for novel classes, by attaching

meta learners to existing object detection networks (e.g., Faster R-CNN [153], YOLO [150]). Unlike

image classification, object detection requires the model to not only classify the object types but

also localize the target objects through millions of region proposals, which substantially increases

the task complexity.

Meta-learning based approaches seem to be promising in both few-shot classification as well

as detection. However, some [20] raise concerns about the reliability of the results given that

a consistent comparison analysis of different approaches is missing. Some simple fine-tuning

based approaches, which draw little attention in the community, turn out to be more favorable than

many prior works that use meta-learning on few-shot image classification [20, 36]. As for the

emerging few-shot object detection task, there is no consensus on the evaluation benchmarks nor a

consistent comparison of different approaches due to the increased network complexity, various

implementation details, and variances in evaluation protocols.

In this work, we take a step to consolidate the few-shot object detection benchmarking and

carefully examine the fine-tuning based approaches, which are considered to be under-performing in
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Figure 7.1: Illustration of our two-stage fine-tuning approach(TFA).

the previous literature [92, 203, 191]. We find that the performance of fine-tuning based approaches

depend heavily on the training schedule as well as the instance-level feature normalization of the

object detectors.

For a two-stage object detector (e.g., Faster R-CNN), we first train the entire object detector on

the data-abundant base classes, and then only fine-tune the last layers of the detector (i.e., the fully

connected layers used as the box classifier and the box regressor) on a small balanced training set

consisting of both base and novel classes while freezing the parameters of the rest of the model.

At the fine-tuning stage, we add instance-level feature normalization to the box classifier inspired

by [57, 147, 20]. We find that such a simple two-stage fine-tuning approach (TFA) outperforms all

previous meta-learning based methods by roughly 2∼20 points on the existing benchmarks using

Pascal VOC [47] and COCO [118] and sometimes even double the performance of the prior art.

In addition, we observe several issues with the existing evaluation protocols that prevent a

consistent model comparison in the few-shot object detection task. First, the existing benchmark

only reports the detection accuracy measured by average precision (AP) on the novel classes,

missing the assessment over the base classes. Second, for the low shots experiments, the accuracy

numbers usually have large variance which makes it comparison unreliable.

To this end, we build a new benchmark on three datasets: Pascal VOC, COCO and LVIS [66].

We revise the evaluation protocols to report the average precision on both the base classes and novel

classes separately as well as the mean AP on all classes, referred to as generalized few-shot object

detection, following the convention in the few-shot classification literature [70, 189]. We sample

different groups of training examples repeatedly for the low-shot experiments to obtain a stable

estimation of the uncertainty and quantitatively analyze the variances of different evaluation metrics.

Our approach establishes a new state of the art on all three datasets of the new benchmark. On

the challenging LVIS dataset, our two-stage training scheme improves the AP of rare classes (<10

images) by ∼4 points and common classes (10-100 images) by ∼2 points with minimal decrease in

AP (∼0.5 points) of the frequent classes (>100 images).

7.2 Algorithms for Few-Shot Object Detection

In this section, we start with introducing the preliminaries on the few-shot object detection setting

and then talk about our simple two-stage fine-tuning approach in Section 7.2. We summarize the
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current meta-learning based approaches considered in this work in Section 7.2.

Few-shot object detection setup. We follow the few-shot object detection setting used in Kang et

al. [92] and Yan et al. [203]. For an object detection datasetD = {(x, y), x ∈ X , y ∈ Y}, where x is

the input image and y = {(ci, xi
1, x

i
2, y

i
1, y

i
2), i = 1, ..., N} denotes the categories and bounding box

coordinates of the N object instances in the image x. There are a set of base classes Cb which have

many instances and a set of novel classes Cn which have only K (usually less than 10) instances per

category. For synthetic few-shot datasets using Pascal VOC and COCO, the novel set for training

is balanced and each class has the same number of annotated objects (i.e., K-shot). The recent

LVIS has a natural long-tail distribution which does not have the manual K-shot split. The classes

in LVIS are divided into frequent classes (appearing in more than 100 images), common classes

(10-100 images), and rare classes (less than 10 images). We consider both synthetic and natural

datasets in our work and follow the naming convention of k-shot for simplicity.

The few-shot object detector is evaluated on a test set of both the base classes and the novel

classes. The goal is to optimize the detection accuracy measured by average precision (AP) of

the novel classes as well as the base classes. This setting is different from the N -way-K-shot

setting [53, 180, 167] commonly used in few-shot classification.

Two-stage fine-tuning approach

We describe our simple two-stage fine-tuning approach (TFA) for few-shot object detection in this

section. We adopt the widely used Faster R-CNN [153], a two-stage object detector, as our base

detector. As shown in Figure 7.1, the feature learning components (referred as F ) of a faster R-CNN

model O include the backbone (e.g., ResNet [73], VGG16 [165]), the region proposal network

(RPN) as well as a two-layer fully-connected (FC) sub-network as a proposal-level feature extractor.

There is also a box predictor composed of a box classifier C to classify the object categories and a

box regressorR to predict the bounding box coordinates. Intuitively, the backbone features as well

as the RPN features are class-agnostic; therefore, features learned from the base classes are likely to

transfer to the novel classes without further parameter updates. Our key insight is to separate the

feature representation learning and the box predictor learning into two stages.

Base training. In our first stage, we train the feature extractor and the box predictor only on the

base classes Cb with the same loss function used in Ren et al. [153]. That is,

L = Lrpn + Lcls + Lloc, (7.1)

where Lrpn is applied to the output of RPN to distinguish the background/foreground and refine the

pre-defined anchors. Lcls is a cross-entropy loss for the box classifier C and Lloc is a smoothed L1

loss for the box regressorR.

Few-shot fine-tuning. In the second stage, we create a small balanced dataset with K shots per

class (both base and novel classes). We add randomly initialized weights of the novel classes to

the trained box predictor and fine-tune only the box classifier and box regressor, namely the last

layers of the detector O, while keeping the entire feature extractor F fixed. We use the same loss
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Figure 7.2: Abstraction of the meta-learning based few-shot object detectors.

objective function (Equation 7.1) and a reduced learning rate than the first stage. We reduce the

learning rate by 20 in our experiments.

Cosine similarity based box classifier. Inspired by Gidaris et al. [57, 147, 20], we consider using

a cosine similarity based classifier in the second fine-tuning stage. The weight matrix W ∈ R
d×c of

the box classifier C can be written as [w1, w2, ..., wc], where wc ∈ R
d is the per-class weight vector.

The output of C is scaled similarity scores S of the input feature F(x) and the weight vectors of

different classes. That is,

si,j = α · F(x)⊤i wj/(||F(x)i|| · ||wj||), (7.2)

where si,j is the similarity scores between the i-th object proposal of the input x and the weight

vector of class j. α is the scaling factor, which we used a fixed value of 20 in our experiments. We

find empirically that the instance level feature normalization used in the cosine similarity based

classifier helps reduce the intra-class variance and improves the detection accuracy of novel classes

with less decrease in base classes compared to a FC-based classifier especially when the number of

training examples are very limited.

Meta-learning based approaches

We describe the existing meta-learning based few-shot object detection networks (FSRW [92], Meta

R-CNN [203] and MetaDet [191]) in this section to draw connections with our approach. The

architecture of FSRW [92] and Meta R-CNN [203] can be abstracted in Figure 7.2. In meta-learning

based approaches, besides the base object detector (either single-stage or two-stage detectors), a

meta-learner is introduced to acquire class-level meta knowledge and help the model generalize to

novel classes through feature re-weighting (e.g., FSRW and Meta R-CNN) or class-specific weight

generation (e.g., MetaDet). The input to the meta learner is a small set of support images as well as

the bounding box annotations of the target objects.

The base object detector and the meta-learner are often jointly trained using episodic training.

Each episode is composed of a supporting set of N objects and a set of query images. The support

images and the binary masks of the annotated objects are used as input to the meta learner, which

modulates the feature representation of the query images as adopted in FSRW and Meta R-CNN.

As illustrated in Figure 7.2, the training procedure is also split into a meta-training stage where the
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model is only trained on the data of the base classes and a meta fine-tuning stage, where the support

set includes the few examples of the novel classes as well as a subset of examples from the base

classes.

Both the meta-learning based approaches and our approach have a two-stage training. However,

we find that the episodic learning used in meta-learning based approaches can be very memory

inefficient as the number of classes in the supporting set increases. Our fine-tuning method only

fine-tunes the last layers of the network with a normal batch training scheme which is much more

memory efficient.

7.3 Experiments

In this section, we conduct extensive comparison with the previous methods on the existing few-shot

object detection benchmarks using Pascal VOC and COCO, which our approach can obtain about

2∼20 points on all settings (Section 7.3). We then introduce a new benchmark on three datasets

(Pascal VOC, COCO and LVIS) with revised evaluation protocols to address the unreliability of

the previous benchmark (Section 7.3). We also provide various ablation study and visualizations in

Section 7.3.

Implementation details. All of our models are implemented on the Detectron2 framework [196].

We use Faster R-CNN [153] as our base detector and Resnet-101 [73] with a Feature Pyramid

Network [77] as the backbone. For hyperparameters related to the model architecture, we use the

default parameters provided by the Detectron2 framework. All models are trained using SGD with

mini-batch size of 16, momentum of 0.9, and weight decay of 0.0001. A learning rate of 0.02 is

used during base training and 0.001 during few-shot fine-tuning. We plan on open-sourcing our

code for ease of reproduction and extension.

Existing few-shot object detection benchmark

Existing benchmarks. Followin the previous work [92, 203, 191], we first evaluate our approach

on Pascal VOC 2007+2012 and MS-COCO, using the same data splits and training examples

provided by Kang et al. [92]1. For Few-shot Pascal VOC set, the 20 classes are randomly divided

into 15 base classes and 5 novel classes, where the novel classes have K = 1, 2, 3, 5, 10 objects

per class sampled from the combination of the trainval sets of the 2007 and 2012 versions for

training. Three random split groups are considered in this work. Pascal VOC 2007 test set is used

for evaluation. For MS-COCO, the non-overlapping categories (60 classes) with Pascal VOC are

used as base classes while the remaining 20 classes are used as novel classes with K = 10, 30. For

evaluation metrics, AP50 (matching threshold is 0.5) of the novel classes is used for the Pascal VOC

setting and the COCO-style AP of the novel classes is used on MS-COCO.

Baselines. We compare our approach with the meta-learning based approaches FSRW, Meta-RCNN

and MetaDet together with the fine-tuning based approaches: jointly training (denoted by

1code and data at https://github.com/bingykang/Fewshot_Detection

https://github.com/bingykang/Fewshot_Detection


CHAPTER 7. TEST-TIME FINE-TUNING 81

Table 7.1: Few-shot detection performance (mAP50) on PASCAL VOC.

Backbone Novel Set 1 Novel Set 2 Novel Set 3

Method / Shot - 1 2 3 5 10 1 2 3 5 10 1 2 3 5 10

\ [92]

YOLOv2

0.0 0.0 1.8 1.8 1.8 0.0 0.1 0.0 1.8 0.0 1.8 1.8 1.8 3.6 3.9

YOLO-ft [92] 3.2 6.5 6.4 7.5 12.3 8.2 3.8 3.5 3.5 7.8 8.1 7.4 7.6 9.5 10.5

YOLO-ft-full [92] 6.6 10.7 12.5 24.8 38.6 12.5 4.2 11.6 16.1 33.9 13.0 15.9 15.0 32.2 38.4

FSRW [92] 14.8 15.5 26.7 33.9 47.2 15.7 15.3 22.7 30.1 40.5 21.3 25.6 28.4 42.8 45.9

MetaDet [191] 17.1 19.1 28.9 35.0 48.8 18.2 20.6 25.9 30.6 41.5 20.1 22.3 27.9 41.9 42.9

FRCN+joint [191]

FRCN w/VGG16

0.3 0.0 1.2 0.9 1.7 0.0 0.0 1.1 1.9 1.7 0.2 0.5 1.2 1.9 2.8

FRCN+joint-ft [191] 9.1 10.9 13.7 25.0 39.5 10.9 13.2 17.6 19.5 36.5 15.0 15.1 18.3 33.1 35.9

MetaDet [191] 18.9 20.6 30.2 36.8 49.6 21.8 23.1 27.8 31.7 43.0 20.6 23.9 29.4 43.9 44.1

FRCN+joint [203]

FRCN w/R-101

2.7 3.1 4.3 11.8 29.0 1.9 2.6 8.1 9.9 12.6 5.2 7.5 6.4 6.4 6.4

FRCN+ft [203] 11.9 16.4 29.0 36.9 36.9 5.9 8.5 23.4 29.1 28.8 5.0 9.6 18.1 30.8 43.4

FRCN+ft-full [203] 13.8 19.6 32.8 41.5 45.6 7.9 15.3 26.2 31.6 39.1 9.8 11.3 19.1 35.0 45.1

Meta R-CNN [203] 19.9 25.5 35.0 45.7 51.5 10.4 19.4 29.6 34.8 45.4 14.3 18.2 27.5 41.2 48.1

FRCN+ft-full (Ours) 15.2 20.3 29.0 40.1 45.5 13.4 20.6 28.6 32.4 38.8 19.6 20.8 28.7 42.2 42.1

TFA w/ fc (Ours) 36.8 29.1 43.6 55.7 57.0 18.2 29.0 33.4 35.5 39.0 27.7 33.6 42.5 48.7 50.2

TFA w/ cos (Ours)

FRCN w/R-101

39.8 34.4 44.7 55.7 56.0 23.5 26.9 34.1 35.1 39.1 30.8 34.8 42.8 49.5 49.8

Table 7.2: Few-shot detection performance on Novel Set 1 of PASCAL VOC.

# shots Method Base AP50 Novel AP50

3

FRCN+ft-full [203] 63.6 32.8

Meta R-CNN [203] 64.8 35.0

Train base only 80.8 9.0

FRCN+ft-full (Ours) 66.1 29.0

TFA w/ cos (Ours) 79.1 44.7

10

FRCN+ft-full [203] 61.3 45.6

Meta R-CNN [203] 67.9 51.5

Train base only 80.8 9.0

FRCN+ft-full (Ours) 66.0 45.5

TFA w/ cos (Ours) 78.4 56.0

FRCN/YOLO+joint. FRCN is Faster R-CNN for short) where the base and novel class ex-

amples are jointly trained in the base training stage, and fine-tuning the entire model (denoted by

FRCN/YOLO+ft-full) where both the feature extractor F and the box predictor (C andR) are

jointly fine-tuned until convergence in the second fine-tuning stage. Fine-tuning with less iterations

(denoted by FRCN/YOLO+ft) are reported in Kang et al. [92] and Yan et al. [203].

Results on PASCAL VOC. We provide the average AP50 of the novel classes on Pascal VOC

with three random splits in Table 7.1. Our approach uses ResNet-101 as the backbone which

is comparable with Meta R-CNN. We implement the FRCN+ft-full in our framework which

roughly matches the results reported in Yan et al. [203]. MetaDet uses a different backbone of

VGG16 but the performance is similar and sometimes worse than Meta R-CNN with ResNet-101 as

the backbone according to Table 7.1.

In all different data splits and different number of training shots, our approach (the last row) is
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Figure 7.3: Cumulative mean with 95% confidence interval across 40 repeated runs, computed on

the first split of PASCAL VOC.

able to out perform the previous methods with a large margin. It even doubles the performance of

the previous approaches in the one-shot cases. The improvements (up to 20 points) is much larger

than the gap among the previous meta-learning based approaches, indicating the effectiveness of

our approach. We also compare the cosine similarity based box classifier (TFA+w/cos) with a

normal FC-based classifier(TFA+w/fc) and find that TFA+w/cos is better than TFA+w/fc on

extremely low shots (e.g., 1-shot) but the two are roughly similar as there are more training shots

(e.g., 10-shot).

We also cite the numbers from Yan et al. [203] for their model performance on the base classes

for more detailed comparison in Table 7.2. We find that our model also has much higher average

AP on the base classes than Meta R-CNN with a gap of about 10 to 15 points. To eliminate the

differences in implementation details, we also report our re-implementation of FRCN+ft-full

and training base only (where the base class should have the highest accuracy as the model

is only trained on the base classes examples). Again, we find our model has a minimal decrease

(less than 2 points) on the base classes.

Table 7.3: Few-shot detection performance on COCO.

novel AP novel AP75

Model Backbone 10 30 10 30

FSRW YOLOv2 5.6 9.1 4.6 7.6

MetaDet FRCN w/VGG16 7.1 11.3 6.1 8.1

FRCN+ft+full FRCN w/R-101 6.5 11.1 5.9 10.3

Meta R-CNN FRCN w/R-101 8.7 12.4 6.6 10.8

FRCN+ft-full (Ours) FRCN w/R-101 9.2 12.5 9.2 12.0

TFA w/ fc (Ours) FRCN w/R-101 10.0 13.4 9.2 13.2

TFA w/ cos (Ours) FRCN w/R-101 9.8 13.7 9.0 13.4

Results on MS-COCO. Similarly, we report the average AP and AP75 (matching threshold is 0.75,

a more strict metric than AP50) of the 20 novel classes on MS-COCO in Table 7.3. Similar to

Pascal VOC, we consistently outperform previous methods across all shots on both novel AP and
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Table 7.4: Generalized object detection benchmarks on LVIS.

Method Backbone Repeated sampling AP AP50 AP75 APs APm APl APr APc APf

Joint training
FRCN w/ R-50

19.8 33.6 20.4 17.1 25.9 33.2 2.1 18.5 28.5

TFA w/ fc (Ours) 22.3 37.8 22.2 18.5 28.2 36.6 14.3 21.1 27.0

Joint training

FRCN w/ R-50 X

23.1 38.4 24.3 18.1 28.3 36.0 13.0 22.0 28.4

TFA w/ fc (Ours) 24.1 39.9 25.4 19.5 29.1 36.7 14.9 23.9 27.9

TFA w/ cos (Ours) 24.4 40.0 26.1 19.9 29.5 38.2 16.9 24.3 27.7

Joint training
FRCN w/ R-101

21.9 35.8 23.0 18.8 28.0 36.2 3.0 20.8 30.8

TFA w/ fc (Ours) 23.9 39.3 25.3 19.5 29.5 38.6 16.2 22.3 28.9

Joint training

FRCN w/ R-101
X

24.7 40.5 26.0 19.0 30.3 38.0 13.4 24.0 30.1

TFA w/ fc (Ours) 25.4 41.8 27.0 19.8 31.1 39.2 15.5 26.0 28.6

TFA w/ cos (Ours) 26.2 41.8 27.5 20.2 32.0 39.9 17.3 26.4 29.6

novel AP75. We achieve around 1 point improvement in AP over the best performing baseline and

around 2.5 points improvement in AP75.

Generalized few-shot object detection benchmark

Revised evaluation protocols. We find several issues with existing benchmarks. First, previous

evaluation protocols focus only on performance on novel classes. This ignores the potential

performance drop in base classes and the overall performance of the network. Second, the sample

variance is large due to the few samples that are used for training. This makes it difficult to compare

against other methods, as differences in performance could be insignificant.

To address the issues, we first evaluate our approach using three metrics: AP, nAP, and bAP.

nAP and bAP are the AP measurements for novel and base classes, respectively. We also evaluate

on both novel and base classes together, which we term as just AP. Doing so allows us to observe

trends in performance of both base and novel classes, and the overall performance of the network.

Additionally, we train our models on multiple random samples of training shots to obtain

averages and confidence intervals. In Figure 7.3, we show the cumulative mean and 95% confidence

interval across 40 repeated runs on four different shots on the first split of PASCAL VOC. Although

the performance is high on the first random sample, the average decreases significantly as more

samples are used. Additionally, the confidence intervals across the first few runs are large, especially

in the low-shot scenario. When we use more repeated runs, the averages stabilizes and the confidence

intervals become small, which allows for better comparisons.

Results on LVIS. We evaluate our approach on the recently introduced LVIS dataset [66], which

has a natural long-tail distribution. We treat the frequent and common classes as base classes, and

the rare classes as novel classes. The base training is done the same as before. During few-shot

fine-tuning, we artificially create a balanced-subset of the entire dataset by sampling up to 10

instances for each class and fine-tune on this subset.

We show evaluation results on generalized LVIS in Table 7.4. Compared to the methods in [66],

our method is able to achieve better performance (∼1-1.5 points in overall AP and ∼2-4 points in
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Table 7.5: Generalized object detection benchmarks on Pascal VOC.

Split # shots Method
Overall Base class Novel class

AP AP50 AP75 bAP bAP50 bAP75 nAP nAP50 nAP75

Split 1

1
TFA w/ fc 39.6±0.5 63.5±0.7 43.2±0.7 48.7±0.7 77.1±0.7 53.7±1.0 12.2±1.6 22.9±2.5 11.6±1.9

TFA w/ cos 40.6±0.5 64.5±0.6 44.7±0.6 49.4±0.4 77.6±0.2 54.8±0.5 14.2±1.4 25.3±2.2 14.2±1.8

2
TFA w/ fc 40.5±0.5 65.5±0.7 43.8±0.7 47.8±0.7 75.8±0.7 52.2±1.0 18.9±1.5 34.5±2.4 18.4±1.9

TFA w/ cos 42.6±0.3 67.1±0.4 47.0±0.4 49.6±0.3 77.3±0.2 55.0±0.4 21.7±1.0 36.4±1.6 22.8±1.3

3
TFA w/ fc 41.8±0.9 67.1±0.9 45.4±1.2 48.2±0.9 76.0±0.9 53.1±1.2 22.6±1.2 40.4±1.7 22.4±1.7

TFA w/ cos 43.7±0.3 68.5±0.4 48.3±0.4 49.8±0.3 77.3±0.2 55.4±0.4 25.4±0.9 42.1±1.5 27.0±1.2

5
TFA w/ fc 41.9±0.6 68.0±0.7 45.0±0.8 47.2±0.6 75.1±0.6 51.5±0.8 25.9±1.0 46.7±1.4 25.3±1.2

TFA w/ cos 44.8±0.3 70.1±0.4 49.4±0.4 50.1±0.2 77.4±0.3 55.6±0.3 28.9±0.8 47.9±1.2 30.6±1.0

10
TFA w/ fc 42.8±0.3 69.5±0.4 46.0±0.4 47.3±0.3 75.4±0.3 51.6±0.4 29.3±0.7 52.0±1.1 29.0±0.9

TFA w/ cos 45.8±0.2 71.3±0.3 50.4±0.3 50.4±0.2 77.5±0.2 55.9±0.3 32.0±0.6 52.8±1.0 33.7±0.7

Split 2

1
TFA w/ fc 36.2±0.8 59.6±0.9 38.7±1.0 45.6±0.9 73.8±0.9 49.4±1.2 8.1±1.2 16.9±2.3 6.6±1.1

TFA w/ cos 36.7±0.6 59.9±0.8 39.3±0.8 45.9±0.7 73.8±0.8 49.8±1.1 9.0±1.2 18.3±2.4 7.8±1.2

2
TFA w/ fc 38.5±0.5 62.8±0.6 41.2±0.6 46.9±0.5 74.9±0.5 51.2±0.7 13.1±1.0 26.4±1.9 11.3±1.1

TFA w/ cos 39.0±0.4 63.0±0.5 42.1±0.6 47.3±0.4 74.9±0.4 51.9±0.7 14.1±0.9 27.5±1.6 12.7±1.0

3
TFA w/ fc 39.4±0.4 64.2±0.5 42.0±0.5 47.5±0.4 75.4±0.5 51.7±0.6 15.2±0.8 30.5±1.5 13.1±0.8

TFA w/ cos 40.1±0.3 64.5±0.5 43.3±0.4 48.1±0.3 75.6±0.4 52.9±0.5 16.0±0.8 30.9±1.6 14.4±0.9

5
TFA w/ fc 40.0±0.4 65.1±0.5 42.6±0.5 47.5±0.4 75.3±0.5 51.6±0.5 17.5±0.7 34.6±1.1 15.5±0.9

TFA w/ cos 40.9±0.4 65.7±0.5 44.1±0.5 48.6±0.4 76.2±0.4 53.3±0.5 17.8±0.8 34.1±1.4 16.2±1.0

10
TFA w/ fc 41.3±0.2 67.0±0.3 44.0±0.3 48.3±0.2 76.1±0.3 52.7±0.4 20.2±0.5 39.7±0.9 18.0±0.7

TFA w/ cos 42.3±0.3 67.6±0.4 45.7±0.3 49.4±0.2 76.9±0.3 54.5±0.3 20.8±0.6 39.5±1.1 19.2±0.6

Split 3

1
TFA w/ fc 39.0±0.6 62.3±0.7 42.1±0.8 49.5±0.8 77.8±0.8 54.0±1.0 7.8±1.1 15.7±2.1 6.5±1.0

TFA w/ cos 40.1±0.3 63.5±0.6 43.6±0.5 50.2±0.4 78.7±0.2 55.1±0.5 9.6±1.1 17.9±2.0 9.1±1.2

2
TFA w/ fc 41.1±0.6 65.1±0.7 44.3±0.7 50.1±0.7 77.7±0.7 54.8±0.9 14.2±1.2 27.2±2.0 12.6±1.3

TFA w/ cos 41.8±0.4 65.6±0.6 45.3±0.4 50.7±0.3 78.4±0.2 55.6±0.4 15.1±1.3 27.2±2.1 14.4±1.5

3
TFA w/ fc 40.4±0.5 65.4±0.7 43.1±0.7 47.8±0.5 75.6±0.5 52.1±0.7 18.1±1.0 34.7±1.6 16.2±1.3

TFA w/ cos 43.1±0.4 67.5±0.5 46.7±0.5 51.1±0.3 78.6±0.2 56.3±0.4 18.9±1.1 34.3±1.7 18.1±1.4

5
TFA w/ fc 41.3±0.5 67.1±0.6 44.0±0.6 48.0±0.5 75.8±0.5 52.2±0.6 21.4±0.9 40.8±1.3 19.4±1.0

TFA w/ cos 44.1±0.3 69.1±0.4 47.8±0.4 51.3±0.2 78.5±0.3 56.4±0.3 22.8±0.9 40.8±1.4 22.1±1.1

10
TFA w/ fc 42.2±0.4 68.3±0.5 44.9±0.6 48.5±0.4 76.2±0.4 52.9±0.5 23.3±0.8 44.6±1.1 21.0±1.2

TFA w/ cos 45.0±0.3 70.3±0.4 48.9±0.4 51.6±0.2 78.6±0.2 57.0±0.3 25.4±0.7 45.6±1.1 24.7±1.1

AP for rare and common classes). We also demonstrate results without using repeated sampling,

which is a weighted sampling scheme that is used in [66] to address the data imbalance issue. Our

simple approach is able to greatly outperform the corresponding baseline. Notably, the AP on rare

classes increased around 12 points and the AP on common classes increased around 1.5 points. This

shows that our simple two-stage fine-tuning scheme is able to address the severe data imbalance

issue without needing repeated sampling.

Benchmarking results on PASCAL VOC and MS-COCO. We show evaluation results on gen-

eralized PASCAL VOC in Table 7.5 and MS-COCO in Table 7.6. On both datasets, we evaluate

on the base classes and the novel classes and report AP scores for each. On PASCAL VOC, we

evaluate our models over 30 repeated runs and report the average and the 95% confidence interval.

On MS-COCO, we provide results on 1, 2, 3, and 5 shots in addition to the 10 and 30 shots used by
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Table 7.6: Generalized object detection benchmarks on COCO.

# shots Method
Overall Base class Novel class

AP AP50 AP75 APs APm APl bAP bAP50 bAP75 nAP nAP50 nAP75

1
TFA w/ fc 25.7 41.0 27.7 14.8 28.3 33.7 33.3 52.8 36.0 2.9 5.7 2.8

TFA w/ cos 26.4 42.5 28.2 16.4 28.4 33.0 34.1 54.7 36.4 3.4 5.8 3.8

2
TFA w/ fc 26.1 41.4 28.3 14.7 29.2 34.8 33.3 52.3 36.4 4.3 8.5 4.1

TFA w/ cos 27.1 43.4 29.4 16.8 29.5 34.0 34.7 55.1 37.6 4.6 8.3 4.8

3
TFA w/ fc 26.9 42.5 29.5 15.3 29.8 36.3 33.7 52.5 37.2 6.7 12.6 6.6

TFA w/ cos 27.7 44.1 30.0 16.6 29.9 35.5 34.7 54.8 37.9 6.6 12.1 6.5

5
TFA w/ fc 27.5 43.6 30.0 15.6 30.5 36.8 33.9 52.8 37.2 8.4 16.0 8.4

TFA w/ cos 28.1 44.6 30.2 16.9 30.3 36.3 34.7 54.4 37.6 8.3 15.3 8.0

10
TFA w/ fc 27.9 44.6 30.4 15.8 30.9 37.6 33.9 53.1 37.4 10.0 19.2 9.2

TFA w/ cos 28.4 45.4 30.7 16.6 30.9 37.2 34.6 54.3 37.9 9.8 18.7 9.0

30
TFA w/ fc 29.7 46.8 32.5 16.7 32.7 40.1 35.1 54.2 38.9 13.4 24.7 13.2

TFA w/ cos 30.3 47.9 32.9 17.8 32.6 40.2 35.8 55.5 39.4 13.7 24.9 13.4

Figure 7.4: Detection results of our approach on novel classes of PASCAL VOC

the existing benchmark for a better picture of performance trends in the low-shot regime. We defer

the full experimental results of the generalized MS-COCO benchmark to the appendix.

Ablation study and Visualization

Weight initialization. We explore two different ways of initializing the weights of the novel

classifier before few-shot fine-tuning: (1) random initialization and (2) fine-tuning a predictor on

the novel set and using the classifier’s weights as initialization. We compare both methods on 1/3/10

shots on split 3 of PASCAL VOC and MS-COCO and show the results in Table 7.7. On PASCAL

VOC, simple random initialization can outperform initialization using fine-tuned novel weights.

On MS-COCO, using the novel weights can improve the performance over random initialization.

This is probably due to the increased complexity and number of classes of MS-COCO compared

to PASCAL VOC. We use random initialization for all PASCAL VOC experiments and novel

initialization for all MS-COCO and LVIS experiments.

Detection results. We visualize the success and failure cases of our 10-shot TFA w/ cos model

on novel objects from the first split of PASCAL VOC in Figure 7.4. Some failure cases include
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Table 7.7: Ablation of weight initialization of the novel classifier.

Base AP Novel AP

Dataset Init. 1 3 10 1 3 10

PASCAL VOC Random 51.2 52.6 52.8 15.6 25.0 29.4

(split 3) Novel 50.9 53.1 52.5 13.4 24.9 28.9

MS-COCO
Random 34.0 34.7 34.6 3.2 6.4 9.6

Novel 34.1 34.7 34.6 3.4 6.6 9.8

misclassifying novel objects as similar base objects (e.g., cow as horse) and identifying incorrect

instance boundaries.

7.4 Related Work

Our work is related to the rich literature on few-shot image classification which uses various meta-

learning based or metric-learning based methods. We also draw connections between our work and

the existing meta-learning based few-shot object detectors. To the best of our knowledge, we are

the first to conduct a systematic analysis of fine-tuning based approaches on the few-shot object

detection task.

Meta-learning. The goal of meta-learning is to acquire task-level meta knowledge that can help

the model quickly adapt to new tasks and environments with very few labeled examples. Some [53,

158, 139] use learning to fine-tuning which aims to obtain a good parameter initialization that can

adapt to new tasks with a few scholastic gradient updates. Another popular line of research on

meta-learning is to use parameter generation when adapting to novel tasks. Gidaris et al. [57]

propose an attention based weight generator to generate the classifier weights for the novel classes.

Wang et al. [189] construct task-aware feature embeddings by generating parameters for the feature

layers. These approaches have only been used for the few-shot image classification, not on more

challenging tasks like object detection.

Metric-learning. Another line of work [98, 167, 180] focuses on learning to compare or metric

learning. Intuitively, if the model can construct distance metrics to estimate the similarity between

two input images, it may generalize to novel categories with few labeled instances. More recently,

several [20, 57, 147] adopt a cosine similarity based classifier to reduce the intra-class variance on

the few-shot classification task, which has favorable performance than many meta-learning based

approaches. Similarly, our work also adopts a cosine similarity classifier to classify the categories

of the region proposals. However, we are focused on the instance-level distance measurement rather

than on the image level.

Few-shot object detection. There are several early attempts on few-shot object detection using

meta learning. Kang et al. [92] and Yan et al. [203] apply feature re-weighting schemes to a

single-stage object detector (YOLOv2) and a two-stage object detector (Faster R-CNN) with the

help of a meta learner which takes the support images (i.e., small number of labeled images of the
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novel/base classes) as well as the bounding box annotations as inputs. Wang et al. [191] propose

a weight prediction meta-model to predict parameters of category-specific components from few

examples while learning the category-agnostic parts from base class examples.

In all these works, fine-tuning based approaches are considered as baselines with worse per-

formances than meta-learning based approaches. They consider jointly fine-tuning (where base

classes and novel classes are trained together) and fine-tuning the entire model (where the detector

is first trained on the base classes only and then fine-tuned on a balanced set with both base and

novel classes). In contrast, we find that when fine-tuning only the last layer of the object detector

on the balanced subset and keep the rest of model fixed can substantially improve the detection

accuracy, outperforming all the prior meta-learning based approaches. This indicates that feature

representations learned from the base classes might be able to transfer to the novel classes and

simple adjustments on the box predictor can provide strong performance in this transductive learning

setting [36].

7.5 Chapter Summary

In this work, we proposed a simple two-stage fine-tuning approach for the under-explored few-shot

object detection task, which outperformed the previous meta-learning based methods by a large

margin on the existing few-shot object detection benchmark. In addition, we build a more reliable

banchmarks with revised evaluation protocols on three datasets: Pascal VOC, COCO and LVIS. On

the new benchmark, our model established new state of the art and improve the AP of rare classes

by 4 points with neligible reduction on frequent classes on the new LVIS dataset.
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Chapter 8

ShapeProp for Semi-Supervised Learning

8.1 Overview

Instance segmentation methods [75, 17, 119] have enjoyed great success recently thanks to deep

convolutional networks and availability of new datasets [26, 209]. Those methods can be applied

in a broad range of applications such as key point detection and 3D cuboid fitting. However,

collecting these fine annotations requires prohibitively expensive human effort, preventing the

existing frameworks from learning on larger data. This difficulty limits our further study in the

instance segmentation problem.

One possible solution is to use the abundant cheaper bounding box annotations to relieve the

shortage of segmentation supervision. Some works [83, 105] have explored how to generalize to

unseen categories with the weak supervision. However, the segmentation modules usually only

get pixel information from only fine segmentation supervision. It is still not well understood

how to exploit the new pixel-level information from bounding boxes, even though more box-level

supervision can improve the object localization,

In this work, we aim to combine the weekly supervised segmentation information in bounding

boxes and full instance segmentation supervision for semi-supervised learning of instance segmen-

tation. The task is a generalization of the “partially supervised instance segmentation” in previous

literature [82, 105] which assumes the costly mask annotations are available for a subset of cate-

gories. We denote this as category-wise semi-supervision and also consider a realistic image-wise

semi-supervision where only a subset of images has masks. The category-wise and image-wise

semi-supervision focuses on inter- and intra-class generalization. Note that the considerably cheaper

bounding box annotations are available for all object instances.

Semi-supervised instance segmentation is challenging to existing instance segmentation frame-

works. Current single-stage (e.g., RetinaMask [56]) or two-stage (e.g., Mask R-CNN family [75,

119]) instance segmentation frameworks do not take full advantage of the existing supervision. They

typically use a detection head and a segmentation head to learn from the box and mask supervision

separately. So the segmentation head does not explicitly benefit from the abundant box annotations

as each box is a coarse-grained representation which does not specify object shape. Also, the
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Figure 8.1: ShapeProp illustration.

segmentation head requires high-level semantics to predict pixel-wise labels, making it difficult to

adequately capture data distribution when only limited masks are available.

Our goal is to learn to locate and segment objects from both box and segmentation annotations.

We propose ShapeProp, a lightweight network module that can extend existing instance segmentation

frameworks to utilize box-level instance supervision for the semi-supervised instance segmentation.

ShapeProp exploits the shape prior information hidden inside box and mask annotations to improve

accuracy and generalization of existing instance segmentation frameworks, as illustrated in Fig. 8.1.

ShapeProp can learn instance-specific saliency from the abundant box supervision and model the

instance-specific latent relationships between pixels from the limited segmentation annotations.

ShapeProp extracts salient regions of the instance from the box detection outputs. Then it

propagates salient regions into an intermediate shape representation, referred as Shape Activation,

which specifies fine-detailed instance shape extents, as shown in Fig. 8.2. Shape activation indicates

the potential object shapes and provides shape prior. We then fuse it with the region features before

making final instance segmentation predictions.

Our approach does not use preprocessing steps such as grouping masks in ShapeMask [105],

and can be easily integrated and jointly trained with existing instance segmentation frameworks.

In contrast to methods [83] based on transfer learning, which only aims to improve inter-class

generalization, our approach improves both inter- and intra-class generalization. Furthermore, our

method is lightweight and do not introduce heavy computational overhead to the model inference

speed.

Extensive experiments show that ShapeProp module brings consistent and significant im-

provements to baselines, achieving top performance on various benchmarks. For instance, on

semi-supervision setting, Mask R-CNN augmented by ShapeProp improves the baseline by 10.8 AP
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Figure 8.2: Visualization of extracted shape representation.

and outperform the state-of-the-art by 2.2 AP. Those results show strong evidence that ShapeProp

effectively improves model’s segmentation quality and generalization ability.

8.2 Related Work

Instance segmentation. Instance segmentation is a fundamental task in the computer vision can

be roughly categorized into detection-based or grouping-based approaches. The detection-based

methods [71, 28, 72, 114, 18, 75] dominates the state-of-the-art performance in commonly used

benchmarks, e.g., COCO [118]. They typically follow a multi-task learning paradigm where a

backbone network first extracts spatial features and generates a set of candidate regions, either

with region proposal networks [153] or dense anchor boxes [56]. Then a detection head and a

segmentation head which composes several convolution -relu layers predicted the accurate box

and the segmentation mask inside the region cropped by the detected box. The grouping-based

approaches [99, 6, 31, 122, 120, 5, 97] view the instance segmentation as a bottom-up grouping

problem. Although great progress has been achieved in the instance segmentation task, most of

these works require strong supervision in the form of hand-annotated instance masks for all objects,

which limits their application on large-scale datasets.

Weakly supervised instance segmentation. Methods learning with weaker labels try to break

this limitation by learning with a weaker form of supervision. [95] leverages the idea that given

a bounding box for the target object, one can obtain a pseudo mask label from a grouping-based

segmentation algorithm like GrabCut [155]. Pham et al. [143] study open-set instance segmentation

by using a boundary detector followed by grouping. Zhou et al. [214, 217] tackle weakly supervised

instance segmentation by exploiting the class peak response of classification networks. Although

effective, these approaches do not take advantage of existing instance mask labels to achieve better

performance.
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Figure 8.3: ShapeProp Framework.

Learning with limited masks. As opposed to the weakly-supervised setting [95, 214], some

recent approaches tackle the partially supervised setting where only box labels (not mask labels)

are available for a subset of categories at training time. The model is required to perform instance

segmentation on these categories at test time, which requires strong generalization ability. MaskX

R-CNN [83] tackles the problem by learning to predict weights of mask segmentation branch from

the box detection branch. This transfer learning approach shows significant improvement over

class-agnostic training; however, performance gap to fully supervised methods remains significant.

Moreover, it only addresses inter-class generalization problems while ignoring intra-class

generalization (i.e. novel instances from seen categories). ShapeMask [105] is based on a strong

assumption that shape bases from existing mask annotations could serve as canonical shapes and

generalize to unseen categories. ShapeMask uses the limited mask annotations to extract prior

knowledge to help segmentation. Despite its effectiveness, this approach drew class agnostic shape

prior from the limited mask annotations and neglect the abundant box annotations, which we argue

could provide informative instance-specific saliency.

In this paper, we tackle semi-supervised instance segmentation problem, which includes both

category-wise semi-supervision setting (i.e., partially supervised setting), and image-wise semi-

supervision setting, i.e., only a small subset of images have masks. Those two settings focus on

inter- and intra-class generalization, respectively. In other words, our model generalizes to both

objects from unseen categories and novel objects from seen categories.

8.3 ShapeProp Model

In this section, we first revisit the detection based instance segmentation frameworks as we aim to

improve their accuracy and generalization. We then introduce the proposed ShapeProp approach,

starting with the process of statistically learning instance-specific saliency via multiple instance

learning and followed by the design of propagating saliency to a well-generalized shape representa-

tion, referred to as Shape Activation. Finally, we discuss how to integrate Shape Activation to the

instance segmentation frameworks. The overall architecture of ShapeProp is illustrated in Fig. 8.3.
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Learning Saliency Propagation

Activating Saliency. Although a single box annotation does not specify the label for each pixel,

they entail information on what an object looks like and provide one weak label for all pixels within

the bounding box. We can still learn pixel-level label statistics from the weak supervision after

looking at a large number of examples. This is also studied in the context of Multiple Instance

Learning (MIL). MIL [131] is a form of weakly supervised learning where training instances are

arranged in sets, called bags, and a label is provided for the entire bag instead of an individual

instance. Note that in our context, we consider each box as a bag of pixels.

We first construct positive and negative bags from the box detections B = {b1, b2, ..., bN}
outputted by the instance segmentation framework where bi = (x̂, ŷ, ŵ, ĥ, ĉ) is the i-th detection

and N is the number of detected objects in the image. (x̂, ŷ, ŵ, ĥ) is the predicted coordinates of the

bounding box and 0 ≤ ĉ < K is the predicted class label from K predefined object categories, e.g.,

car, dog, and person. Let Yi be the label of a bag Xi = {x1, x2, ..., xŵ∗ĥ}, where a bag is defined

as a set of pixels within the box detection bi. Each instance (i.e., pixel) xj corresponds to a binary

label yj which indicates whether the pixel is in the mask of object detected by bi. We follow the

standard MIL assumption that all negative bags contain only negative instances, and positive bags

contain at least one positive instance:

Yi =

{

+ 1 if ∃ yj : yj = +1,

− 1 if ∀ yj : yj = −1.
(8.1)

For each category c, we use the box annotations Gc to partition Bc into positive bags Pc =
{p1, p2, ..., pu} and negative bags N c = {n1, n2, ..., nv} based on the Intersection over Union (IoU)

and a threshold t (e.g., t = 0.5):

Pc = {bi ∈ B if IoU (bi, g) > t, ∃ g ∈ Gc},

N c = {bi ∈ B if IoU (bi, g) ≤ t, ∀ g ∈ Gc}.
(8.2)

We do this because positive sample must contain part of the object (i.e., positive bag) as the IoU is

high. The negative sample is misaligned with the object (low IoU) thus all pixels are consider invalid

(i.e., negative bag). Note that this is different from previous works that utilize MIL to discover

class-specific responses in the image for semantic segmentation [144]. We extract object-specific

responses for instance segmentation.

We build a weak learner F , which is a lightweight module containing several conv-relu layers.

For each sample pi, F predicts a map M ∈ Rh×w based on the corresponding region feature. In

contrast to using pixel-level ground truth, we learn F using bag-level labels from boxes:

L =
∑

c

(
∑

pi∈Pc

−σ(F (ω(pi), θ)) +
∑

nj∈N c

+σ(F (ω(nj), θ))), (8.3)

where L is the loss, θ is the learnable parameters in F , σ is a 2D aggregation operator, e.g.,

Avg2D, and ω is a region feature pooling operator, e.g., ROIAlign. The learning of F accumulates
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several bags of instances to collect pixel-level information statistically, and the predicted M
highlights salient regions in the image specific to each detected object and provides rich shape prior

information to the subsequent mask head, as shown in Fig. 8.4.

Posi t ive Bags Negat ive Bags

Box Detections

Conv  B l oc ks

Aggregation2D

Maximize Minimize

( F o r  “ C a r ” ) ( F o r  “ C a r ” )

GT Boxes

Pa r t i t i o n

Instance-specific

Saliency

Figure 8.4: Multiple instance learning illustration.

Propagating Saliency. Object-specific region responses M obtained with MIL highlight only

salient regions, we further design a propagation step to make use of the existing limited mask

annotations and to recover full object extent from the incomplete object region responses. The

motivation is to exploit the relation between pixels to estimate object shape from the salient regions

obtained from boxes. Instead of considering it as a pixelwise classification problem, we learn how

to propagate messages between deep pixels in the latent feature space. Learning to predict edges

between nodes (i.e., deep pixels) for propagation instead of labels of nodes is more effective for the

cases with only limited mask annotations. The reason lies in that pixelwise classification depends on

high-level semantics and thus requires sufficient supervision to capture the diverse data distribution.

Meanwhile, the relationship between pixels, i.e., whether two pixels belong to the same object,

can be more reliably inferred with low-level semantics, e.g., similar color, and smooth texture.

Intuitively speaking, a model does not need to recognize the semantic category of a banana but still

can segment its extent by grouping pixels with a similar color.

The saliency propagation is implemented as a latent space message passing process. As

illustrated in Fig. 8.5, we first use conv blocks (i.e., conv-relu layers) to encode the instance saliency

map M ∈ RH×W to latent features M̃ ∈ RC×H×W , where C is the channel dimension (e.g., 16).

The encoding extracts features from M while making the subsequent message passing more robust

to noise.

For each channel M̃i, we consider deep pixels as nodes and learn to propagate the message

between spatially adjacent nodes. Based on the appearance feature of b, we use conv blocks to

predict propagation weights between nodes W ∈ R
C×(r×r)×(H×W ), where r is a window size (e.g.,

3). We then normalize and shuffle the learned propagation weights W to construct location-specific
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Figure 8.5: Saliency Propagation through message passing.

kernels Ki,u,v ∈ R
r×r, where i is the channel dimension and (u, v) is the spatial location and the

∑

(p,q) K
p,q
i,u,v = 1. The propagation is an iterative process. At each step, we use K to update the

latent features:

M̃u,v
i (t+ 1) =

∑

(p,q)∈N

M̃p,q
i (t) ·K

p−u+ r
2
,q−v+ r

2

i,u,v , (8.4)

where M̃
(u,v)
i is the feature value at the (u, v) location of i-th channel, and N is the set of neighbor

locations of (u, v). We iterate max(H,W ) steps to guarantee that messages can spread over all

locations, and each node could absorb information from all other nodes. This iterative process does

not introduce significant computation overhead as the spatial size of the region feature is typically

very small (e.g., 14), and our efficient GPU implementation computes message passing for all

detections simultaneously.

Finally, we use the convolution layer to decode the updated latent features back to a single

channel map, referred to as Shape Activation, which combines shape information from both box and

mask annotations and specify the extent of the object. Shape Activation serves as an intermediate

shape representation that provides strong shape prior to subsequent mask prediction (i.e., mask

head). During training, we use binary cross-entropy to compute the reconstruction loss against the

ground truth mask. For the semi-supervised setting, we only calculate the loss in the small subset of

images that have mask annotations. Note that learning of saliency propagation is in a class-agnostic

manner that allows it to accumulate common knowledge from all existing masks and effectively

generalize to novel categories.
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Intergrating Shape Representation

We integrate the learned Shape Activation S into existing instance segmentation frameworks by

concatenating it with the input region features before feeding into the mask head. The additional

input channels provide strong prior information of objects’ possible shapes; thus can significantly

simplify the task of learning mask prediction, i.e., pixel-level classification, and allows mask head

to focus on capturing fine-detailed information. Experimentally, we show that the Shape Activation

guided segmentation not only significantly improves generalization ability (10.8% AP improvements

on COCO’s partially supervised setting), but also benefit segmentation quality even when mask

annotations are sufficient (1.4% AP75 improvements on COCO’s fully supervised setting).

8.4 Experiments

We evaluate the proposed ShapeProp method on popular instance segmentation benchmarks includ-

ing COCO [118], PASCAL-VOC [49] and BDD100K [209]. We report standard metrics, that is,

mask AP, AP50, AP75, and AP, for small/medium/large objects, following the evaluation protocol

in previous works [75, 82, 105].

In Sec. 8.4, we test our method on the category-wise semi-supervision setting (i.e., “partially

supervised” setting in previous literature [82, 105]). The significant improvements over baselines

(10.8% AP) and the new state-of-the-art results indicate ShapeProp’s capability to learn from limited

masks and generalize to unseen categories. In Sec. 8.4, we benchmark on BDD100K, where

only a subset of images have mask annotations. We augment both the single-stage and two-stages

instance segmentation frameworks [56, 75] with ShapeProp and show consistent improvements over

baselines. This indicates the effectiveness of ShapeProp’s intra-class generalization. We further

show that our approach can improve strong baselines that are trained using full mask annotations

from the dataset. In Sec. 8.4, statistical analyses show that ShapeProp can learn high-quality shape

representation. Finally, we perform ablation studies to investigate our model design further.

Generalization to unseen categories

Experiment setup. The experiments are set up following [83, 105]. We split the COCO17’s 80

categories into VOC (20) vs. Non-VOC (60). The VOC categories are also present in PASCAL

VOC [46]. At training time, models have access to the bounding boxes of all classes, but the masks

only come from either VOC or Non-VOC categories. The performance upper bounds are set by

the oracle models that have access to masks from all categories. In this section, our training set is

COCO train2017, and the comparison with other methods is done on val2017 Non-VOC/VOC.

We build our models by plugging the ShapeProp module into the representative Mask R-CNN

framework [75]. In order to evaluate across categories, we use the class-agnostic setting, which

considers all object classes as the foreground class. We implement the model with two backbones,

i.e., ResNet50-FPN and ResNet101-FPN [73, 117]. We use the same training parameters as the

baseline.
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Table 8.1: Semi-supervised performance on COCO2017

non-voc→ voc: test on B = {voc} voc→ non-voc: test on B = {non-voc}

Backbone Method AP AP50 AP75 APS APM APL AP AP50 AP75 APS APM APL

Mask R-CNN trained w/ GrabCut [95] 19.5 46.2 14.2 4.7 15.9 32.0 19.5 39.2 17.0 6.5 20.9 34.3

R-50-FPN MaskX R-CNN [83] 28.9 52.2 28.6 12.1 29.0 40.6 23.7 43.1 23.5 12.4 27.6 32.9

Mask R-CNN (Baseline) [75] 23.9 42.9 23.5 11.6 24.3 33.7 19.2 36.4 18.4 11.5 23.3 24.4

Mask R-CNN w/ ShapeProp (Ours) 34.4 59.6 35.2 13.5 32.9 48.6 30.4 51.2 31.8 14.3 34.2 44.7

fully supervised (Oracle) [75] 37.5 63.1 38.9 15.1 36.0 53.1 33.0 53.7 35.0 15.1 37.0 49.9

Mask R-CNN trained w/ GrabCut [95] 19.6 46.1 14.3 5.1 16.0 32.4 19.7 39.7 17.0 6.4 21.2 35.8

MaskX R-CNN [82] 29.5 52.4 29.7 13.4 30.2 41.0 23.8 42.9 23.5 12.7 28.1 33.5

R-101-FPN ShapeMask [105] 33.3 56.9 34.3 17.1 38.1 45.4 30.2 49.3 31.5 16.1 38.2 28.4

Mask R-CNN (Baseline) [75] 24.7 43.5 24.9 11.4 25.7 35.1 18.5 34.8 18.1 11.3 23.4 21.7

Mask R-CNN w/ ShapeProp (Ours) 35.5 60.5 36.7 15.6 33.8 50.3 31.9 52.1 33.7 14.2 35.9 46.5

fully supervised (Oracle) [75] 38.5 64.4 40.4 18.9 39.4 51.4 34.3 54.7 36.3 18.6 39.1 47.9

Numerical results. It can be seen in table 8.1, Mask R-CNN equipped with ShapeProp improves

the baseline by a significant margin (e.g., 34.4% vs 23.9% for non-voc→ voc and 30.4% vs 19.2%
for voc→ non-voc). Our model with ResNet50-FPN backbone outperforms the state-of-the-art

ShapeMask [105] that is build on a stronger backbone (ResNet101-FPN. Our ShapeProp module

improves segmentation by fully exploiting shape knowledge from the box and mask annotations;

thus, it can also benefit from other advances in deep learning i.e., stronger backbone. Switching to

ResNet101-FPN backbone improves yields a top result on these benchmarks (e.g., 2.2% AP higher

than state of the art ShapeMask [105]).

Generalization with less data. To further validate the generalization ability of ShapeProp with

less training data, we train the ResNet50-FPN based models on full categories using only 1/10, 1/50,

1/100 of the data. As can be seen in Fig. 8.6, our approach generalizes well down to 1/100 of the

training data, and it consistently outperforms the baseline (Mask R-CNN without ShapeProp).
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Figure 8.6: Generalization with less data.
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Qualitative results. Fig. 8.7 gives qualitative examples from the non-voc→ voc setting. It can be

seen in the second row, the baseline method failed to segment the novel category “bicycle” as no

masks for this category is available during training. However, adding ShapeProp to the baseline

significantly improves the segmentation quality. It can also be seen in the bottom row that Mask

R-CNN predicts a broken mask for the “cow” instance. In contrast, Mask R-CNN with ShapeProp

model segment it correctly.

Ground Truth wo/ ShapeProp w/ ShapeProp Ground Truth wo/ ShapeProp w/ ShapeProp

Figure 8.7: Visualization of Mask R-CNN (w/ or wo/ ShapeProp)’s results on novel categories.

Generalization to novel instances

Experiment setup. We further benchmark upon the BDD100K dataset [209], which is the largest

and most diverse driving video dataset. Due to the extensive human efforts required for labeling

detailed instance segmentation, only a subset of BDD100K provides mask annotations. The dataset

fits naturally with our semi-supervised setting. We fuse the annotations of BDD100K’s instance

segmentation and detection to build a data contains 67k images with box annotations, among which

7k images have mask annotations. We test models on BDD100K’s val. set (1k images).

We build our models by plugging the proposed ShapeProp module into two representative

detection based instance segmentation frameworks, i.e., Mask R-CNN (two-stages method), and

RetinaMask (single-stage method). We compare with the joint learning version of Mask R-CNN. It

learns from all images and only compute the loss for segmentation head when mask annotation is

available. We also compare with Grabcut Mask R-CNN [95] and Progressive Mask R-CNN, which
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use Grabcut post-processing and the pretrained annotator model to obtain pseudo masks from box

annotations. All models are based on the ResNet-50 FPN backbone and are trained via standard

SGD optimization with LR 0.01 and batch size 12.

Numerical results. As shown in Tab. 8.2, the mask APs for both single-stage and two-stage

baselines are significantly improved when more box annotations are available, i.e., Mask RCNN

(24.5 vs 21.6) and RetinaMask (24.4 vs 20.0). However, the model trained with Grabcut pseudo

masks performs even worse than the baseline, indicating the shape representation quality from

Grabcut is not good enough. It can be seen in Tab. 8.2, equipping the proposed ShapeProp module

bridges the learning of box and mask and further improves the model’s segmentation ability (26.2%

vs 24.5%). This shows ShapeProp can effectively exploit shape prior hidden inside the annotations

to enhance the quality of segmentation. Moreover, it can be seen in Tab. 8.3, equipping ShapeProp

also improves the strong baselines trained with fully supervised setting where all masks are available

during training. This indicates that fully exploiting annotations can improve segmentation quality

even when masks are sufficient.

Table 8.2: Semi-supervised evaluation on BDD100K.

Training data (# annotations) Method AP AP50 AP75 APS APM APL Comment

BDD100k-Instseg

(7k w/ masks, 7k w/ boxes)

RetinaMask [56] 20.0 37.6 18.1 7.6 27.0 42.3 Single-stage baseline

Mask R-CNN [75] 21.6 40.5 20.5 9.3 28.8 45.4 Two-stage baseline

BDD100k

(7k w/ masks, 67k w/ boxes)

RetinaMask [56] 24.4 44.7 22.5 9.8 32.6 51.5 Joint training

RetinaMask w/ ShapeProp 26.1 46.8 24.9 10.7 34.7 56.3 ShapeProp augmented (Ours)

Mask R-CNN [75] 24.5 45.4 21.6 10.1 33.1 48.3 Joint training

Grabcut Mask R-CNN [95] 21.0 41.0 19.5 8.3 27.0 40.7 Grabcut limited mask

Progressive Mask R-CNN 24.8 45.4 23.0 10.0 33.0 52.7 Progressive learning

Mask R-CNN w/ ShapeProp 26.2 48.4 23.5 11.4 34.2 53.0 ShapeProp augmented (Ours)

Table 8.3: Comparison under fully supervised setting.

Dataset Method AP AP50 AP75

VOC12 Mask R-CNN [75] 29.7 54.1 29.6

(1k images) ShapeProp (Ours) 30.6 53.2 32.0

BDD100K Mask R-CNN [75] 21.6 40.5 20.5

(7k images) ShapeProp (Ours) 22.7 42.2 21.8

COCO17 Mask R-CNN [75] 34.2 56.4 36.7

(120k images) ShapeProp (Ours) 35.7 56.9 38.2

Inference time. The proposed ShapeProp module is a lightweight module built on top of the convo-

lution blocks. The message passing operation for propagating saliency is efficiently implemented as

matrix dot production. Therefore, overall ShapeProp module does not introduce heavy computation

overhead (0.35 vs 0.39 s/img on 2080 Ti).

Qualitative results. In Fig. 8.8, we visualize examples of box detection, instance saliency, shape

activation, and mask predictions from models with or without ShapeProp. It can be seen from the

left sample, multiple cars are occluded in the detected region, and the baseline model failed to

segment the correct one. In contrast, ShapeProp find the object-specific salient parts and further
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Figure 8.8: Visualization of samples in BDD100K datasets.

predict propagation weights conditional on the visual appearance to propagate salient regions

into a high-quality shape activation. Based on the shape activation’s strong shape prior, the mask

prediction of our model is significantly improved. The right sample gave a case when detection

failed, i.e., a background region is mis-detected as a car. Despite this background region is unseen

from the training data, our model gives a more reasonable shape representation and mask prediction

while the baseline outputs a mask with broken pieces. Note the model is designed to estimate the

shape of the centered salient “object” in the box. This further demonstrates the strong generalization

of our approach.

Analysis and ablation studies

Statistical Analysis. We analyze the quality of the extracted shape prior with respect to object

size, demonstrating that our approach can effectively extract shape prior from the box and mask

annotations. Shape activation is assigned to GT masks and judged by measuring the best overlap

metric. To be considered a perfect shape activation that completely coincide with a GT mask, the

IoU between the predicted shape activation M and GT masks T must be close to 100% as computed

using the metric maxθ,Ti∈T
area(fb(M,θ)∩Ti)
area(fb(M,θ)∪Ti)

, where the function fb(M, θ) = M ≥ θ produces the best

matching binary instance masks based on the probabilistic shape activation over a set of threshold

values θ ∈ (0, 1). Note that this metric is robust to the absolute value range of prediction and is

suitable for evaluating probabilistic activation maps.

We visualize the density of the best overlap for instance-specific saliency and the shape activation

obtained by message passing to see whether the activation can cover object instances of different

sizes.

Fig. 8.9 (left) shows that saliency samples clustered in the area where the best overlap value is

around 60% and failed to cover large objects. In contrast, in Fig. 8.9 (right), most of the data points

have relatively high best overlap IoUs and perform very well on both small and large objects. It

can be seen that the message-passing design in our ShapeProp significantly improves the quality
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Figure 8.9: Shape activation accuracy.

Table 8.4: Ablation studies of model design on BDD100K.

Setting AP AP50 AP75

baseline 21.6 40.5 20.5

baseline + More head params 21.4 40.3 19.5

baseline + ShapeProp(Channel-agnostic) 22.4 42.0 20.5

baseline + ShapeProp 22.7 42.2 21.8

baseline + More boxes 24.5 45.4 21.6

baseline + More boxes + ShapeProp 26.2 48.4 23.5

of the extracted shape prior. The underlying reason is that multiple instance learning typically

captures the salient regions of the instance; however, it failed to recover the full extent. The message

passing utilizes the limited number of ground truth masks to learn how to refine the saliency map

and recover such extent in a class agnostic and well-generalized manner, thus considerably improve

the quality.

Ablation Study. We perform ablation studies on the BDD100K dataset to validate some specific

designs of our method, Tab. 8.4. The baseline model is a Mask R-CNN with a ResNet50-FPN

backbone. The first to sixth rows correspond to models trained on the instseg split of BDD100K,

which contains 7k images for training, and all instances in the training data have both box and

mask annotations. The last two rows are trained with the overall BDD100K data, including its

official detection and instseg split, which has 67k images in total among it; only 7k images have

masks. The setting of the second row increases the number of channels used in Mask R-CNN’s

mask head to make the number of learnable parameters be the same as the ShapeProp-augmented

counterpart. The AP of this setting is even slightly worse than the baseline, which validates that

the gain of ShapeProp doesn’t come from the increasing of model parameters. Comparing the

fifth to the third rows, the better AP indicates that predicting propagation weights for each channel

of the latent space instead of sharing the same weights for all channels can lead to performance

improvements. The sixth row, which uses additional bounding box annotations from the BDD100K
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detection split has 2.9% AP improvements (24.5% vs 21.6%). Meanwhile, the last row, which is

augmented by the ShapeProp module, has 3.5% AP gains (26.2 % vs 22.7%) over the baseline

and 4.6% AP improvements over the plain baseline of the first row. This clearly shows that the

ShapeProp module can better utilize the hidden shape prior to the additional box annotations to

benefit the segmentation quality.

8.5 Chapter Summary

We developed a lightweight network module, ShapeProp, which can be plugged into existing

instance segmentation frameworks to tackle the challenging semi-supervised instance segmentation

task. ShapeProp extracts a well-generalized shape representation from the joint learning of the abun-

dant yet coarse-grind box supervision and the fine-detailed yet limited amount of mask annotations.

Such shape representation hypothesis possible object shape and specify detailed instance bound-

aries that provide strong shape prior to the subsequent mask prediction, which allows the learning

of strong instance segmentation model based on limited mask annotations. We extensively test

ShapeProp on popular benchmarks, including COCO, PASCAL VOC, and BDD100K. The results

indicate that ShapeProp-augmented frameworks consistently outperform baseline by a significant

margin, establishing states-of-the-art for semi-supervised instance segmentation.
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Chapter 9

The Road Ahead

Recent years have witnessed rapid progress in computer vision research. Computer vision research,

especially deep learning methods, largely relies on large scale data and labels and massive computa-

tion, which are often infeasible in real-world applications. Also, distribution shifts between training

and inference are inevitable when using learning techniques in actual systems. Therefore, learning

with limited data, annotation, and computation has become increasingly critical in machine learning

and computer vision.

In this thesis, we discussed the design of dynamic neural networks to address the aforementioned

changes in intelligent systems. Dynamic neural networks leverage test-time information to adjust the

network structures and parameters at prediction time. A dynamic neural network may conditionally

activate parts of the network based on the input to enable efficient inference. A specialized network

can be generated for novel tasks at prediction time through meta-learning the connection between

the prediction task and network weights. Dynamic representations with deep neural networks are

close to the dynamic and adaptive nature of human brains, where different sets of neurons are

activated and composed to address various tasks.

We’ve shown that dynamic neural networks achieved competitive performance in both few-shot

learning and fast prediction settings, improving learning and inference efficiency. Dynamic neural

networks can also build a unified representation for broader learning paradigms such as multi-task

learning, continual learning, etc. To move forward, there are several directions we would like to

pursue, as discussed below.

9.1 Heterogeneous Multitask Learning

One of the hallmarks of human brains is the versatility of performing heterogeneous tasks simultane-

ously. Similarly, we hope to enable the multi-task learning capabilities for machine learning models.

For example, a reliable self-driving system requires learning heterogeneous tasks in perception,

planning, and control. In BDD100K [209], we have constructed a large scale driving dataset with

full annotations of ten heterogeneous tasks and established a test-bed for heterogeneous multi-task

learning. Dynamic neural networks are suitable for heterogeneous multi-task learning due to condi-
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tional activation. Building a unified framework that can tackle various tasks simultaneously is a

promising direction to pursue.

Jointly learning tasks with various structures

Recent work [209, 210] has introduced large scale heterogeneous multitask learning benchmarks

for visual tasks. Taskonomy [210] introduces a large scale dataset containing 4 million synthetic

images of indoor scenes from about 600 buildings; every image has an annotation for every task

among 26 tasks in both 2D and 3D spaces. Taskonomy learns the transfer score between the source

and target tasks to characterize the relationship between various tasks. However, Taskonomy does

not provide a study on a unified framework for learning all tasks together.

BDD100K [209] provides annotations of 10 heterogeneous tasks on real-world driving data,

ranging from image-level tasks (e.g., image tagging) to pixel level tasks (e.g., semantic segmentation)

and object-level tasks (e.g., object detection, instance segmentation, multiple object tracking) as

well as their domain adaption problem. In BDD100K, researchers have provided studies to cascade

and stack four tasks: object detection, instance segmentation, multiple object tracking, and multiple

object segmentation tracking. The multiple object segmentation tracking is the most challenging

task among the 10 tasks, which requires the model to detect objects in adjacent frames, associate the

identical objects along time and then predict the instance mask of each object. Researchers find by

jointly training four companion tasks together; the resulting model performs better than learning the

individual task. The study in the original BDD100K work is focused on adding tasks with cheaper

annotation cost to boost the performance of complicated tasks.

We would like to study how to build a unified model framework that can tackle multiple tasks

simultaneously. As shown in Taskonomy, some tasks have positive transfer scores, which can be

learned together. In contrast, some other tasks may be conflicting with each other and thus should

avoid architecture sharing. We could design a transfer-aware representation that avoids conflicting

tasks to share the same part of the network. The network structure is dependent based on the

combination of input tasks.

9.2 Continuous Adaptation in Changing Environment

We live in a dynamic world. Tackling out of distribution data and distribution shift at prediction

time is crucial for robust machine learning systems. In this thesis, we discussed approaches such

as test-time fine-tuning and task-aware weight generation, which allows models to adapt to novel

prediction tasks inference. It is worthwhile to design test-time adaption approaches to enable

continuous adaption in a changing environment along this line of work. Several problems, such

as incremental learning new concepts and tasks without forgetting and uncertainty aware decision

making, remain understudied and are worth further exploration.
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Continuous domain adaption with self-supervision.

Imagine you are traveling from one place to another, the prediction environment (e.g., time of

day, scene structure, lightning) keeps changing. This can be categorized as a continuous domain

adaptation problem without labels of the changing domains. We may ask several questions here to

tackle this problem.

• How to extract relevant information from the current input data to help model adaptation?

• How to utilize the test-time information from the input data?

• How to make model adaptation fast and in real-time, ideally?

• As deep learning models often suffer from catastrophic forgetting, how to avoid performance

drop in the past domains?

One potential way to address this problem is to introduce auxiliary self-supervised tasks to the

prediction network for the specific downstream task. The self-supervised task and the prediction

network shares the re-configurable part of the prediction network. When adapting to the new

environment, we could update the self-supervised task on the current input data through a few

gradient descent steps to update the re-configurable part of the prediction network and improve the

downstream task in the current domain. The hypothesis here is that the supervised-learning task and

the downstream prediction task have a shareable part, and thus improving one task can lead to a

positive effect on the other.

9.3 Systems with Conditional Computation

The prevailing computing units, such as GPUs, benefit from a massive parallel structure while

remaining challenging to inference adaptive models with dynamic execution paths and changing

network architecture and parameters. How do we design effective system and hardware support for

conditional computation?

Algorithm and Hardware Co-designs on Embedded Devices

There is an increasing interest in new systems and chip designs for artificial intelligence technologies.

We believe enabling conditional computation from both algorithmic and system perspectives is an

open direction to go, which could benefit efficiency and adaptivity of intelligent systems, such as

autonomous vehicles and robotics systems. Recent work [43] proposes an algorithm-hardware co-

design solution for deformable convolution on FPGAs. Regular convolutions process a fixed grid of

pixels across all the spatial locations in an image. In contrast, dynamic deformable convolution may

access arbitrary pixels in the image, and the access pattern is input-dependent and varies per spatial

location. These properties lead to inefficient memory accesses of inputs with existing hardware.

In the proposed CoDeNet, researchers show that the co-designing of algorithms and architecture
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optimization strategies achieves significant speedups on FPGAs with negligible accuracy. Along

this line of work, we believe interdisciplinary efforts are needed to release the ultimate power of

dynamic neural networks in real-world applications.
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