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Abstract

Exploiting Randomness in Computational Cameras and Displays

by

Grace E Kuo

Doctor of Philosophy in Engineering – Electrical Engineering and Computer Sciences

University of California, Berkeley

Associate Professor Laura Waller, Co-chair

Assistant Professor Ren Ng, Co-chair

Despite its desirability, capturing and displaying higher dimensional content is still a novelty
since image sensors and display panels are inherently 2D. A popular option is to use scanning
mechanisms to sequentially capture 3D data or display content at a variety of depths. This
approach is akin to directly measuring (or displaying) the content of interest, which has
low computational cost but sacrifices temporal resolution and requires complex physical
hardware with moving parts. The exacting specifications on the hardware make it challenging
to miniaturize these optical systems for demanding applications such as neural imaging in
animals or head-mounted augmented reality displays.

In this dissertation, I propose moving the burden of 3D capture from hardware into com-
putation by replacing the physical scanning mechanisms with a simple static diffuser (a
transparent optical element with pseudorandom thickness) and formulating image recovery
as an optimization problem. First, I highlight the versatility of the diffuser by showing that
it can replace a lens to create an easy-to-assemble, compact camera that is robust to missing
pixels; although the raw data is not intelligible by a human, it contains information that
we extract with optimization using an efficient physically-based model of the optics. Next,
I show that the randomness of the diffuser makes the system well-suited for compressed
sensing; we leverage this to recover 3D volumes from a single acquisition of raw data. Addi-
tionally, I extend our lensless 3D imaging system to fluorescence microscopy and introduce
a new diffuser design with improved noise performance. Finally, I show how incorporat-
ing the diffuser in a 3D holographic display expands the field-of-view, and I demonstrate
state-of-the-art performance by using perceptually inspired loss functions when optimizing
the display panel pattern. These results show how randomness in the optical system in
conjunction with optimization-based algorithms can both improve the physical form factor
and expand the capabilities of cameras, microscopes, and displays.
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Chapter 1

Introduction

From the first photographic system in the mid-nineteenth century to the ubiquitous cell
phone cameras of today, the structure of an imaging system has remained relatively constant,
relying primarily on a set of lens elements to focus light onto a photosensitive material.
Historically, it was necessary that the lens form a good quality image, due to the limited
ability to edit film-based photographs after capture. Now, with the advent of the digital
image sensor, post-processing has become commonplace and is used regularly for tasks such
as distortion correction [58], high dynamic range [40], synthetic depth of field [154], noise
removal [21], and low light photography [90]. However, despite the prevalence of digital post-
processing, the optical design of most imaging systems still has the same basic elements.

In this work, we dramatically change the conventional architecture: we show that adding
a random optical element into the system can enable capture and display of additional
content beyond the native abilities of the sensor or display panel. Furthermore, our random
optic (a transparent diffuser with pseudorandom thickness) can replace the traditional lens,
resulting in a simple and compact system, well-suited for miniaturization. Although the
diffuser scrambles the incoming light, we can computationally compensate for the diffuser
using optimization algorithms with physically-based models of the system. In this thesis, we
demonstrate how the combination of the diffuser with well-designed algorithms can expand
the capabilities of cameras, microscopes, and displays.

1.1 Related Work

This work falls into a class of imaging system where information is indirectly encoded in
the measurement, then computationally extracted. This computational imaging framework
has resulted in many new imaging modalities over the years [109], and here, we summarize
some key prior work in this area, highlighting places where randomness has been employed
for higher dimensional capture, faster acquisition, higher resolution, or reduced system com-
plexity.
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Photography: Our work has a lot in common with computational imaging techniques for
recovering depth in a photograph. For example, Levin et al. [87] encode depth information by
modifying camera hardware with a pseudorandom occluder in the camera aperture, which
creates a point spread function that varies with depth, and they recover the image and
depth map with sparsity-constrained optimization. Integral photography [91, 66] is another
example, in which a microlens array is added in front of a detector plane for both capture and
viewing of images from different perspectives. This multi-view capture seeks to record a full
4D light field that contains information about the position and direction of each incoming ray.
When recorded digitally (for example, with a microlens array [110] or an array of cameras at
different positions [158, 152]), recorded light fields can enable refocusing in post-processing,
depth estimation, and extended depth of field. However, in these systems, each pixel on the
2D sensor measures one ray in the 4D light field space, resulting in coarse resolution. To
overcome this, Marwah et al. [103] use a quasi-random amplitude mask inside a traditional
camera and employ compressed sensing to recover a higher resolution light field. Like these
prior works, we use a pseudorandom encoding element and similar image recovery algorithms,
but our physical system removes the main lens entirely to create a compact lensless system.

Compact lensless imagers have also been explored previously. Asif et al. [10] used a
pseudorandom amplitude mask in place of all other optics, exploiting the randomness to
gain form factor, and other systems have used encoding elements such diffractive gratings
[140, 53], randomly oriented mirrors [48], Fresnel zone apertures [68], and lenslets separated
with baffles to prevent cross talk [144]. However, each of these previous lensless cameras
required precise fabrication of the encoding element, and some systems, for example [10],
require precise alignment between the mask and the sensor. In contrast, our imaging system
uses only an off-the-shelf diffuser, which can even be replaced with everyday items such as
scotch tape [7], and the system does not require precise alignment during assembly. We
further show that, by using principles of compressed sensing, our system is robust to random
pixel erasures and capable of 3D imaging from a single acquisition.

Compressed sensing [25, 42] gained wide-spread attention around 2008, and since then
there have been several examples applying the concept to photographic systems. The Rice
single-pixel camera [43] uses a micromirror array to sequentially create random projections
of a scene which are measured by a single pixel detector; by applying compressed sensing
theory, one can reconstruct an image with more pixels than the number of acquisitions.
However, the time-cost and physical complexity of the system make it more of an exploratory
demonstration than a practical imaging device. An alternative approach is to place an
optical mask in the Fourier plane of a 4f system to create random projections which are
simultaneously measured by a 2D sensor. Romberg [126] and Marcia and Willett [102] both
suggest this setup for pixel super-resolution, and the setup also has a lot in common with the
coded aperture work of [87]. A key advantage of our design is that it dramatically simplifies
the optical setup needed for compressive photography (no 4f system or micromirror array)
and in Chapter 4 we demonstrate how compressed sensing can be applied for 3D imaging.

Our work is also similar to photographic systems which encode temporal information
into a single exposure. Raskar, Agrawal, and Tumblin [125] used a single pseudo-randomly
coded shutter to encode linear motion into a single image, and Hitomi et al. [60] expanded
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on the idea using per-pixel shutters to encode an arbitrary video. With these cameras, one
can also remove motion blur robustly in low light regimes [37]. In this thesis we focus on 3D
acquisition rather than video, but Antipa et al. [9] expanded on the lensless camera design
presented in Chapter 3 to create a single-shot video method which takes advantage of the
built-in rolling shutter resulting in very simple, compact hardware.

Medical Imaging: Although we do not explore any applications in medical imaging in
this work, it’s worth mentioning since it is a field where indirectly measuring information
is critical as it enables non-invasive measurements in the body. For example, in computed
tomography (CT), an x-ray beam rotates around a patient, and a detector array collects
the projection image at a variety of angles. Similar to our work, this data doesn’t look like
an image, but can be reconstructed into an internal slice of the body. Since excessive x-ray
radiation can be harmful, compressive measurements and reconstruction schemes are useful
in this domain to reduce the radiation dose [31].

Magnetic resonance imaging (MRI) is a medical imaging modality that collects samples
in Fourier space, rather than directly in image space. MRI is notoriously slow, since samples
are collected sequentially and acquisition speed is limited for patient safety; therefore, re-
ducing the number of measurements is desirable. In perhaps the most famous application of
compressed sensing, Lustig et al. [99] showed that collecting a random subset of samples and
formulating image recovery as an optimization problem enables recover of MRI images with
a fraction of the acquisition time. In this thesis, we apply these same principles in optical
imaging; however, in the optical domain, samples are generally acquired simultaneously in
an array, so instead of changing the sampling pattern, we add randomness by changing the
optical design.

Microscopy: Microscopy is filled with imaging tasks that cannot be accomplished with a
traditional imaging system and therefore require computational techniques. Some examples
include optical super-resolution [129], phase imaging [29], polarization imaging [113], and
imaging through scattering media [15]. In this thesis, the microscopy applications are fo-
cused primarily on 3D fluorescence imaging in which we seek to determine the location and
intensity of fluorophores in a volume. 3D fluorescence can be measured directly with scan-
ning mechanisms using two-photon [41] or light sheet [64] microscopy, but these strategies
require complex hardware and face a trade-off between acquisition speed and field-of-view.
To capture 3D in a single acquisition, the light distribution must be encoded into the 2D
sensor measurement, then computationally decoded. For example, Pavani and Piestun [118]
used an additional phase plate in the pupil plane of the microscope to encode depth when
the sample is ultra-sparse, and Lu et al. [97] projected a 3D volume into a 2D image with
a high resolution Bessel beam, then recovered the sample using temporal priors on a long
video. As in photography, the addition of a lenslet array [88, 20, 119] into the system can
create a light field microscope, enabling 3D recovery at the expense of either lateral reso-
lution or field-of-view, depending on the design. In Chapter 6 of this thesis, we also use a
flat, refractive element (similar to a lenslet array) to project 3D content onto the sensor,



CHAPTER 1. INTRODUCTION 4

but we do it in a compact package with no microscope objective, and the randomness of our
encoding element enables compressed sensing so field-of-view and resolution do not need to
be sacrificed.

Displays: Displaying 3D content with accurate focal cues can improve realism and reduce
eye fatigue. A brute-force approach is to rapidly move either the sensor or lens (or change the
lens focal length) while displaying content at different depths [143]. However, this requires
complex moving parts and very good synchronization between the motion and display panel
content. Another strategy is a light field display, in which a lenslet array is placed in front
of a display panel and each pixel corresponds to a single ray [85]. However, as with image
capture, spreading the 2D array of display pixels over a 4D space results in low resolution,
much worse than the eye can perceive. Although resolution can be improved by replacing
the lenslet array with multiple layers of controllable attenuating masks, diffraction still limits
the ultimate resolution [157].

An alternative is a holographic display, which takes advantage of diffraction instead of
fighting it. In a holographic display, one uses a display panel which controls the phase of
light, and images are formed through interference, enabling 3D or light field content at high
resolution without moving part [137]. Although images from these displays often appear
grainy with coherent speckle noise, recent prototypes [101] have shown greatly improved
image quality. However, holographic displays suffer from a trade-off between the field-of-
view and eyebox size, which is the area where the image is viewable. This can be mitigated
with a combination of eyetracking and eyebox steering, but these require complex moving
parts that are difficult to miniaturize [67, 80].

Random optics were first suggested for this problem by Buckley et al. [22], then built into
dynamic display prototypes by Yu et al. [165] and Park, Lee, and Park [116]. However, the
algorithms used in these works couldn’t generate dense, photorealistic scenes; in Chapter 7
of this thesis, we apply our optimization-based algorithm to this problem and introduce new
perceptually inspired loss functions, greatly improving image quality beyond prior work.

1.2 Dissertation Outline

In the rest of this thesis we demonstrate how optical randomness can be exploited in several
practical imaging systems spanning photography, microscopy, and displays.

Chapter 2: We begin by providing background that is referenced throughout the rest
of the dissertation. We describe the linear model we’ll use throughout this work, introduce
compressed sensing and the advantages of randomness, and provide details on image recovery
using optimization.

Chapter 3: Next, we demonstrate how a random optical element, a diffuser, can replace
the traditional camera lens. Here, we introduce DiffuserCam, our easy-to-assemble, compact
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lensless camera which uses a pseudorandom diffuser as the only optical element. We pro-
pose a simple physically-based convolution model of the system, describe its advantages for
both computation and calibration, and explore compressed sensing with DiffuserCam in the
context of pixel erasures.

Chapter 4: Without changing the system hardware, we extend DiffuserCam to 3D imaging
from a single acquisition with no moving parts. This problem is highly underdetermined and
relies heavily on compressed sensing and sparsity priors. To quantify the performance of our
system, we introduce a local condition number metric based on compressed sensing theory,
which does a better job of characterizing the system than tradition metrics.

Chapter 5: The convolution model used in Chapters 3 and 4 is very efficient but doesn’t
capture all effects in many systems. In this chapter, we discuss causes of spatial variance
and introduce practical algorithms for modeling and calibrating systems that are not convo-
lutional.

Chapter 6: In this chapter we extend our lensless camera to fluorescence microscopy,
which requires a spatially varying model. To improve performance in low light conditions, we
introduce the random microlens diffuser, an alternative design with better noise performance,
and we demonstrate its effectiveness both in simulation and experiment.

Chapter 7: In this chapter, we turn the ideas of DiffuserCam around into a display system.
We show that placing a diffuser in front of a holographic display panel can break the trade-off
between eyebox and field-of-view that plagues holographic display. We solve for the display
panel pattern with the optimization-based approaches used in prior chapters and show that
this strategy outperforms prior state-of-the-art.

Chapter 8: Finally, we reflect on themes throughout this dissertation and present possible
directions for future work.
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Chapter 2

Background

This chapter provides background including an introduction to linear models for optical
systems, the theoretical advantages of randomness for compressed sensing, and background
on practical algorithms for image recovery.

2.1 Linear Models of Cameras

Rather than independently designing optics and algorithms for imaging systems, in this
thesis, we jointly design both elements to improve overall performance. Therefore, we need
a mathematical model of the optical system in order to understand how changes to the
physical design effect the measurement and algorithm. In this section, we present a linear
model describing the physical mapping between the real world object and the sensor response.

For simplicity in describing the model, we initially consider a 2D object a distance z
away from the camera, and we extend the model to 3D objects in Chapter 4. We use ~x
to denote the coordinates at the object, and ~u to denote the coordinates at the sensor, as
shown in Fig. 2.1a. If the object consists of only a single point of unit intensity, we measure a
deterministic pattern on the sensor, called the point spread function (PSF), which we denote
h(~u, ~x). Note that the PSF is a 2D image that depends on the point source location, making
it a function of both the sensor and object coordinates.

What happens when the object is a full scene? We model the object as a collection of
independent point sources with varying intensity; therefore, our total sensor measurement
is the sum of all the PSFs, with each PSF weighted by the intensity of the corresponding
point. If y(~x) is the intensity of the object, then our total sensor measurement, b(~u), is a
linear combination of the PSFs as follows:

b(~u) =
∑

~x

y(~x) h(~u, ~x). (2.1)

Equation 2.1 is linear, and it will be convenient to write it in matrix-vector form. To do
this, we discretize the b and y by defining a 2D discrete grid of points in both the sensor and
object coordinates; then, we create vectors containing the function values at each of those
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Figure 2.1: Schematic showing three possible camera architectures and their corresponding
point spread functions (PSFs). Each architecture corresponds to a different system matrix
based on the PSFs produced by the optics.

points. Defining discrete grid points is very natural in the sensor coordinates where we can
choose each point to correspond to a pixel location on the sensor. Thus, we let ~b ∈ Rp be
a vector containing the values of b(~u) at each of the p pixels on the sensor. Defining the
discrete grid in object space is more arbitrary, and we’ll discuss later how we choose that
grid. For now, assume we define n object points, and ~y ∈ Rn will be the vector containing
the values of y(~x) at those points. Finally, we let A ∈ Rp×n be the discretized version of
h(~u, ~x). This system matrix that defines the linear mapping between our unknown object ~y

and our known sensor measurement ~b:

~b = A~y (2.2)

Here, each column of A contains the vectorized PSF from a single point in the world.
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This linear matrix model is powerful because we can model a wide range of scenarios
and analyze the invertibility of A with well-established techniques from linear algebra. For
example, consider a camera with an ideal thin lens, as shown in Fig. 2.1a. Assuming the
lens is in focus, the sensor measurement is an image of the world, and Athin lens = I, where I
is the identity matrix. We consider this a direct measurement scheme since no computation
is needed to recover ~y from the measurement.

Another extreme example is shown in Fig. 2.1b, where the lens is removed entirely and
the bare sensor is the only element in the system. In this case, each sensor pixel measures
the average intensity of light in the world, which is represented by

Abare sensor ≈
1

n




1 1 . . . 1
...

...
1 1 . . . 1


 .

Although it’s appealing to have such a simple camera structure with no alignment,Abare sensor

clearly is not invertible since every row is identical and spatial information is lost. In reality,
dust and micro-structures on the sensor can create enough variance between different PSFs
to make A invertible, but attempts at imaging with a bare sensor [78, 79] have shown limited
results: the condition number of the resulting matrix is poor, so the resulting camera requires
very controlled lighting conditions and each measurement must be averaged with over 100
acquisitions to reduce noise.

From a matrix-invertibility perspective, the thin lens camera is ideal; however, a camera
with no lens has the physical advantages of being thin, lightweight, and simple to manufac-
ture. Figure 2.1c shows our intermediate design, in which we replace the traditional lens
with a thin diffuser, a bumpy piece of plastic. (Chapter 3 describes the system in more
detail.) Light passing through the diffuser is refracted to form a pseudorandom PSF that
changes with point source position. The resulting system matrix A has much better inver-
sion properties than the bare sensor case, and the physical system is substantially simpler
than the lens case. In addition, A has elements that are close to random, which gives the
matrix good properties for compressed sensing.

2.2 Advantages of Randomness: Compressed Sensing

At first glance, it may appear that an optical system described by an identity matrix, such as
an ideal lens, will always have the best inversion properties. However, direct mapping from
inputs to outputs in not always ideal when the number of unknowns exceeds the number of
measurements, p < n. For instance, consider the case where a subset of the camera pixels
don’t record a measurement; we can model this as deleting rows of A to form a wide matrix
representing an undetermined system of linear equations. Another underdetermined case
occurs when capturing 3D content from a 2D measurement, and we explore this in depth in
Chapter 4.

In these situations, there are infinitely many objects ~y that match the measurement;
therefore, traditional linear solvers will fail. However, when the sensing matrix and object
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meet certain conditions, compressed sensing [42, 24, 25] can be applied to reconstruct an
object with more unknowns than the number of measurements. Here we give a brief overview
of compressed sensing, the conditions needed on A and ~y, and common techniques for
recovering the object.

Sparsity and Incoherence

Solving for more components in ~y than the number of measurements is not uniquely defined
without further constraints. Compressed sensing specifically seeks to solve underdetermined
linear problems when the unknown vector ~y is sparse, meaning that most of the elements
in ~y are zero. The intuition is that, instead of needing to recover n unknown values (when
n > p), one only needs to find a small number of non-zero coefficients and their locations
in the vector; the remaining elements are zero. When the number of non-zero coefficients is
much smaller than p, the problem intuitively seems much more tractable.

However, if compressed sensing could only recover sparse images, where most pixels are
black (or zero), then its applications would be rather limited. Luckily, ~y does not need to
be sparse itself as long as there is a predetermined linear transformation Ψ such that Ψ~y
is sparse. For example, a wavelet transformation results in images that are almost sparse,
with most coefficients close to zero. Perhaps the most commonly used transformation is

termed Total Variation [153] in which Ψ =
[
∇1 . . .∇k

]T
where ∇i is the finite difference

operator along the ith spatial dimension of the signal. (For example, k = 2 when solving for
a 2D photograph, k = 3 when solving for a 3D volume, etc.) Total variation assumes that
the spatial gradient of most images is sparse, in other words, that images are composed of
regions of constant intensity broken up by relatively few sharp edges.

In addition to a sparse signal in some domain, its also necessary for the system matrix
A to be incoherent. Formally, the coherence of a matrix is

max
i 6=j

∣∣〈Ai,Aj

〉∣∣, (2.3)

whereAi is the ith column ofA, and 〈·, ·〉 denotes the inner product. For compressed sensing,
we want the matrix coherence to be low, meaning that any two columns should be close to
orthogonal.1 Note, that the columns cannot all be exactly orthogonal since the number of
columns exceeds the number of rows. With high probability two random vectors are close
to orthogonal, so it follows that a good system matrix for compressed sensing consists of
randomly generated entries. Using the diffuser in the optical system is one way to achieve
this physically. However, it is important to note that our system matrices generally represent

1More rigorously, for compressed sensing we want the matrix AΨ−1 to have low matrix coherence, to
account for the sparsifying transform. However, in practice we frequently choose Ψ to be total variation,
which is non-invertible, making it challenging to analyze this scenario. Therefore, we we restrict our analysis
to the incoherence ofA which is fully accurate when the image ~y is natively sparse (i.e. Ψ = I). Furthermore,
Candès and Wakin [25] show that ifA is random, thenA is likely to be incoherent with any fixed orthonormal
basis Ψ.
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light intensity, as described in Sec. 2.1, so they will only have positive entries since intensity
cannot be negative. In Chapter 6 we consider this limitation in more depth and discuss how
it informs a different diffuser design.

Signal Recovery

Given an incoherent system matrixA and sparsifying transform Ψ, we would like to solve for
the sparest vector Ψ~y that matches the data. The is equivalent to minimizing the `0 norm
of Ψ~y while maintaining data consistency. However, minimizing the `0 norm is NP-hard. In
2008, Donoho [42] showed that when the matrix is sufficiently incoherent and the vector is
sufficiently sparse, then minimizing the `1 norm instead gives and accurate reconstruction.
In the presence of noise, we can therefore recover the unknown vector by solving the following
convex problem:

argmin
~y

‖Ψ~y‖1 subject to 1
2
‖A~y −~b‖2

2 ≤ ε, (2.4)

where ε is based on the quantity of noise in the measurement. This problem can can be
written in Lagrangian form as

argmin
~y

1
2
‖A~y −~b‖2

2 + τ‖Ψ~y‖1, (2.5)

where τ is a tuning parameter that determines the sparsity of the signal. We’ll refer to the
first term of the loss function as the data fidelity term, denoted Ldata, and we’ll refer to
the second term as the regularization term, denoted Lreg. In the next section, we discuss a
practical algorithm for solving this minimization problem at image scales.

2.3 Inverse Problem: Recovering the Image from the

Measurement

Given a known system matrixA and sensor measurement~b, we’d like to recover the unknown
object ~y by solving Eq. 2.5. In general, this problem has no closed-form solution, and
therefore must be solved with iterative techniques. Luckily, since Eq. 2.5 is convex, we can
initialize an iterative algorithm anywhere and still converge to a good solution. However, ~y
represents an image and therefore contains many elements (n ≈ 106). As a result, interior
point methods and second-order methods that require computing the Hessian quickly become
computationally intractable. Instead, for imaging problems, first-order methods that only
require the gradient are desirable.

Iterative Shrinkage and Thresholding Algorithm (ISTA)

A simple and popular approach is the Iterative Shrinkage and Thresholding Algorithm, ab-
breviated ISTA [39], in which the estimate of ~y is iteratively updated by first taking a
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gradient step based on the data fidelity term, then applying a soft-thresholding operator in
the sparse domain:

~yk+1 ← Tα,Ψ
(
~yk − µ∇Ldata

)
. (2.6)

Here ~yk is the best estimate of ~y at iteration k, µ is the step size, and ∇Ldata is the gradient
of the data fidelity term with respect to ~y. Tα,Ψ represents the soft-thresholding in the
(invertible) domain Ψ,

Tα,Ψ(~y) = Ψ−1Tα(Ψ~y), (2.7)

where the soft-thresholding operator can be defined element-wise as

Tα(~y)i =





yi − α, if yi > α

0, if −α ≥ yi ≤ α

yi + α, if yi < −α.
(2.8)

Here, α is a tuning parameter related to τ in Eq. 2.5.
To implement total variation sparsity, in which Ψ is not invertible, we capitalize on the

connection between total variation and Haar-wavelet shrinkage. Here we apply the soft-
thresholding operator in the invertible Haar-wavelet domain on several integer shifts of the
signal, as described by Kamilov, Bostan, and Unser [71]. Details of this method are included
in the Appendix A.1.

For most imaging problems, the vector ~y represents the intensities of an object or scene,
and we know that physically none of the intensities can be negative. Therefore, we frequently
wish to apply the additional constraint that yi ≥ 0 for all i. When this is the case, we can
project ~yk+1 onto the non-negative set after soft-thresholding by setting all negative elements
to zero.

The last piece needed to completely define the update step is ∇Ldata, the gradient of
the data fidelity term with respect to ~y. This can be derived using vector calculus from the
definition of Ldata as follows:

Ldata =1
2
‖A~y −~b‖2

2

=1
2
(A~y −~b)T (A~y −~b)

=1
2
(~yTATA~y − 2~bTA~y +~bT~b)

∇Ldata =ATA~y −AT~b

=AT (A~y −~b) (2.9)

We can think of the gradient calculation as a two-step process where, first, we compute the
error, A~y − ~b, and then we pass the error through the operator AT , which is sometimes
referred to as the adjoint. Note that, if A is complex valued, than all of the transpose
operations should also take the complex conjugate.
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Fast Iterative Shrinkage-Thresholding Algorithm (FISTA)

ISTA is easy to implement with very few tuning parameters, but it has relatively slow
convergence, O(1/k). Throughout this work, we use an equally simple but faster algo-
rithm with convergence O(1/k2) called the Fast Iterative Shrinkage-Thresholding Algorithm
(FISTA) [12]. This algorithm follows the same structure as ISTA with first a gradient step
based on the data fidelity term, then a soft-thresholding operation. However, FISTA includes
an additional step, sometimes considered a momentum term, shown in the last two lines in
the complete algorithm below.

ALGORITHM 1: Fast Iterative Shrinkage-Thresholding Algorithm (FISTA)

Inputs: A (system matrix), ~b (measurement), µ (step size), α (sparsity parameter)
Initialize: ~y0 = ~0, t0 = 1, ~y ′0,= ~y0

Repeat:

∇Ldata ← AT (A~yk −~b)
~y ′k+1 ← Tα

(
~yk − µ∇Ldata

)

tk+1 ← 1+
√

1+4t2k
2

~yk+1 ← ~y ′k + tk−1
tk+1

(
~y ′k+1 − ~y ′k

)

The intuition of FISTA’s momentum term is that it keeps track of both our current estimate
of ~y as well as our estimate from the previous iteration. We use the difference between the
two estimates to smooth out the oscillations between gradient steps, improving converge
speed.

Efficient Computation of A and AT

An final challenge is that, in practice, the vectors ~b and ~y each contain on the order of a
million elements for a megapixel sensor, making it computationally impractical to explicitly
store or do matrix multiplication with A. Therefore, throughout this thesis, we approximate
A with a variety of operations that can be performed on an image without actually instanti-
ating a large matrix. Although we avoid instantiating A, it is very helpful to have a matrix
representation of all operators since it enables easy computation of AT which is necessary
for the gradient step described previously. We summarize several common operations and
their matrix representations in Table 2.1.
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Table 2.1: Summary of common image operations and their corresponding matrix oper-
ators. Note that the matrix operators are never instantiated, instead the operations are
implemented on the 2D image directly.

Operation Matrix Description Symbol

2D Fourier transform
2D discrete Fourier transform
(DFT) matrix, unitary

F

2D inverse Fourier trans-
form

2D inverse DFT matrix, uni-
tary

F−1 = FH

Point-wise multiplication
with ~v

Square matrix with ~v along
the diagonal

diag(~v)

Crop
Identity matrix with rows
corresponding to cropped
pixels removed (wide matrix)

C

Pad with zeros

Identity matrix with addi-
tional rows of zeros added
corresponding to locations of
new pixels

P = CT

Convolution with ~h (with
circular boundary condi-
tions)

Square Toeplitz matrix,
which can be implemented as
point-wise multiplication in
Fourier Space

H = F−1 diag(F~h)F

2.4 Imaging in Reverse: Computational Displays

So far, we’ve discussed how randomness is advantageous in camera systems, in which we
capture a sensor measurement and use a model of the camera to reconstruct an unknown
object or scene. In this section, we discuss how we can reverse the ideas presented above and
apply them to display systems to create computational displays that exploit randomness.
As depicted in Fig. 2.2, camera and display systems are duals of each other: instead of an
unknown object and known sensor measurement, in a display, we have a known object (a
target image) and an unknown display panel. Given a model of the optical system, we aim
to solve for the display panel pattern that best creates the target image after light passes
through the system optics.

We use our system matrix A to represent the optical system in the direction of the light’s
propagation: in the case of a camera, this was from the object to the sensor. In the case of a
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Figure 2.2: Computational cameras and displays are duals of each other. In a camera system,
we attempt to reconstruct an unknown object from the known sensor measurement. In a
display system, the object is known, since it is a target image that we want the user to see.
We attempt to solve for the pattern to place on the display panel to best create the known
target image.

display, it’s from the display panel to the virtual object. Therefore, we’ll represent a linear
display as

A~b = ~y. (2.10)

By using a linear mapping, we’ve implicitly assumed that each pixel on our display panel
acts independently, and our displayed image is a linear combination of the contributions
from each pixel. This is a good assumption for something like an LCD or OLED display.
Later, in Chapter 7 we’ll discuss how we can model the electric field, rather than intensity,
to use a linear model for for propagation through a coherent holographic system.

In a camera system, we frequently want to reconstruct more data than measurements,
resulting in the challenging case of an underdetermined linear system. In contrast, in a
display system, if A is underdetermined this means there are multiple ~b that create the
same output image ~y, which isn’t a problem at all! This is because any solution that creates
the target ~y is equally good, since the user will see the desired picture.

The more challenging case in a display system is when we wish to display content with
more degrees of freedom than the number of pixels on the display panel. In this case, ~y has



CHAPTER 2. BACKGROUND 15

more elements than ~b and A has more columns than rows resulting in an overdetermined
system. Here, it may be impossible to accurately reproduce the target image, and instead
we’d like to solve for the display pattern that achieves the closest image possible.

This leads to the following question: What properties do we want in A so our displayed
images are similar to the target for a wide range content? Let p be the number of pixels
on our display panel and n be the number of pixels in each target image. We’ll consider
the underdetermined case where p < n and A ∈ Rp×n is a tall matrix. Suppose we have a
collection of k target images that we wish to display where ~yi denotes the ith target image.
Each target image has an associated optimal display pattern~bi that best recreates the target.
Let Y ∈ Rp×k be the matrix of all target images, Y =

[
~y1 . . . ~yk

]
, and let B ∈ Rn×k be the

matrix of all the associated displayed patterns, B =
[
~b1 . . .~bk

]
.

We would like to find the optimal system matrix A that will best display the collection
of target images. However, the optimal displayed patterns B depend on the system matrix,
so finding the optimal system requires finding both A and B as by solving

Â, B̂ = argmin
A,B

‖AB − Y ‖F (2.11)

where ‖ · ‖F is the Frobenius norm. Solving Eq. 2.11 is equivalent to finding the best rank-p
approximation of Y in an `2 sense, which can be solved exactly with principle component
analysis (PCA) by computing the singular value decomposition (SVD) of Y and keeping the
singular vectors associated with the largest p singular values. The resulting Â represents
the optimal system matrix for the input collection of images.

Unfortunately, this method of system design is impractical for several reasons. First, the
collection of target images, Y , can be very large, making PCA impractical due to its high
computational complexity. Second, even if one finds the optimal system matrix Â, one would
need to determine how to physically implement this matrix in an optical system. Finally,
the system may perform poorly if one attempts to display a new target image with different
statistics from Y , since the calculated matrix is optimal only over the input targets.

To overcome these problems, we once again turn to randomness as a computationally
tractable solution that is agnostic to the image content and can be well approximated with
simple optical hardware. Random projections have been proposed as a computationally
efficient alternative to PCA for dimensionality reduction [74, 16] and classification/clustering
tasks [65, 49]. In these works, Â in Eq. 2.11 is approximated by a random matrix, and B̂ is
estimated as ÂTY . The success of these techniques suggest that a random system matrix is
a good choice for a display in which we want to create content with more degrees of freedom
than the number of controllable pixels. In Chapter 7, we demonstrate a computational
display system with a random system matrix and show how it can be used to create imagery
with larger field-of-view than natively supported by the display panel.
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2.5 Limitations of the Linear Model

Throughout this work, we model camera and display optics as a linear system, as described
above. However, there are some key limitations to this model that we expand on here:

Self-Occlusions: In Chapter 4 we expand the 2D camera model introduced here to 3D, in
which point sources representing the object can exist at multiple depths. In this situation, a
point source towards the front of the volume could partially block light coming from a point
source at the back of the volume. When the existence of a point source changes the PSF of a
different point, it breaks the assumption that all points act independently. Note that a point
source which is fully occluded is not an issue, since this is equivalent to the point having
zero intensity, which matches the model. The challenge occurs when the PSF is changed by
other points, but not fully removed (for example, if half of the PSF is blocked).

Specularities and Angle-Dependent Effects: The linear model assumes we can break
an image or volume into a collection of isotropically emitting point sources. Therefore,
points that emit or reflect light non-isotropically, such as specular highlights that change
dramatically with angle, may not be captured well with this model.

Optical Interference and Partial Coherence: In addition, we assume that all points
are optically incoherent2 with each other; that is, there are no wave interference effects when
light from two different points in the scene interact. The linear model can be extended to
coherent illumination by creating a model that describes the complex electric field, rather
than intensity [123]. However, these transmission matrices still do not account for partial
coherence, which is when there are several set of points that each interfere with themselves
but not with each other (e.g. several different colored lasers).

2Optical coherence/incoherence, which is a property of the wave-nature of light, should not be con-
fused with matrix coherence/incoherence (described in Sec. 2.2), which describes how good a matrix is for
compressed sensing.
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Chapter 3

DiffuserCam: A Diffuser-Based
Lensless Camera

In this chapter1, we introduce a compact and easy-to-build lensless camera, called Diffuser-
Cam, in which we replace the lens of a traditional camera with a diffuser. Unlike a standard
lens, the diffuser does not directly produce an image on the sensor. Instead it indirectly en-
codes the object intensities, and we algorithmically recover the image from the sensor data.
As described in Chapter 2, we model our computational camera as a matrix, and recover
the object by solving an optimization problem. However, it’s computationally impractical to
calibrate and store the entire system matrix, so we introduce a physically-based convolution
model that leads to a simple calibration scheme with efficient computation.

Replacing the lens with a diffuser has several advantages: The resulting system is low-
cost, lightweight, and has potential for scaling to larger sensor formats. Assembly is easy
and doesn’t require precise alignment. Finally, unlike a traditional lens, the system matrix of
DiffuserCam is pseudorandom, enabling recovery of more object pixels than measurements
through compressed sensing.

3.1 Methods

The DiffuserCam architecture is simple: the only optical element is a diffuser (a pseudo-
random phase mask) placed a small distance in front of a traditional image sensor. The
diffuser is a piece of clear polymer with a smooth, slowly-varying surface, and when illumi-
nated by a point source, light refracts at the diffuser’s surface based on Snell’s law. We set
the distance between the diffuser and sensor, d, so that the convex bumps on the diffuser
concentrate rays to create a high contrast caustic pattern at the sensor, shown in Fig. 3.1.
An aperture physically constrains the PSF to have support smaller than the sensor size. In

1This chapter is in part based on the published conference paper titled “DiffuserCam: Diffuser-Based
Lensless Cameras” and is joint work with Nick Antipa, Ren Ng, and Laura Waller [82].
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Figure 3.1: (a) DiffuserCam architecture. Bumps on the diffuser surface cause rays of light
to bend inward, creating a high contrast point spread function (PSF), shown in (b). When
the angle of incidence at the diffuser is small, a lateral translation of the point source causes
a corresponding translation of the PSF. We use this shift-invariance to create an efficient
convolutional model of the system.

combination with the convolution model presented next, the aperture enables calibration
from a single image.

Convolution Model

Next we derive our convolution model which efficiently describes the system. The diffuser
surface is slowly varying with low angles (around 0.5◦), and when the point source is far
from the camera (compared to the sensor) the incident angle of incoming rays is close to
normal. In this regime, we can apply the small angle approximation (sin θ ≈ θ) to Snell’s
law, resulting in a linear model. In this small-angle (paraxial) regime, a lateral translation
of the point source by ∆~x does not change the PSF structure; it merely translates the PSF
by ∆~u, as shown in Fig. 3.1. Based on the system geometry,

∆~u

∆~x
=
d

z
= m, (3.1)

where z is the distance between the object and the sensor. We refer to m as the paraxial
magnification.

Using this shift-invariance property, we can determine the PSF at any location in the 2D
field-of-view from only a single image of the on-axis PSF. Let h0(~u) = h(~u, ~x = ~0) be the
on-axis PSF. Then, the PSF from an arbitrary location can be written as,

h(~u, ~x) = h0(~u+m~x). (3.2)
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Plugging this into Eq. 2.1 yields the following expression for the sensor response, b(~u):

b(~u) =
∑

~x

y(~x) h0(~u+m~x)

= y( ~x
m

) ∗ h0(~u) (3.3)

where ∗ represents a 2D linear convolution. In summary, the sensor response can be modeled
as a 2D convolution between the object intensities and the on-axis PSF, which we’ll calibrate
by directly measuring a single image of a point source.

However, there are still a few details needed for practical implementation; specifically,
we need to discretize Eq. 3.3. As discussed in Chapter 2, it is very natural to discretize b(~u)

at the pixel resolution of the sensor, and we let ~b represent the resulting vectorized sensor
response. Eq. 3.1 suggests a natural discretization of ~y: if ∆p is the pixel size at the sensor,
then we should sample the object coordinates at a spacing of 1

m
∆p. With this sampling,

a translation of one pixel at the sensor is equivalent to a translation of one sample at the
object.2

For computational efficiency, we would like to implement Eq. 3.3 in the Fourier domain
by taking the fast Fourier transform (FFT) of both y and h0, multiplying them together,
and then taking the inverse FFT. However, FFT-based convolutions have circular boundary
conditions, in which content at the edge of the field-of-view “wraps around” to the other
side, shown in Fig. 3.2a. Since this effect does not happen physically in the camera, it causes
model mismatch.

We eliminate the non-physical effects of the circular boundary conditions by padding the
PSF to twice the sensor size (denoted P~h0 where P is the pad operator) and increasing
the extent of the object ~y. We convolve these larger vectors and then crop the result to
the original sensor size, as depicted in Fig. 3.2b. The result is the same as convolution
without the circular boundary conditions and can be implemented efficiently with FFT-
based convolutions.

Notice that points outside the original field-of-view (shown by the dashed box in Fig.
3.2b) can contribute to the measurement since a portion of the PSF will still appear on the
sensor. Therefore, when solving for the object, we let ~y be larger than the sensor size so that
it can explain all parts of the sensor measurement. The physical aperture on the diffuser
(Fig. 3.1a) constrains the PSF to be smaller than the sensor size, so the maximum size of ~y
is twice the sensor size in each direction.

Putting this all together, we can write the complete forward model as follows:

~b = A~y

= CF−1 diag(FP~h0)F~y (3.4)

where C is an operator cropping to the sensor size, P is the pad operator that pads the
image to 2× the sensor size in each direction, and F and F−1 are the forward and inverse

2When the object is far away, it makes more sense to represent the object as a function of angle. In this
case, we sample the object every ∆α = tan−1(∆p

z )
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Figure 3.2: Padding the object and PSF before convolving removes the non-physical effects
of circular boundary conditions. (a) Without padding, the circular boundary conditions
cause the PSF to wrap around to the other side of the image, which does not happen in the
physical system, causing model-mismatch. (b) We pad the PSF and increase the extent of
the object to give the effect of convolution without circular boundary conditions. After the
convolution, the result must be cropped back to the original sensor size (dashed box).

Fourier transform matrices, respectively. If h and y are 2D matrices, we can easily implement
the forward model with the following MATLAB code:

b = crop(ifftshift(ifft2(fft2(pad(h)).*fft2(y)))) (3.5)

Calibration and Image Reconstruction

The only calibration needed for Eq. 3.4 is the on-axis PSF, ~h0. We can directly measure
the PSF by collecting a single image of a point source, such as an LED, placed a distance
z from the sensor. The physical aperture on the diffuser constrains the PSF extent so the
entire PSF can be captured in one acquisition. (Without the aperture, lateral shifts of a
point source could cause new parts of the PSF to hit the sensor that were not captured in
the on-axis measurement, necessitating a more complex calibration procedure.) The PSF
exhibits slight variations with depth, so they system works best if the calibration source is at
approximately the same depth as the objects to be photographed. However, if the calibration
PSF is taken at a different depth, we can use a paraxial model of the depth-varying PSF to
digitally refocus the PSF after capture.

After calibration, we can use DiffuserCam for photography. We capture the raw data, ~b,
and then recover the image by solving the regularized least-squares problem from Eq. 2.5
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using FISTA, presented in Algorithm 1. FISTA begins with an estimate of the scene, and
each iteration requires computing the error, ~e,

~e = A~y −~b, (3.6)

which is used to calculate the gradient,

∇L = AT~e. (3.7)

We can efficiently calculate A~y (needed for calculating the error) using Eq. 3.5. Based
on the matrix representation in Eq. 3.4, we can derive an expression for AT (needed for
calculating the gradient):

∇L = F−1 diag∗(FP~h0)FP~e (3.8)

where the ∗ superscript denotes the complex conjugate. This can be implemented as

grad = ifftshift(ifft2(conj(fft2(pad(h))).*fft2(pad(e)))) . (3.9)

For regularization, we apply either non-negativity alone, or a combination of non-negativity
and total variation.

Extension to Color

In prior sections, we’ve represented the image as a set of grayscale intensities. To extend to
color, we use the built-in demosaicing algorithm on the camera sensor to output an RGB
measurement. We apply the image reconstruction algorithm above to each of the three color
channels separately and, at the end, recombine the reconstructions into a single RGB image.
Although there may be some color dispersion in the PSF, we find that it’s effective to use
the same PSF measurement, taken with a white LED, for each color channel.

A more complete approach would be to simultaneously solve for all three color channels,
allowing implementation of cross-channel priors which could take advantage of similarities
between the red, green, and blue images [59]. However, this approach means that it is no
longer possible to parallelize over color, potentially slowing down processing speeds.

Compressed Sensing with Pixel Erasures

Unlike a traditional lens, the system matrix A of DiffuserCam has a large degree of random-
ness from the pseudorandom PSF, making it well-suited for compressed sensing. Although
A is not a true random Gaussian matrix (ideal for compressed sensing), the inner products
between PSFs from different locations is low, which is the definition of matrix incoherence
(see Sec. 2.2), making it likely that compressed sensing techniques will succeed. To test
this idea, we explore the scenario in which some random fraction of the sensor pixels do not
record a measurement, and we attempt to recover the full image including the missing pixels.

The intuition is that each point on the object maps to many pixels on the sensor, so
even if some sensor pixels are removed, the measurement still contains information about
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the whole object. We can update the forward model in Eq. 3.4 by adding a point-wise
multiplication with a binary mask, ~m ∈ Rp. The mask is the same size as the sensor and
contains ones at measured pixels and zeros at pixels the are erased.

~b = Aerasures~y

= diag(~m)CF−1 diag(FP~h0)F~y. (3.10)

We implement image recovery with FISTA, as described in Chapter 2, using both non-
negativity and total variation as priors. In Sec. 3.3, we show that we can recover the full
image even in the presence of pixel erasures. In contrast, a traditional camera with direct
measurements does not handle missing pixels as well; here, missing pixels simply correspond
to missing information. Although the holes could be filled in with in-painting or interpolation
techniques, interpolation results in reduced resolution and in-painting [14] generally requires
that only small fraction of the image pixels are missing.

3.2 System Analysis

In this section, we provide a theoretical framework for determining the resolution, field-of-
view, and depth-of-field of DiffuserCam.

Resolution

α

β

Field-of-view

2w

2l

d

2w

Figure 3.3: System geometry
determines the field-of-view.

If the PSFs of neighboring point sources are very similar,
it is challenging to distinguish between the sources. This
causes blurring in the reconstruction and limits the opti-
cal resolution of the camera. Consider two point sources
located ∆~x apart with PSFs h(~u, ~x) and h(~u, ~x + ∆~x).
We define similarity, denoted µ(∆~x), as the inner prod-
uct of the PSFs:

µ(∆~x) =
〈
h(~u, ~x), h(~u, ~x+ ∆~x)

〉
. (3.11)

Notice that the similarity µ(∆~x) goes to zero when the
PSFs occupy a completely disjoint set of pixels.

Because our system is shift invariant, h(~u, ~x) and
h(~u, ~x + ∆~x) are translated copies of the same PSF.
Therefore, we can rewrite Eq. 3.11 as µ(∆~x) =〈
h0(~u), h0(~u + m∆~x)

〉
which is the autocorrelation of

h0(~x). For normalized PSFs, µ(0) = 1 by definition,
and ideally, µ(∆~x) should decrease quickly as |∆~x| in-
creases. The normalized similarity at which two points
can be distinguished from each other depends on the
camera bit depth and sensor noise. We find empirically
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that the autocorrelation half-width at 70% of maximum is a good predictor of resolution for
many photographic sensors.

Field-of-view

Theoretically, the angular field-of-view (FoV) of our camera, denoted α, is determined by
the maximum illumination angle that contributes to the sensor measurement. Since the
diffuser bends light, we take into account the diffuser’s maximum deflection angle, denoted
β. Based on the geometry shown in Fig. 3.3, we calculate that the angular FoV α satisfies
l+w = d tan (α− β) where 2l is the sensor width, 2w is the width of the PSF support, and
d is the distance between the diffuser and sensor. Finally, real-world sensor pixels cannot
detect light from arbitrarily high angles, so we include their maximum angle of acceptance,
αc, in our final FoV equation:

α = β + min
[
αc, tan−1

(
l+w
d

)]
. (3.12)

Depth-of-field

Consider two on-axis point sources at different depths, z1 and z2. We define the depth-of-
field (DoF) to be the minimum detectable separation, ∆z = z1 − z2. Treating the diffuser
paraxially, the corresponding on-axis PSFs, h0(~x; z1) and h0(~x; z2), are related by a coor-
dinate scaling with parameter s: h0(s~x; z1) = h0 (~x; z2). Plugging this into the similarity
definition in Eq. 3.11, we can determine the depth sensitivity of the camera in terms of a
single PSF measurement and s with the expression µ(s) =

〈
h0(s~x), h0 (~x)

〉
. Similar to our

resolution analysis, we determine the values of s for which µ is sufficiently low. Then, we
relate s geometrically to the corresponding DoF.

3.3 Experimental Results

To demonstrate the ease with which our method can be adapted to any existing sensor and
how sensor parameters affect imaging characteristics, we built two prototype cameras. One
uses a PCO Edge 5.5 Color camera, and the other a Point Grey Flea3 with Sony IMX036
monochrome CMOS chip. We placed a 0.5◦ Luminit Light Shaping Diffuser [98] at d = 8.8
mm d = 6.4 mm, respectively. We measured the experimental PSF of each prototype using
an LED.

Using the measured PSFs in conjunction with the analysis presented in Section 3.2, we
compute the theoretical system parameters for each prototype. A line from each autocorrela-
tion is shown in Fig. 3.4a. For the PCO camera, the resolution, defined by the autocorrelation
peak half-width at 70% of maximum, is 0.16◦. The DoF is shown in Fig. 3.4b (blue), with a
hyperfocal distance of 2929 mm. For the Point Grey prototype, the resolution is also 0.16◦.
The DoF is plotted in Fig. 3.4b (red), with a hyperfocal distance of 571 mm. To validate
resolution, we took images of a single point source with each prototype, and reconstructions
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Figure 3.4: Analysis of DiffuserCam resolution and depth-of-field. (a) Autocorrelation of
diffuser PSF for the two prototypes, which sets the optical resolution limit. (b) Depth of
field (solid) and hyperfocal distance (dotted) for the two prototypes. (c) Zoom-in on the
reconstruction of a single point source captured with each camera to illustrate resolution.
The red circles represent estimated spot size based on autocorrelation width at 70% of
maximum.

of each are shown in Figure 3.4c and 3.4d. The spot-size radius matches our theoretical res-
olution for each camera. Note that the smaller sensor size of the Point Grey camera results
in significantly larger depth of field. However, since both prototypes use the same diffuser,
the angular resolution is the same, despite differences in pixel size.

We validate the theoretical field-of-view on the PCO prototype. First we measured the
sensor’s angular acceptance by translating the calibration LED; we define the angular cutoff,
αc, to be when the brightness falls to 20% of the intensity at normal incidence, shown in
Fig. 3.5. For front-side illuminated sensors, such as the PCO camera, the angular acceptance
is different along the vertical and horizontal axes resulting in an asymmetry in the FoV. In
addition to the sensor response, Eq. 3.12 also requires the diffuser’s maximum deflection
angle, β, so we measured the diffuser phase using differential phase contrast [29] shown in
Appendix A.2; Figure 3.5b shows a histogram of the diffuser deflection angle, calculated
based on the diffuser phase and index of refraction. We determine that β = 0.5◦ for the
diffuser used in our prototype. We calculate the horizontal FoV at ±42◦ and the vertical
FoV at ±30.5◦, and we see that these values are a good match of the experimental FoV of a
generic scene (Fig. 3.5c). Note that the diffuser phase and value of β are not necessary for
general reconstructions; we only measure them here to demonstrate the validity of Eq. 3.12.

Next we demonstrate our camera by capturing photographs of several real world objects.
Figure 3.6a shows four sample reconstructions from both prototypes, with the corresponding
raw data shown in the inset. Since each acquisition is captured in a single exposure, just
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Figure 3.5: Experimental field-of-view (FoV) validation. To verify the theoretical FoV, we
experimentally measure the the angular pixel response of the sensor (a) and determine the
angular cutoff, αc, where the intensity falls to below 20%. We also measure the diffuser
profile and use it to get the histogram of deflection angles (b). Together with the system
geometry, these parameters should determine the FoV. We experimentally measure the FoV
by photographing a large, well-lit scene and determining the range of angles visible in the
reconstruction. We find that the experimental FoV matches the theory, and in this case, the
angular pixel response is the limiting factor on the FoV.

like a tradition camera, we can capture video as well, shown in Fig. 3.6b. The raw data is
captured in real time, and then each frame is reconstructed separately before recombining.
As with color, reconstructions could potentially be improved by simultaneously reconstruct-
ing all frames and including temporal priors, but this dramatically increases the memory
requirements and reduces parallizability of the computations.

Finally, we experimentally use DiffuserCam for compressed sensing by recovering missing
pixels that are synthetically removed, as described in Sec. 3.1. We start with experimental
DiffuserCam raw data, and reconstruct the image using all the data as a baseline (Fig. 3.7,
left). Then, we apply a binary pixel mask to the raw data to synthetically erase 80% of
the pixels. We perform the reconstruction using only the remaining 20% of pixels with the
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a. DiffuserCam photographs

b. DiffuserCam video

Figure 3.6: 2D photographs (a) and video (b) captured with DiffuserCam. The top left
image was taken with the Point Grey prototype, and the remaining images were taken with
the PCO prototype. The raw data is shown in the insets.
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Figure 3.7: The pseudorandom structure of the diffuser enables compressed sensing with
DiffuserCam. To demonstrate we erase 80% of the pixels in the raw DiffuserCam data, then
reconstruct the image with only 20% of the data (middle column). We compare with erasing
pixels of the reconstructed image (right column) and then linearly interpolating between the
samples. This would be similar to applying the erasure pattern to the sensor of a traditional
camera with a lens. Close ups of the reconstructions, bottom row, show that erasing pixels
in the DiffuserCam data yields a more faithful reconstruction than removing pixels in the
reconstructed data.

model described in Eq. 3.10; the resulting reconstruction, which uses non-negativity and
total variation regularization, is shown in the center panel of Fig. 3.7 and demonstrates that
compressed sensing can be applied to DiffuserCam. Finally, we compare with erasing pixels
in the image domain, which is what would happen without the random sensing matrix from
the diffuser. Starting with the full reconstruction, we erase the same pattern of pixels to get
a sparse sampling of the image. We then linearly interpolate between the pixels to get the
reconstruction shown on the right of Fig. 3.7. Close ups of the reconstructions show that
erasing DiffuserCam pixels yields a reconstruction closer to the baseline than erasing pixels
in the image directly. This highlights the utility of DiffuserCam for compressed sensing on a
simple example; in Chapter 4, we use compressed sensing with the diffuser for the powerful
application of recovering 3D information from a single image.
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Chapter 4

Single Exposure 3D Imaging with
DiffuserCam

In this chapter1, we demonstrate how we can use a diffuser to project 3D information onto
a 2D sensor and then computationally recover the 3D volume. Unlike scanning and multi-
shot methods, which can achieve high spatial resolution 3D imaging but sacrifice capture
speed [41, 61], our method is single-shot. Prior single-shot 3D methods [20, 119] are fast
but may have low resolution or small field-of-view (FoV) and often require bulky hardware
and complicated setups. Here, we introduce a compact and inexpensive single-shot lensless
optical system that is capable of 3D imaging. We show how it can reconstruct a large number
of voxels by leveraging compressed sensing.

The system architecture is the same as in Chapter 3: the only optical component is the
diffuser, a thin phase mask, which is placed a few millimeters in front of an image sensor.
Each point source in 3D space creates a unique pseudorandom caustic pattern that covers a
large portion of the sensor. Because of this, compressed sensing algorithms can be used to
reconstruct more voxels than pixels captured, provided that the 3D sample is sparse in some
domain. We solve the inverse problem via a sparsity-constrained optimization procedure.
Extending the convolution model from Chapter 3 to 3D enables efficient computation and
calibration, allowing us to reconstruct several orders of magnitude more voxels than related
previous work [43, 94].

This system, like many computational cameras, uses a nonlinear reconstruction algo-
rithm, resulting in object-dependent performance. To quantify, we experimentally measure
the resolution of our prototype with different objects. We show that the standard two-point
resolution criterion is misleading and should be considered a best-case scenario. To better
explain the variable resolving power of our system, we propose a new local condition number
analysis that is consistent with our experiments.

1This chapter is based on the published journal paper titled “DiffuserCam: Lensless Single Exposure 3D
Imaging” and is joint work with Nick Antipa, Reinhard Heckel, Ben Mildenhall, Emrah Bostan, Ren Ng,
and Laura Waller [8].
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ŷ = argmin
~y�0

1
2 ||~b�H~y||22

Figure 4.1: DiffuserCam setup and reconstruction pipeline. Our lensless system consists of
a diffuser placed in front of a sensor (bumps on the diffuser are exaggerated for illustration).
The system encodes a 3D scene into a 2D image on the sensor. A one-time calibration
consists of scanning a point source axially while capturing images. Images are reconstructed
computationally by solving a nonlinear inverse problem with a sparsity prior. The result is
a 3D image reconstructed from a single 2D measurement.

4.1 Related Work

Lensless cameras for 2D photography have shown great promise because of their small form
factors. Unlike traditional cameras, in which a point in the scene maps to a pixel on the
sensor, lensless cameras map a point in the scene to many points on the sensor, requiring
computational reconstruction. A typical lensless architecture replaces the lens with an en-
coding element placed directly in front of the sensor. 2D lensless cameras have demonstrated
passive incoherent imaging using amplitude masks [10], diffractive masks [140, 53], random
reflective surfaces [48, 142], and modified microlens arrays [144]. Our system uses a similar
architecture with a diffuser as the encoding element, and also extends the design and image
reconstruction to enable 3D capture.

Light field cameras, also called integral imagers, passively capture 4D space-angle in-
formation in a single-shot [110], which can be used for 3D reconstructions. This concept
can be built into a thin form factor with microlens arrays [63] or Fresnel zone plates [68].
Lenslet array-based 3D capture schemes have also been used in microscopy [88], where wave-
optical [20, 93] or scattering [119, 93] effects can be included. All of these systems, however,
must trade resolution (or field-of-view) for single-shot capture, limiting the number of useful
voxels. DiffuserCam improves upon this tradeoff, capturing large 3D volumes with high voxel
counts in a single exposure.

Lensless imaging has also been demonstrated with coherent systems in both 2D [57, 30,
134, 135] and 3D [19, 86, 17, 46, 132], but these methods require active (coherent) illumina-
tion, limiting applications. Further, many coherent methods do not generate unambiguous
3D reconstructions, but rather use digital refocusing to estimate depth. DiffuserCam, on the
other hand, exhibits actual depth sectioning (in the absence of occlusions) for “true 3D.”
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Since methods for imaging through scattering often use diffusers as a proxy for general
scattering media [75, 44, 133], our mathematical models will be similar. However, instead
of trying to mitigate the effects of unwanted scattering, here we use the diffuser as an opti-
cal element in our system design. We choose a thin, optically smooth diffuser that refracts
pseudorandomly, producing high contrast patterns under incoherent illumination. Such dif-
fusers have been used in light field imaging [6] and coherent holography [86, 73]. Coherent
multiple scattering has been demonstrated as an encoding mechanism for 2D compressed
sensing [94], but necessitates a transmission matrix approach that does not scale well past
a few thousand pixels. We achieve similar benefits without needing coherent illumination,
and we reconstruct 3D objects, rather than 2D. Finally, an important benefit of our system
over previous work is the simple calibration and efficient computation that allow for 3D
reconstruction at megavoxel scales with superior image quality.

4.2 System Overview

As decribed in Chapter 3, DiffuserCam is part of the class of mask-based passive lensless
imagers in which a phase or amplitude mask is placed a small distance in front of a sensor,
with no main lens. Our mask (the diffuser) is a thin transparent phase object with smoothly
varying thickness (see Fig. 4.1). When a temporally incoherent point source is placed in the
scene, we observe a high-frequency pseudorandom caustic pattern at the sensor. The caustic
patterns, termed Point Spread Functions (PSFs), vary with the 3D position of the source,
thereby encoding 3D information.

To illustrate how the caustics capture 3D information, Fig. 4.2 shows simulations of the
PSFs for a point source at different locations in object space. A lateral shift of the point
source causes a lateral translation of the PSF [47, 47]. An axial shift of the point source causes
(approximately) a scaling of the PSF. Hence, each 3D position in the volume generates a
unique caustic pattern. The structure and spatial frequencies present in the PSFs determine
our reconstruction resolution. By using a phase mask (which concentrates light better than
an amplitude mask) and designing the system to retain high spatial frequencies over a large
range of depths, DiffuserCam attains good lateral resolution across the volumetric field-of-
view.

By assuming that all points in the scene are incoherent with each other, the measurement
can be modeled as a linear combination of PSFs from different 3D positions. We represent
this as matrix-vector multiplication:

~b = A~y, (4.1)

where ~b is a vector containing the 2D sensor measurement and ~y is a vector representing the
intensity of the object at every point in the 3D FoV, sampled on a user-chosen grid. A is the
forward model matrix whose columns consist of each of the caustic patterns created by the
corresponding 3D points on the object grid. The number of entries in ~b and the number of
rows of A are equal to the number of pixels on the image sensor, but the number of columns
in A is set by the choice of reconstruction grid (discussed in Sec. 4.4). Note that this model
does not account for partial occlusion of sources, as discussed in Sec. 2.5 of Chapter 2.
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In order to reconstruct the 3D object, ~y, from the measured 2D image, ~b, we must
solve Eq. 4.1 for ~y. However, if we solve on a 3D reconstruction grid that corresponds
to the full optical resolution of our system (measured in Sec. 4.4), ~y will contain more
voxels than there are sensor pixels. In this case, A has more columns than rows, so the
problem is underdetermined and we cannot uniquely recover ~y simply by inverting Eq. 4.1.
To remedy this, we rely on sparsity-based principles [25]. We exploit the fact that many
3D objects are sparse in some domain, meaning that the majority of coefficients are zero
after a linear transformation. We enforce this sparsity as a prior and solve the `1 regularized
nonnegativity-constrained inverse problem:

~̂y = argmin
~y≥0

1
2
‖~b−A~y‖2

2 + τ‖Ψ~y‖1. (4.2)

Here, Ψ maps ~y into a domain in which it is sparse (Ψ~y is mostly zeros), and τ is a tuning
parameter that adjusts the degree of sparsity. For objects that are sparse in voxels, such as
fluorescent particles in a volume, Ψ is the identity matrix. In our results we show reconstruc-
tion of objects that are not sparse in voxels but are sparse in the gradient domain. Hence, we
choose Ψ to be the finite difference operator and ‖Ψ~y‖1 to be the 3D Total Variation (TV)
semi-norm [127]. In general, any linear sparsity transformation may be used (e.g. wavelets),
but we utilize only identity and gradient representations in this work.

Equation 4.2 is the basis pursuit problem in compressed sensing [25]. For this optimiza-
tion procedure to succeed, A must have distributed, uncorrelated columns. Since our diffuser
creates high spatial frequency caustics that spread across many pixels in a pseudorandom
fashion, any shift or magnification of the caustics leads to a new pattern that is uncorrelated
with the original one. As discussed in Sec. 4.3, these properties allow us to reconstruct 3D
images via compressed sensing, and we quantify this effect in Appendix A.2.

4.3 Methods

System Architecture

The hardware setup for our prototype DiffuserCam (Fig. 4.3a) is exactly the same as in
Chapter 3: it consists of an off-the-shelf diffuser (Luminit 0.5◦) placed at a fixed distance
in front a sensor (PCO.edge 5.5 Color camera, 6.5 µm pixels). The diffuser has a flat input
surface and an output surface that is described statistically as Gaussian lowpass-filtered white
noise with an average spatial feature size of 140 µm and average slope magnitude of 0.7◦ (see
Appendix A.2). The convex bumps on the diffuser surface can be thought of as randomly-
spaced microlenses that have statistically-varying focal lengths and f-numbers. The average
focal length determines the distance at which the caustics have highest contrast (the caustic
plane), which is where we place the sensor [6]. This distance, measured experimentally, is 8
mm for our diffuser. However, the high average f-number of the bumps (8 mm/140 µm=57)
means that the caustics maintain high contrast over a large range of propagation distances.
Therefore, the diffuser need not be placed precisely at the caustic plane (in our prototype,
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b Depth dependence of the PSF

a Lateral dependence of the PSF

Figure 4.2: The caustic pattern shifts with lateral shifts of a point source in the scene
and scales with axial shifts. (a) Ray-traced renderings of caustics as a point source moves
laterally. For large shifts, part of the pattern is clipped by the sensor. (b) The caustics
magnify as the source is brought closer.

d=8.9 mm). We also affix a 5.5×7.5 mm aperture on the textured side of the diffuser to limit
the support of the caustics.

Similar to a traditional camera, the sensor’s pixel pitch should Nyquist sample the mini-
mum features of the PSF. Since the f-number of the smallest bumps on the diffuser determine
the minimum feature size of the caustics, it will also set the lateral optical resolution. In
our case, the smallest features generated by the caustic patterns are roughly twice the pixel
pitch of our sensor, so we perform 2×2 binning on the data, yielding 1.3 megapixel images,
before applying our reconstruction algorithm.

Convolutional Forward Model

Recovering a 3D image requires knowing the system matrix, A, which is extremely large.
Measuring or storing the fullA would be impractical, requiring millions of calibration images
and operating on multi-Terabyte matrices. Instead, we extend the convolution model from
Chapter 3 to 3D, drastically reducing complexity of both calibration and computation.

We describe the object, ~y, as a set of point sources located at (~x, z) on a non-Cartesian
3D grid, where ~x represents the 2D lateral coordinates as in Chapters 2 and 3 and z is
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the axial distance, measured from the diffuser. The relative radiant power collected by the
aperture from each source is y(~x, z). The caustic pattern at pixel ~u on the sensor due to
a unit-powered point source at (~x, z) is the PSF, h(~u; ~x, z). Thus, b(~u) is the sum of all
2D sensor measurements for each non-zero point in y after propagating through the diffuser
and onto the sensor. This lets us explicitly write the matrix-vector multiplication A~y by
summing over all voxels in the FoV:

b(~u) =
∑

(~x,z)

y(~x, z) h(~u; ~x, z). (4.3)

Recall that ~b is the discrete vector version of b(~u), ~y is the discrete version of y(~x, z), and
A is the system matrix containing each h(~u; ~x, z) as a column.

Our convolution model amounts to a shift invariance (or infinite memory effect [75, 44])
assumption, which greatly simplifies the evaluation of Eq. 4.3. Consider the caustics created
by point sources at a fixed distance, z, from the diffuser. Because the diffuser surface is
slowly varying and smooth, the paraxial approximation holds. As described in detail in
Chapter 3, this implies that a lateral translation of the source by ∆~x leads to a lateral shift
of the caustics on the sensor by ∆~u = m∆~x, where m is the paraxial magnification. We
validate this behavior in both simulations (see Fig. 4.2) and experiments (see Fig. 5.1), and
in Chapter 5 we further discuss shift-varying system. For notational convenience, we define
the on-axis caustic pattern at depth z as h0(~u; z) := h(~u; ~x = 0, z). Thus, the off-axis caustic
pattern is given by h(~u; ~x, z) = h0(~u+m~x; z). Plugging into Eq. 4.3, the sensor measurement
is then given by:

b(~u) =
∑

z

∑

~x

y(~x, z)h0(~u+m~x; z)

= C
∑

z

[
y

(−~u
m
, z

)
∗ h0 (~u; z)

]
.

(4.4)

Here, ∗ represents 2D discrete convolution over ~u, which returns arrays that are larger than
the originals. Hence, we crop to the original sensor size, denoted by the linear operator C
as described in Chapter 3. For an object discretized into Nz depth slices, the number of
columns of A is Nz times larger than the number of elements in ~b (i.e. the number of sensor
pixels), so our system is underdetermined.

The cropped convolution model provides three benefits. First, it allows us to compute
A~y as a linear operator in terms of Nz images, rather than instantiating A explicitly (which
would require petabytes of memory to store). In practice, we evaluate the sum of 2D cropped
convolutions using a single circular 3D convolution, implemented with 3D FFTs, which scale
well to large arrays. Second, it provides a theoretical justification of our system’s capability
for compressed sensing; derivations in [81] show that translated copies of a random pattern
provide close-to-optimal performance.

The third benefit of our convolution model is that it enables simple calibration. Rather
than measuring the system response for every voxel (hundreds of millions of images), we
only need to capture a single calibration image of the caustic pattern from an on-axis point
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source. Though the scaling effect shown in Fig. 4.2 suggests that we could use only one
image for calibrating the entire 3D space (by scaling it to predict PSFs at different depths),
we obtain better results when we calibrate the PSF at each depth. A typical calibration thus
consists of capturing images as a point source is moved axially. This takes minutes, but need
only be performed once. The added aperture at the diffuser ensures that a point source at
the minimum z distance generates caustics that just fill the sensor, so that the entire PSF
is captured in each image (see Appendix A.2).

Inverse Algorithm

Our inverse problem is extremely large in scale, with millions of inputs and outputs. Even
with the convolution model described above, projected gradient techniques, like FISTA, are
extremely slow. In this work, we instead use the Alternating Direction Method of Multipliers
(ADMM) [18] and derive a variable splitting that leverages the specific structure of our
problem.

Our algorithm uses the fact that Ψ can be written as a circular convolution for both the
3D TV and native sparsity cases. Additionally, we factor the forward model in Eq. 4.4 into
a diagonal component, D, and a 3D convolution matrix, M, such that A = DM (details
in Appendix A.3). Thus, both the forward operator and the regularizer can be computed
in 3D Fouier space. This enables us to use variable-splitting [5, 104, 3] to formulate the
constrained counterpart of Eq. 4.2:

~̂y = argmin
w≥0,u,v

1
2
‖~b−Dv‖2

2 + τ‖u‖1

s.t. v = M~y, u = Ψ~y, w = ~y,
(4.5)

where v, u, and w are auxiliary variables. We solve Eq. 4.5 by following the augmented
Lagrangian arguments [112]. Using ADMM, this results in the following scheme at iteration
k:

uk+1 ← T τ
µ2

(
Ψ~yk + ηk

/
µ2

)

vk+1 ← (DᵀD + µ1I)−1
(
ξk + µ1M~yk +Dᵀ~b

)

wk+1 ← max
(
ρk
/
µ3 + ~yk, 0

)

~yk+1 ← (µ1M
ᵀM + µ2ΨᵀΨ + µ3I)−1 rk

ξk+1 ← ξk + µ1(M~yk+1 − vk+1)

ηk+1 ← ηk + µ2(Ψ~yk+1 − uk+1)

ρk+1 ← ρk + µ3(~yk+1 − wk+1),

where
rk = (µ3w

k+1 − ρk) + Ψᵀ
(
µ2u

k+1 − ηk
)

+ Mᵀ
(
µ1v

k+1 − ξk
)
.

Note that Tν is a vectorial soft-thresholding operator with a threshold value of ν [156]. ξ,
η and ρ are the Lagrange multipliers associated with v, u, and w, respectively. The scalars
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µ1, µ2 and µ3 are penalty parameters which we compute automatically using the tuning
strategy in [18]. A MATLAB implementation of our algorithm is available at [7].

Although our algorithm involves two large-scale matrix inversions, both can be computed
efficiently and in closed form. Since D is diagonal, (DᵀD+µ1I) is itself diagonal, requiring
complexity O(n) to invert using point-wise multiplication. Additionally, all three matrices
in (µ1M

ᵀM + µ2ΨᵀΨ + µ3I) are diagonalized by the 3D discrete Fourier transform (DFT)
matrix, so inversion of the entire term can be done using point-wise division in 3D frequency
space. Therefore, its inversion has good computational complexity, O(n3 log n), since it is
dominated by two 3D FFTs being applied to n3 total voxels. We parallelize our algorithm
on the CPU using C++ and Halide [124], a high performance programming language for
image processing.

A typical reconstruction requires at least 200 iterations. Solving for 2048×2048×128=537
million voxels takes 26 minutes (8 seconds per iteration) on a 144-core workstation and
requires 85 Gigabytes of RAM. A smaller reconstruction (512×512×128=33.5 million voxels)
takes 3 minutes (1 second per iteration) on a 4-core laptop with 16 Gigabytes of RAM.

4.4 System Analysis

Unlike traditional cameras, the performance of computational cameras depends on properties
of the scene being imaged (e.g. the number of sources). As a consequence, standard two-point
resolution metrics may be misleading, as they do not predict resolving power for complex
objects. To address this, we propose a new local condition number metric that better predicts
performance. We analyze resolution, FoV and the validity of the convolution model, then
combine these analyses to determine the appropriate sampling grid for our experiments.

Field-of-View

At every depth in the volume, the angular half-FoV is determined by the most extreme lateral
position that contributes to the measurement. There are two possible limiting factors. The
first is the geometric angular cutoff, α, set by the aperture size, w, the sensor size, l, and
the distance from the diffuser to the sensor, d (see Fig. 4.3a). Since the diffuser bends light,
we also take into account the diffuser’s maximum deflection angle, β. This gives a geometric
angular half-FoV at every depth of l + w = 2d tan(α − β). The second limiting factor is
the angular response of the sensor pixels. Real-world sensor pixels may not accept light at
the high angles of incidence that our lensless camera accepts, so the sensor angular response
(shown in Fig. 4.3b) may limit the FoV. Defining the angular cutoff of the sensor, αc, as the
angle at which the camera response falls to 20% of its on-axis value, we can write the overall
FoV equation as:

FoV = β + min[αc, tan−1( l+w
2d

)]. (4.6)

Since we image in 3D, we must also consider the axial FoV. In practice, the axial FoV
is limited by the range of calibrated depths. However, the system geometry creates bounds
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Figure 4.3: Experimentally determined field-of-view (FoV) and resolution. (a) System ar-
chitecture with design parameters. (b) Angular pixel response of our sensor. We define
the angular cutoff (αc) as the angle at which the response falls to 20%. (c) Reconstructed
images of two points (captured separately) at varying separations laterally and axially, near
the z = 20 mm depth plane. Points are considered resolved if they are separated by a dip of
at least 20%. (d) To-scale non-uniform voxel grid for 3D reconstruction. The chosen voxel
grid is based on the system geometry and Nyquist-sampled two-point resolution over the
entire FoV. For visualization purposes, each box represents 20×20 voxels, as shown in red.

on possible calibration locations. Point sources arbitrarily close to the sensor would pro-
duce caustic patterns that exceed the sensor size. To avoid this complication, we impose
a minimum object distance at which an on-axis point source creates caustics that fill the
sensor. Point sources arbitrarily far from the sensor theoretically can be captured, but axial
resolution degrades with depth. The hyperfocal plane represents the axial distance beyond
which no depth discrimination is available, establishing an upper bound. Objects beyond
the hyperfocal focal plane can still be reconstructed to create 2D images for photographic
applications [82], without any hardware modifications.

In our prototype, the axial FoV ranges from the minimum calibration distance (7.3 mm)
to the hyperfocal plane (2.3 m). The angular FoV is limited by the pixel angular acceptance
(αc = 41.5◦ in x, αc = 30◦ in y). Combined with our diffuser’s maximum deflection angle
(β = 0.5◦) this yields an angular FoV of ±42◦ in x and ±30.5◦ in y. We validated the lateral
FoV experimentally by capturing a scene at optical infinity and measuring the angular extent
of the result (see Fig. 3.5 in Chapter 3).
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Resolution

Investigating optical resolution is critical for both quantifying system performance and choos-
ing our reconstruction grid. Although the raw data is collected on a fixed sensor grid, we
can choose the non-uniform 3D reconstruction grid arbitrarily. This choice of reconstruction
grid is important. When the grid is chosen with voxels that are too large, resolution is lost,
and when they are too small, extra computation is performed without resolution gain. In
this section we explain how to choose the grid of voxels for our reconstructions, with the aim
of Nyquist sampling the two-point optical resolution limit.

Two-point resolution

A common metric for resolution analysis in traditional cameras is two-point distinguishablity.
We measure our system’s two-point resolution by imaging scenes containing two point sources
at different separation distances, built by summing together images of a single point source
(1 µm pinhole, wavelength 532 nm) at two different locations. We reconstruct the scene using
our algorithm, with τ = 0 to remove the influence of the regularizer. To ensure best-case
resolution, we use the full 5 MP sensor data (no binning). The point sources are considered
distinguishable if the reconstruction has a dip of at least 20% between the sources, as in
the Rayleigh criterion. Figure 4.3c shows reconstructions with point sources separated both
laterally and axially.

Our system has highly non-isotropic resolution (Fig. 4.3d), but we can use our model to
predict the two-point distinguishability over the entire volume from localized experiments.
Due to the shift invariance assumption, the lateral resolution is constant within a single
depth plane and the paraxial magnification causes the lateral resolution to vary linearly
with depth. For axial resolution, the main difference between two point sources is the size of
their PSF supports. We find pairs of depths such that the difference in their support widths
is constant:

c = 1
z1
− 1

z2
. (4.7)

Here, z1 and z2 are neighboring depths and c is a constant determined experimentally.
Based on this model, we set the voxel spacing in our grid to Nyquist sample the 3D

two-point resolution. Figure 4.3d shows a to-scale map of the resulting voxel grid. Axial
resolution degrades with distance until it reaches the hyperfocal plane (∼2.3 m from the
camera), beyond which no depth information is recoverable. Due to the non-telecentric
nature of the system, the voxel sizes are a function of depth, with the densest sampling
occurring close to the camera. Objects within 5 cm of the camera can be reconstructed with
somewhat isotropic resolution; this is where we place objects in practice.

Multi-point resolution

In a traditional camera, resolution is a function of the system and is independent of the
scene. In contrast, computational cameras that use nonlinear reconstruction algorithms
may incur degradation of the effective resolution as the scene complexity increases. To
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Figure 4.4: Our computational camera has object-dependent performance, such that the
resolution depends on the number of points. (a) To illustrate, we show here a situation with
two points successfully resolved at the two-point resolution limit (∆x,∆z) = (45µm, 336µm)
at a depth of approximately 20 mm. (c) However, when the object consists of more points (16
points in a 4×4 grid in the x− z plane) at the same spacing, the reconstruction fails. (b,d)
Increasing the separation to (∆x,∆z) = (75µm, 448µm) gives successful reconstructions.
(e,f) A close-up of the raw data shows noticeable splitting of the caustic lines for the 16
point case, making the points distinguishable. Heuristically, the 16 point resolution cutoff is
a good indicator of resolution for real-world objects.

demonstrate this in our system, we consider a more complex scene consisting of 16 point
sources. Figure 4.4 shows experiments using 16 point sources arranged in a 4×4 grid in
the (x, z) plane at two different spacings. The first spacing is set to match the measured
two-point resolution limit (∆x=45µm, ∆z=336µm). Despite being able to separate two
points at this spacing, we cannot resolve all 16 sources. However, if we increase the source
separation to (∆x=75µm, ∆z=448µm), all 16 points are distinguishable (Fig. 4.4d). In this
example, the usable lateral resolution of the system degrades by approximately 1.7× due to
the increased scene complexity. As we show in the next section, the resolution loss does not
become arbitrarily worse as the scene complexity increases.
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This experiment demonstrates that existing resolution metrics cannot be blindly used
to determine performance of computational cameras like ours. How can we then analyze
resolution if it depends on object properties? In the next section, we introduce a general
theoretical framework for assessing resolution in computational cameras like ours.

Local condition number theory

Our goal is to provide new theory that describes how the effective reconstruction resolution of
computational cameras changes with object complexity. To do so, we introduce a numerical
analysis of how well our forward model can be inverted.

First, note that recovering the image ~y from the measurement ~b = A~y entails simul-
taneous estimation of the locations of all nonzeros within our image reconstruction, ~y, as
well as the values at each nonzero location. To simplify the problem, suppose an oracle tells
us the exact locations of every source within the 3D scene. This corresponds to knowing a
priori the support of ~y, so we then need only determine the values of the nonzero elements
in ~y. This can be done by solving a least squares problem using a sub-matrix consisting of
only the columns of A that correspond to the indices of the nonzero voxels. If this problem
fails, then the more difficult problem of simultaneously determining the nonzero locations
and their values will certainly fail.

In practice, the measurement is corrupted by noise. The maximal effect this noise can
have on the least-squares estimate of the nonzero values is determined by the condition num-
ber of the sub-matrix described above. We therefore say that the reconstruction problem is
ill-posed if any sub-matrices of A are very ill-conditioned. In practice, ill-conditioned matri-
ces result in increased noise sensitivity and longer reconstruction times, as more iterations
are needed to converge to a solution.

In general, finding the worst-case sub-matrix is a hard problem. However, because our
system measurements vary smoothly for inputs within a small neighborhood, the worst-case
scenario is when multiple sources are in a contiguous block (i.e. nearby measurements are
most similar, either by shift or scaling). Therefore, we compute the condition number of
sub-matrices of A corresponding to a group of point sources with separation varying by
integer numbers of voxels. We repeat this calculation for different numbers of sources. The
results are shown in Fig. 4.5. As expected, the conditioning is worse when sources are closer
together. In this case, increased noise sensitivity means that even small amounts of noise
could prevent us from resolving the sources. This trend matches what we saw experimentally
in Figs. 4.3 and 4.4.

Figure 4.5 also shows that the local condition number increases with the number of
sources in the scene, as expected. This means that resolution will degrade as more and more
sources are added. We see in Fig. 4.5, however, that as the number of sources is increased, the
conditioning approaches a limiting case. Hence, the resolution does not become arbitrarily
worse with increased number of sources. Therefore we can estimate the system resolution for
complex objects from distiguishability measurements with a limited number of point sources.
This is experimentally validated in Sec. 4.5, where we find that the experimental 16-point
resolution is a good predictor of the resolution for a USAF target.
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Figure 4.5: Our local condition number theory shows how resolution varies with object
complexity. (a) Virtual point sources are simulated on a fixed grid and moved by integer
numbers of voxels to change the separation distance. (b) Local condition numbers are plotted
for sub-matrices corresponding to grids of neighboring point sources with varying separation
(at depth 20 mm from the sensor). As the number of sources increases, the condition number
approaches a limit, indicating that resolution for complex objects can be approximated by
a limited number (but more than two) sources.

Unlike the traditional two-point resolution metric, our new local condition number the-
ory explains the resolution loss we observe experimentally. Since many optical systems are
locally shift invariant, we believe that it is sufficiently general to be applicable to other com-
putational cameras that use nonlinear algorithms, which likely exhibit similar performance
loss.

4.5 Experimental Results

Images of two objects are presented in Fig. 4.6. Both were illuminated using broadband
white light and reconstructed with a 3D TV regularizer. We choose a reconstruction grid
that approximately Nyquist samples the two-point resolution (by 2×2 binning the sensor
pixels to yield a 1.3 megapixel measurement). Calibration images are taken at 128 different
z-planes, ranging from z=10.86mm to z=36.26mm (from the diffuser), with spacing set
according to conditions outlined in the resolution analysis of Sec. 4.4. The 3D images are
reconstructed on a 2048×2048×128 grid, but the angular FoV restricts the usable portion
of this grid to the center 100 million voxels. Note that the resolvable feature size on this
reconstruction grid can still vary based on object complexity.

The first object is a negative USAF 1951 fluorescence test target, tilted 45◦ about the
y-axis (Fig. 4.6a). Slices of the reconstructed volume at different z planes are shown in
order to highlight the system’s depth sectioning capabilities. As described in resolution
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Figure 4.6: Experimental 3D reconstructions. (a) Tilted resolution target, which was recon-
structed on a 4.2 MP lateral grid with 128 z-planes and cropped to 640×640×50 voxels. The
large panel shows the max projection over z. Note that the spatial scale is not isotropic.
Inset is a magnification of group 2 with an intensity cutline, showing that we resolve element
5 at a distance of 24 mm, which corresponds to a feature size of 79 µm (approximately
twice the lateral voxel size of 35µm at this depth). The degraded resolution matches our
16-point distinguishability (75 µm at 20 mm depth). Lower panels show depth slices from
the recovered volume. (b) Reconstruction of a small plant, cropped to 480×320×128 voxels,
rendered from multiple angles.

portion of Sec. 4.4, the spatial scale changes with depth. Analyzing the resolution in the
vertical direction (Fig. 4.6a inset), we can easily resolve group 2 element 4 and barely resolve
group 2 element 5 at z=24mm. This corresponds to resolving features 79µm apart on the
resolution target. This resolution is significantly worse than the two-point resolution at this
depth (50µm), but similar to the 16-point resolution (75µm). Hence, we reinforce our claim
that two-point resolution is a misleading metric for computational cameras, but multi-point
distinguishability can be extended to more complex objects.

Finally, we demonstrate the ability of DiffuserCam to image natural objects by recon-
structing a small plant (Fig. 4.6b). Multiple perspectives of the 3D reconstruction are ren-
dered to demonstrate the ability to capture the 3D structure of the leaves.
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Chapter 5

Efficient Modeling and Calibration of
Spatial Variance

In Chapter 3, we introduced the convolution model which enabled efficient computation of
the DiffuserCam forward model. This efficiency was critical for practically solving the large-
scale inverse problem when we used DiffuserCam for 3D volume recovery, and it allowed easy
calibration with just a single PSF for 2D photography or a z-sweep of PSFs for 3D imaging.
However, the shift-invariance assumption that leads to the convolution model is only valid
at small angles of incidence since it is based on the paraxial (small angle) approximation.
In this chapter, we consider additional causes of spatial variance and present two strategies
for efficient modelling: an approach we’ll call the local convolution model and an approach
based on a low rank approximation using principal component analysis (PCA). We’ll also
explore an efficient strategy based on blind deconvolution for practical calibration of systems
with spatial variance.

Validity of the Convolution Model

We start by exploring the validity of the convolution model. Figure 5.1a-c shows registered
close-ups of experimentally measured DiffuserCam PSFs from plane waves incident at 0◦,
15◦ and 30◦. The convolution model assumes that these are all exactly the same, though,
in reality, they have subtle differences. To quantify the similarity across the FoV, we plot
the inner product between each off-axis PSF and the on-axis PSF (see Fig. 5.1d). The inner
product is greater than 75% across the entire FoV and particularly good within ±15◦ of the
optical axis, indicating that the convolution model holds relatively well, but not exactly, for
the DiffuserCam system presented in Chapter 4.

To investigate how the spatial variance of the PSF impacts system performance, we use
the peak width of the cross-correlation between the on-axis and off-axis PSFs to approximate
the spot size off-axis. Figure 5.1e (solid) shows that we retain the on-axis resolution up to
±15◦. Beyond that, the resolution gradually degrades. The rest of this chapter discusses
procedures for bridging the gap between exhaustive calibration and the convolution model
in a computationally efficient way.
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Figure 5.1: Experimental validation of the convolution model. (a)-(c) Close-ups of registered
experimental PSFs for sources at 0◦, 15◦ and 30◦. The PSF at 15◦ is visually similar to that
on-axis, while the PSF at 30◦ has subtle differences. (d) Inner product between the on-axis
PSF and registered off-axis PSFs as a function of source position. (e) Resulting spot size
(normalized by on-axis spot). The convolution model holds well up to ±15◦, beyond which
resolution degrades (solid). Exhaustive calibration would improve the resolution (dashed),
at the expense of complexity in computation and calibration.

5.1 Causes of Spatial Variance

Aberrations

The shift-invariance assumption arises from the linearization of Snell’s law via the small angle
approximation. However, as one can see in Fig. 5.1a-c, Snell’s law is not linear, resulting in
differences in the PSF at different angles, which we’ll refer to as aberrations. Furthermore,
higher angles also result in a longer propagation distance between the diffuser and sensor,
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contributing to changes in the PSF analogous to field curvature, which explains why Fig.
5.1c looks similar to the on-axis PSF at a longer propagation distance.

In addition, any other optics in the system (e.g. color filters for fluorescence, lenses
when the diffuser is integrated into a microscope [92, 160]) can also have abberations. As
described by Liu et al. [92], if the exit pupil of a micrscope objective does not stay stationary,
than the PSF will not be shift-invariant, since different parts of the diffuser are illuminated
for different field locations. As described by Yanny et al. [160], if the exit pupil has phase
aberrations (e.g. coma), we see warping and distortion of the PSF.

Sensor fall-off

Another component that can cause spatially varying PSFs is the response of the image sensor.
Digital image sensors exhibit angle-sensitive responses due to cosine falloff, microlenses on
the pixels, and circuitry that blocks light [146]. Furthermore, not all pixels necessarily behave
the same way: some sensors have deliberately different microlens locations to account for
the specific design inside a camera. In addition, many designs have circuity that is grouped
together for neighboring pixels, resulting in shadowing effects that are not the same for each
location. The most complete model would account for the change in sensor response over
angle (2D) and position on the sensor (2D). Due to the challenge in calibrating the 4D
function, we assume a simplified model in which the sensor response is summarized by f(θ)
where θ is the angle between the incident light and the normal to the sensor. This model is
best for backside-illuminated sensors, in which circuitry is beneath the photodiode and does
not create spatial variation in the sensor response. Based on the geometry of the system,
the PSF due to the sensor response alone is

hsensor(~u; ~x, z) = f

(
tan−1

( ||~u− ~x||
d+ z

))
.

where || · || is the euclidean distance.
Assuming that the diffuser does not bend light by a substantial amount compared to the

frequencies in f(θ), we can model the total PSF, h(~u; ~x, z), as the product of the sensor and
paraxial PSF, yielding the following “two-part” model:

h(~u; ~x, z) = h0

(
~u+

d

z
~x; z

)
f

(
tan−1

( ||~u− ~x||
d+ z

))
. (5.1)

Note that when the distance to the object, d+ z, is much larger than the sensor size (recall
that ~u is constrained to be within the sensor size), the sensor falloff term reduces to

hsensor(~u; ~x, z) = f

(
tan−1

( ||~x||
d+ z

))
,

which is independent of ~u. Therefore, when the object is far from the sensor, as it was in
Chapter 3 and Chapter 4, the falloff term can be implicitly grouped with the sample, and
the total PSF consists only of the shift-invariant component due to the diffuser.
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The factorization in Eq. 5.1 suggests that all PSFs can be synthesized from the two
underlying functions h0(~u; z) and f(θ). However, recall that h0(~u; z) is an approximation
which assumes no spatially-varying aberrations in the diffuser. In practice, due to spatially-
varying aberrations, there is no single h0(~u; z) that accurately describes the diffuser’s pattern
for all field positions. Despite its inaccuracies, we’ll see shortly that this “two-part” model
is still useful for analysis purposes.

5.2 Interpolating PSFs for Efficient Spatial Variance

Modeling

If we measured the PSFs h(~u; ~x, z) at every possible 3D location in the volume it would
capture all aspects of spatial variance in the system. However, this is excessive and un-
necessary due to the slowly-varying nature of the diffuser aberrations and sensor falloffs.
Furthermore, it is incredibly impractical to capture (or simulate) a PSF at every location
since, for 3D, there may be many million possible positions. Instead, we take advantage of
the slowly-varying aberrations by collecting only a sparse grid of calibration measurements
and interpolating between them.

We denote the i-th calibration measurement taken at (~xi, zi) as hi(~u) = h(~u; ~xi, zi). Our
goal is to interpolate between these calibration measurements to synthesize every PSF in the
volume. However, naive pixel-wise averaging of neighboring calibration measurements will
result in inaccurate blurring of the high-frequency diffuser pattern since it fails to account for
the dominant effects on the PSF (lateral translation and axial scaling) when the source moves.
Therefore, instead of interpolating between the raw measurements, we first computationally
register the calibration measurements to the on-axis PSF taken at depth z by applying the
following shifts and scales:

h̃i(~u; z) = hi(si~u− si∆~ui) (5.2)

where

si =
z(d+ zi)

zi(d+ z)
, ∆~ui =

d

zsi
~xi.

The registered calibration measurements, denoted h̃i(~u; z), have the paraxial component
of the diffuser pattern aligned. After this transformation, pixel-wise interpolation between
neighboring calibration measurements preserves the high-frequency features of the diffuser
caustics. In a shift-invariant system, all of the registered PSFs are identical and no inter-
polation is necessary; in a system with spatial variance, the variations appear as smoothly
changing deviations between the registered PSFs. Therefore, we synthetically generate inter-
mediate PSFs by linearly interpolating between the registered calibration measurements. We
first consider the case where all calibration PSFs are at a single depth, z, which yields si = 1
for all i. The synthetically generated PSF from an arbitrary point (~x, z) is approximated
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Figure 5.2: Schematic depicting interpolation between PSFs under the assumption that all
spatial variance is due to sensor fall-off. Consider two calibration points located on-axis
at x0 and off-axis at x1. For clarity, we assume a simplified two-part model, where each
PSF consists of a high frequency signal due to the diffuser (hd) multiplied by the angular-
dependent sensor response (hsensor). In the off-axis PSF, hd is translated to the left while
hsensor remains directly under the point source. To interpolate between the two calibration
measurements, first we register the component due to the diffuser. Then we approximate
the PSF at x∗ by taking a linear combination of the registered PSFs where the weights (α)
are based on the distance between the calibration location and x∗. We extend this to 2D
using bilinear interpolation.

from the calibration measurements:

h (~u; ~x, z) ≈
∑

i

αi(~x, z) h̃i(~u+
d

z
~x; z). (5.3)

Here αi(~x, z) is a weighting factor determined by the distance to the i-th calibration measure-
ment. We choose αi(~x, z) to correspond to bilinear interpolation between the four nearest
PSFs. The procedure for generating synthetic PSFs is visually summarized in Fig. 5.2.

It is also possible to synthesize new PSFs at different depths using an analogous proce-
dure. To generate PSFs at a new depth z∗, nearby calibration measurements are first scaled
based on Eq. 5.2 to generate h̃i(~u; z∗). Then, the synthetic PSF at z∗ is calculated from a
linear combination of these scaled calibration measurements, where the weight is once again
based on the synthetic PSF’s proximity to the calibration points.

Although Eq. 5.2 requires the precise locations of the calibration measurements, we can
circumvent this requirement by directly determining ∆~ui from the measurements themselves.
We find that cross-correlation between neighboring calibration measurements is maximized
when the diffuser component of the PSF is aligned. Therefore, we choose a central PSF to
act as the on-axis PSF, then calculate ∆~ui by determining the translation that maximizes the
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cross-correlation with this central PSF. We find this approach more robust than physically
measuring the translation.

Local convolution model

By applying Eq. 5.3 we can generate the complete set of calibration measurements needed
for the system matrix A. However, its large size makes A computationally inefficient to
generate and store . Luckily, the linear structure of Eq. 5.3 allows us to form what we call
the local convolution model which models the raw data without explicitly generating every
PSF. When we plug Eq. 5.3 into Eq. 4.3, the convolutional structure becomes apparent:

b(~u) = C
∑

(z,i)

∑

~x

αi(~x, z) y(~x, z) h̃i(~u+
d

z
~x; z)

= C
∑

(z,i)

[
αi

(
−z
d
~u, z
)
y
(
−z
d
~u, z
)]
∗ h̃i (~u; z) .

(5.4)

Here ∗ denotes a 2D convolution in the sensor coordinates; recall that the sensor coordinates,
~u, and world coordinates, ~x, are related by the system magnification, m = d/z. In Eq. 5.4
we assume that we have calibration measurements at every depth of interest since we can
generate PSFs at new depths using the procedure outlined in the previous section.

As before, we can vectorize the elements of Eq. 5.4 and write the forward model using
matrix operators.

~b =A~y

C
∑

(z,i)

~hi ∗ diag(~αi,z)~y

=C
∑

(z,i)

F−1 diag(F~hi,z)F diag(~αi,z)~y (5.5)

See Table 2.1 in Chapter 2 for a summary of basic operators as matrices.
With this model we can efficiently interpolate between the calibration measurements as

we compute the forward model. We refer to this as the local convolution model because we
can think of αi(~x, z) as choosing a region around the i-th calibration measurement where
the measurement is valid, then performing a convolution in this region. If the support of
the object is known, computational efficiency can be further improved by using the subset
of the calibration measurements corresponding to the 3D object support.

Any interpolation scheme that can be written in the form of Eq. 5.3 is compatible with
the local convolution model, which has the distinct advantage of only requiring that the
calibration measurements themselves be stored in memory. Although other interpolation
schemes could be used in place of Eq. 5.3, they would require pre-computing and storing
every possible PSF in the volume, using on the order of 10,000× more memory. Computing
PSFs on-the-fly is too computationally expensive for practical use in an iterative optimization
process.
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Low rank approximation with PCA

In the local convolution model, the ~αi’s each represent a pre-determined selection function
that chooses a local region of the FoV in which a given PSF is valid. However, PSFs
on opposite sides of the FoV may have similarities, which might be exploited for faster
computation. Here, we describe how to use principle component analysis (PCA) to take
advantage of this scenario. Note, this is a computational trick in which we do some pre-
prossessing to reduce computation in the iterative inverse problem – it does not change the
calibration costs since we still need to collect calibration measurements across the FoV.

Let’s assume we collect a series of N calibration measurements ~h1 . . .~hN at distributed
over the FoV (but all at a single depth z). We could directly use all of these measurements
in the local convolution model descibed above, but each pass of the forward model then
requires computing N convolutions for each depth (Eq. 5.4). However, since the PSFs are
slowly-varying, we expect that a matrix containing all of the calibration measurements will
be low rank. We first register the calibration measurements using Eq. 5.2, then we create a
matrix H with each vectorized and registered calibration measurement as a column. Note
that H has rank N since the there are N columns.

Using principle component analysis (PCA) we can approximate H as

H ≈
k∑

i=1

~pi ~w
T
i , (5.6)

where k < N . We calculate the ~pi’s and ~wT
i ’s by taking the singular value decomposition

(SVD) of H ; then, the ~pi’s are the left-singular vectors associated with the k largest sin-
gular values, and the ~wT

i ’s are the corresponding right-singular vectors, multiplied by their
singular values. There is a nice interpretation of this decomposition: the ~pi’s represent the
“principle PSFs” which form a basis for the PSFs across the FoV, and we’ll denotes these as
pi(~u; z). The ~wT

i ’s are spatially varying weights, which describe what linear combination of
the principle PSFs to use at each spatially location. Note that PCA solves for the weights
only at the locations in the FoV where the calibration points were acquired, but we can
interpolate the weights between these points, to get a function wi(~x; z) that outputs the
weight corresponding to the ith component at field location (~x, z). With this interpolated
function, we can approximate the PSF from any location in the FoV as

h(~u; ~x, u) =
k∑

i=1

wi(~x; z)pi(~u+
d

z
~x; z). (5.7)

Since the pi(·)’s are, by definition, registered to the center PSF, we include the translation
term d

z
~x to move the principle PSFs to their true location on the sensor.

We can see that Eq. 5.7 is exactly analogous to Eq. 5.3, but we’ve replaced the measured
PSFs, h̃i, with the principle PSFs found with PCA, pi, and we’re replaced the pre-defined
weights, αi, with the weights output by PCA, wi. We can plug Eq. 5.7 into Eq. 5.4 to get
the same convolutional structure as the local convolution model. However, importantly, if H



CHAPTER 5. EFFICIENT MODELING AND CALIBRATION OF SPATIAL
VARIANCE 49

is indeed low rank, the PCA model enables the same computation with only k convolutions
instead of N convolutions.

We find that this PCA model works best when there is a lot of similarity between PSFs
are different locations in the field-of-view, as in [160]. However, in the flat microscope
presented in Chapter 6, the dominant spatially varying factor is the sensor fall-off, resulting
in very different PSFs at different locations, so their is little gain from the PCA approach.
Therefore, in Chapter 6, we will use the local convolution model presented above.

5.3 Sampling Requirements of the Local Convolution

Model

The local convolution model relies on experimentally measuring the PSF at discrete calibra-
tion points, then interpolating to synthesize the remaining PSFs. If we known something
about the rate that the PSFs are changing as a function of field position, than we can
apply Nyquist sampling theory to determine the appropriate spacing between calibration
measurements which fully captures the variance.

Lateral Sampling

To illustrate this idea, we consider the case where there are no aberrations in the diffuser (or
any other optics) and the dominant factor creating spatial variance is the sensor response.
For this analysis, we’ll assume the “two-part” model from Eq. 5.1. Although this is a
simplified model, it captures the dominant factors in the flat, lensless microscope that we’ll
describe in detail in Chapter 6, and it is convenient since we can characterize the aberrations
with just a single 1D function, f(θ).

For this analysis, we assume that all calibration PSFs are captured at the same axial
location, zi = z for all i. Registering the calibration measurements based on Eq. 5.2 aligns
the diffuser component of the PSF, but not the sensor falloff component. When we plug the
two-part model from Eq. 5.1 into Eq. 5.2, we get the following expression for the aligned
PSF:

h̃i(~u; z) = h0(~u; z)f

(
tan−1

(
||si~u− d

z
~xi − ~xi)||

d+ z

))
(5.8)

Here, the second term, f(. . .), describes the spatial variance of the falloff function after
registration. This is the function that we are interpolating, so we must Nyquist sample this
term to enable robust interpolation of PSFs. Since we assumed the sensor component is
rotationally symmetric and all pixels have the same falloff response (a good assumption for
backside-illuminated sensors), we reduce our analysis to the 1D case and only consider a
single representative pixel at ~u = 0. This yields the registered falloff function f̃(x):

f̃(x) = f
(

tan−1
(x
z

))
. (5.9)
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Figure 5.3: When the sensor response is the primary source of spatial variance, the number of
calibration measurements needed for our local convolution model is determined by the angu-
lar falloff of the sensor. (a) Experimentally measured angular falloff, f(θ), fit to a Gaussian
curve with σ = 13◦. (b) Fourier transform after f(θ) is transformed based on Eq. 5.9, which
is used to determine the maximum frequency, and thus the Nyquist sampling, in order to de-
termine the necessary calibration sampling. (c) To test this, we simulate PSF measurements
and (d) raw data using the Gaussian approximation of f(θ). (e) We then reconstruct the
sample using the local convolution model with varying spacing between the calibration mea-
surements. When calibration images satisfy the Nyquist sampling (0.4 mm apart), the model
performs well, but when samples are spaced further apart, the reconstruction degrades.

If f̃(x) is sampled at the Nyquist frequency, we can robustly interpolate between samples
at different positions. To determine the lateral sampling requirements, we experimentally
measure f(θ), estimate its bandwidth, and use Eq. 5.9 to determine the Nyquist sampling
period.

To test this, we simulate raw data using an experimentally measured f(θ) (shown in
Fig. 5.3), then deconvolve using the local convolution model. We simulate calibration
measurements at varying spacings and find that when the calibration measurements are at
the Nyquist sampling rate or closer together, we get good reconstruction quality. However,
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as the measurements move further apart, substantial artifacts appear. Finally, if a single
calibration measurement is used, without any model-based interpolation as in Chapters 3
and 4, the reconstruction fails, demonstrating the necessity of the local convolution model
when there is significant sensor fall-off.

Axial Sampling

For 3D imaging, we also need to capture PSFs from different depths. Here we consider the
axial sampling for the local convolution model. Axial changes in the PSF are primarily due
to aberrations, particularly defocus, and therefore cannot be explained with the “two-part
model” alone. However, by assuming the diffuser has a microlens structure with lenslets of
focal length f , we can determine the axial sampling based on the depth-of-field. If the radius

of the circle of confusion, p(d−f)
2f

∣∣∣1− f d
z(d−f)

∣∣∣, changes by no more than the diffraction-limited

spot size, λ
NA

, between neighboring samples, then we have fully sampled the axial defocus
function. This yields the condition

pd

2

(
1

z1

− 1

z2

)
≤ λ

NA
≈ 2dλ

p

1

z1

− 1

z2

≤ 4λ

p2
,

(5.10)

where z1, z2 are the axial locations of neighboring calibration images, p is the microlens
diameter, and λ is the wavelength of light.

5.4 Compressive Calibration using Blind

Deconvolution

Here, we present a more data-efficient alternative in which the spatially-varying PSFs are
recovered from a small number of calibration images containing multiple fluorescent beads.
These multiplexed measurements simultaneously sample many PSFs from across the FoV
in each acquisition which enables recovery of more PSFs than measurements, resulting in a
more accurate model of the system. Furthermore, the measurements are physically easy to
acquire since the beads can be randomly distributed and their locations do not need to be
known, eliminating the need for a precision motion stage. We computationally acquire both
the bead locations and spatially-varying PSFs from just the raw calibration measurements
by solving a blind deconvolution problem with a rank constraint.

We once again assume we collect N calibration measurements, but this time, each mea-
surement is of a small number of fluorescent beads instead of a single point source (Fig.
5.4b). In each measurement the beads are in a different, random location and the number of

beads is not know a priori. We model the i-th calibration measurement, denoted ~bi, using
the local convolution model as follows

~b = f(H , ~yi) =
∑

j

~hj ∗ (Mj ~yi) . (5.11)
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Figure 5.4: Spatially varying PSFs can be recovered from a set of multiplexed calibration
measurements of several point sources at unknown locations. We simulate a random mi-
crolens diffuser at the pupil plane of a GRIN lens (a). Rather than capturing calibration
images of a single point source, we envision capturing images of many randomly placed flu-
orescent bead, simulation shown in (b). From the multiplexed measurements we recover the
spatially-varying PSFs (c), which show good correspondence to the ground truth PSFs. To
test if the recovered PSFs are sufficiently accurate, we simulate raw data of a dense image
and compare deconvolution results using the PSF at the center only (averaged over nine
images to reduce noise), PSFs captured at nine locations over the FoV, and our recovered
spatially-varying PSFs from nine multiplexed calibration measurements.

Here, ~hj is the PSF at position ~x in the FoV, Mj is a mask that selects a region around
the point ~xj, and ~yi is the i-th vectorized calibration sample, specifically, the randomly

positioned fluorescent beads. H is a matrix containing the PSFs, ~hj, as its columns.
Both the sample, ~yi, and PSFs, H , are unknown, which leads to a multichannel blind

deconvolution problem [138]. We solve for both unknowns simultaneously by alternating
between solving the following minimization problems.

ŷ = argmin
~y

||
∑

i

~bi − f(H , ~yi)||22 + τ ||~y||1 (5.12)

Ĥ = argmin
H

||
∑

i

~bi − f(H , ~yi)||22 s.t. rank( ~H) ≤ k (5.13)
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Here, ~y is a vector containing all ~yi, τ is a tuning parameter on the object sparsity, and k
determines the degree of spatial variance of the PSFs. Solutions to Eqs. 5.12 and 5.13 are
approximated using the fast iterative shrinkage threshholding algorithm for 100 iterations.
After each alternating solve, k is increased. We initialize the PSF by aligning all the~bi using
cross correlation, then applying rank one approximation to the aligned stack to obtain a
noisy PSF approximation. The ~yi are initialized at zero.

We use the “3D-Randoscope” introduced by Yanny et al. [160] as our model system
to test our calibration method (Fig. 5.4a). This miniature 3D microscope consists of a
random microlens diffuser attached to the back of a gradient index (GRIN) lens, which
contains aberrations that create spatial variance. Starting with experimental calibration
measurements from a Randoscope prototype, we build a simulation of the fully spatially-
varying system at a single depth. With our simulation, we generate N = 9 images each
containing 20 fluorescent beads at random locations in the FoV, and we simulate read noise
such that the raw measurement PSNR is 34 dB (Fig. 5.4b).

From just these 9 measurements, we solve the blind deconvolution problem for 25 different
~hj. An example of two recovered PSFs at different field locations is shown in Fig. 5.4c,
displaying good but imperfect correspondence with ground truth. However, the true test is
whether the recovered PSFs are capable of reconstructing images. Therefore, we simulate
raw data of a dense image, then use our recovered spatially-varying PSFs to reconstruct the
image (Fig. 5.4d). We compare with two other approaches used in prior work: (1) PSF
calibration only at the center of the FoV, which implicitly assumes no spatial variance; for
fair comparison, we average 9 PSFs in this case. (2) PSF calibration at 9 different locations
across the FoV, as in [84], with smooth interpolation between measurements. Our proposed
approach only uses 9 measurements, but recovers 25 unique PSFs, resulting in the highest
quality reconstruction.
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Chapter 6

Fluorescence Microscopy with a
Random Microlens Diffuser

In this chapter1, we extend DiffuserCam to fluorescence microscopy, to create a compact
portable on-chip microscope capable of 3D imaging when the sample is sparse. To achieve
microscopic resolution, the object is placed much closer to the sensor than in Chapter 4, cre-
ating high angles of incidence at the sensor that break the shift-invariant assumption used
previously. Drawing on the results of Chapter 5, we describe our diffuser microscope using
the local convolution model, which captures the spatial variance using 40, 000× fewer cali-
bration measurements and 10, 000× less memory than a brute force approach. Furthermore,
the local convolution model does not impose any restrictions on the diffuser; this gives us
the freedom to design the diffuser for improved noise performance. Specifically, we introduce
a new diffuser design, the random microlens diffuser which consists of many small lenslets
arranged on the diffuser surface. We show that this design has better noise performance
than the smooth diffuser or a regularly space microlens array. We fabricate a random mi-
crolens diffuser for our experimental prototype microscope and demonstrate 10× resolution
improvement compared to the prototype in Chapter 4.

6.1 Related Work

On-chip microscopy is a powerful imaging modality in which a digital image sensor captures
information about the sample without using a traditional microscope objective. These lens-
less microscopes can be very compact and lightweight for portable or in vivo applications,
and they typically have simpler hardware than their lensed counterparts. However, many on-
chip microscopes are limited to bright-field microscopy [55, 108, 17] rather than fluorescence
imaging, a critical modality for probing structure and function in a wide range of samples.

1This chapter is based on the published journal paper titled “On-chip fluorescence microscopy with a
random microlens diffuser” and is joint work with Fanglin Linda Liu, Irene Grossrubatscher, Ren Ng, and
Laura Waller [84].
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As summarized in Greenbaum et al. [55], on-chip fluorescence imaging is challenging for
several key reasons. First, fluorophores are incoherent with each other and with background
illumination. As a result, digital holography [108, 17] and other interferometric methods can-
not be applied. Shadow-based techniques [167, 38] are also not applicable because fluorescent
samples do not necessarily block light. Furthermore, fluorophores emit light uniformly in
all directions; in an on-chip system without a main lens, fluorophores therefore become dim
and defocused as they move further from the sensor. This results in degradation of both
signal-to-noise ratio (SNR) and resolution with increasing distance from the sensor. Prior
on-chip microscopes for fluorescence [115, 35, 36, 130, 1] mitigate this effect by using very
short working distances (less than 500 µm), limiting their applications to samples that can
be placed directly on the sensor. In this work, we demonstrate an on-chip fluorescence mi-
croscope featuring a practical working distance of over 1.5 mm, suitable for imaging samples
on slides or in microfluidic channels.

Our strategy for on-chip fluorescence microscopy involves placing a thin mask between the
sample and the sensor. The mask modulates incoming light, indirectly encoding information
about the sample, which can then be recovered computationally. Since the mask is placed
close to the sensor (3.8 mm), it does not greatly increase the system form factor or hardware
complexity (as compared to [134]). Such designs maintain the advantages of an on-chip
lensless system and have been demonstrated successfully in both microscopy [1, 134] and
photography [10, 82, 68, 140, 144, 63, 48], and have been shown to capture higher-dimensional
information, such as three-dimensional (3D) [8] or temporal information [9], in a single
acquisition.

Here, our mask is a random microlens diffuser [9, 92, 160] which has many small lenslets
randomly arranged in 2D. Since the lenslets have focusing power, the best performance occurs
when the object is in imaging condition with the sensor, enabling practical working distances,
over 1.5 mm. In contrast, similar architectures with amplitude masks that have no focusing
power [1, 10] have the best performance when the object is close to the mask, resulting
in short working distances (< 500 µm). Furthermore, unlike amplitude masks, our random
microlens diffuser does not block light, making it better suited for fluorescent samples which
are typically dim. As in [8], our system can recover 3D structures from a single acquisition;
in this work, we demonstrate 8 µm lateral resolution and 50 µm axial resolution, an order of
magnitude higher than in [8].

The architecture of our system has many parallels to a 4D light field camera [2, 110,
20] or an integral photography system [91, 66], which instead uses a periodic microlens
array. Similar to a light field camera, each lenslet of our random microlens diffuser can
be thought of as imaging the object from a different perspective. However, because our
proposed system uses random rather than regular arrays of lenslets, cross-talk between the
lenslets can be disambiguated computationally. This allows for increased flexibility in the
design of the micro-optics, eliminates the need for a main objective lens, and enables a
simple flat architecture that does not require physically isolating each lenslet, as in [144,
63, 69]. As a result, our system is easy to assemble, compact and portable (total size of
3.5 cm × 3.5 cm × 1 cm, limited by the board size of the sensor), and the architecture can
easily be extended to larger sensor sizes.
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Figure 6.1: Our light-weight and portable on-chip microscope consists of a random microlens
diffuser placed a few millimeters above an image sensor. Using only a sparse grid of cal-
ibration measurements, 3D images are reconstructed with a local convolution model that
accounts for the spatially-varying PSFs.

6.2 Methods

Like DiffuserCam (Chapters 3 and 4), our microscope consists of a thin refractive diffuser
placed a few millimeters in front of a traditional image sensor, with additional color filters
between the diffuser and sensor to block excitation light (Fig. 6.1). Emitted light from each
fluorophore in the sample is refracted by the diffuser surface to form a high-contrast pattern
on the sensor. Every position in 3D creates a unique pattern, or PSF. We model our scene
as a collection of point sources with varying intensity and no occlusions, so we can describe
the imaging system with the following linear equation:

b(~u) = C
∑

(~x,z)

h(~u; ~x, z) y(~x, z) + g(~u). (6.1)

As before, ~u represents the 2D coordinates at the sensor, ~x represents the 2D lateral coor-
dinates in the world, and z is the axial distance in the world. b(~u) is the measurement at
position ~u on the sensor, h(~u; ~x, z) is the PSF taken at position (~x, z) in the world, y(~x, z) is
the sample intensity, C is a crop operator that accounts for the finite sensor size, and g(~u)
is the background due to unattenuated excitation light and autofluorescence from the color
filters. Vectorizing the sample, measurement, and background allows Eq. 6.1 to be written
compactly in matrix form: ~b = A~y+~g. To recover the object from the sensor measurement,
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we jointly estimate the sample fluorescence, ~y, and background, ~g, by solving the regularized
least squares problem described in Sec. 6.2.

Forward model

Reconstructing the sample requires knowing the matrix A, or equivalently, the PSFs for
every point in 3D space. Prior work [8] assumed that the distance between the object and
sensor was large relative to the sensor size, making the PSF shift-invariant at each depth; this
enabled h(~u; ~x, z) to be fully characterized by only one calibration measurement per axial

location and enabled ~b to be efficiently computed with convolutions. In this work, we place
objects closer to the sensor in order to achieve microscopic resolution; however, this breaks
the shift-invariance assumption and necessitates accounting for the angular dependence of
the sensor.

To capture the shift-varying effects, we use the local convolution model described in
Chapter 5 and we calibrate the system by measuring a sparse grid of PSFs in 3D and
interpolating between them. Using the sampling guidelines described in Sec. 5.3, we find
that the local convolution model enables image reconstruction with 40, 000× fewer calibration
samples than a brute force approach. We also tried the PCA model to further improve
computation, but found little gain for the PSFs in this system, which suggests there is
little similarity between PSFs at different FoV locations. Therefore, we stick with the local
convolution framework with pre-defined interpolation kernels based on bilinear interpolation.

Inverse problem with background estimation

To recover the object from the raw data, we formulate a regularized inverse problem using
the vectorized forward model from Eq. 5.5. Since many fluorescent samples have a sparse
structure, we use an `1 loss on the object for regularization, enforcing sparsity in the native
domain without a sparifying transformation. In addition, there is frequently autofluores-
cence and unattenuated excitation light hitting the sensor, which does not match our model
and corrupts the reconstruction. Therefore we jointly estimate a low-frequency background
component along with the object by solving the following minimization problem:

ŷ, ĝ = argmin
~y,~g

1

2
‖~b− (A~y + ~g)‖2

2 + τ‖~y‖1

s.t. ~g ≥ 0, ~y ≥ 0,D~g = 0 outside low frequency support.

(6.2)

Here ~g is the estimated background that cannot be well-explained by the forward model, D
is the 2D discrete cosine transform (DCT) operator, and τ is a tuning parameter. Without

constraints on ~g, a trivial solution to Eq. 6.2 is ~y = 0 and ~g = ~b. To prevent this, we
constrain ~g such that its DCT coefficients are zero outside some low-frequency support,
typically the 5× 5 lowest frequency components. We jointly solve for ~y and ~g using the fast
iterative shrinkage-thresholding algorithm (FISTA) [12]. We find that it helps convergence
to initialize the estimated background with a low-pass filtered version of the raw data.
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Solving for a 3D sample from a single 2D measurement is an under-determined problem,
and compressed sensing theory [42, 25, 24] can provide guidance regarding what samples
will be accurately reconstructed. Without regularization, there are infinite possible 3D
distributions that match the raw data. Therefore, the `1 regularization term and non-
negativity constraints are critical to guide the optimization. As a result, we expect the
highest-quality results when the sample matches the underlying assumptions, mainly that
the sample is natively sparse. For dense samples, the object could be transformed into a
different basis, as described in [25].

6.3 Random Microlens Diffuser

The local convolution model and the calibration scheme described above apply to a wide
variety of diffuser designs; the only restrictions are that the spatially-varying aberrations in
the PSF change smoothly as a function of position, and that no two points in the volumetric
FoV generate identical PSFs. In contrast with prior works [1, 68] that require specific mask
designs for image reconstruction, we have the freedom to design the diffuser to improve
other aspects of the system, in particular, resolution, working distance, and noise sensitivity.
Specifically, we propose using a random microlens diffuser, as in [9, 92, 160], which consists of
small lenslets randomly arranged in 2D. To illustrate the advantages of the random microlens
diffuser, we compare with a traditional microscope objective and two types of flat transparent
masks: a smooth diffuser [8, 6] and a regular microlens array. Figures 6.2 and 6.3 show
simulations of a small patch of the FoV for PSFs from each type of mask. Raw data for each
PSF was simulated based on the two-part model in Eq. 5.1. In Fig. 6.2, the same quantity
of Gaussian noise was added to each simulated measurement, and in Fig. 6.3, Poisson noise
(shot noise) was simulated for varying number of collected photons. Each mask spreads
photons differently over the sensor, so the number of photons per pixel at the sensor, and
thus the shot noise performance, depends on the PSF. In both simulations, the noisy raw
data was processed using the method described in Sec. 6.2. Background estimation was
omitted and we assumed that the FoV was small enough that one calibration PSF per depth
was sufficient.

Traditional microscope objectives are carefully optimized to capture high-quality images
at the focal plane. They have good noise performance even at low photon counts for a 2D
scene (Fig. 6.3, top row). However, recovering depth information from a single image is a
poorly posed problem; as objects become defocused they lose high-frequency detail which
may not be recovered, even with deconvolution (Fig. 6.2, top row).

Off-the-shelf diffusers [98] are convenient, inexpensive, and can easily be extended to
larger sensor sizes. Lensless imagers made with these diffusers have a caustic pattern PSF
(Fig. 6.2, second row). Due to the pseudorandom diffuser surface, any translation or scaling of
the PSF should result in a substantially different pattern (i.e. the caustics should have a low
inner product). However, the large amount of background light between the caustics causes
an increased inner product which results in higher noise amplification during deconvolution
(Figs. 6.2 and 6.3, second row). Other masks with low contrast patterns (e.g. amplitude
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Figure 6.2: Simulation comparing PSFs for depth-resolved imaging. A microscope objective
has good noise performance but fails to capture 3D information. A smooth diffuser’s PSF
has significant background light causing noise amplification, as does the periodicity of the
regular microlens array. Our random microlens diffuser has a non-periodic PSF with high
contrast, resulting in good noise performance and 3D reconstructions. All simulations have
the same quantity of Gaussian noise added to the raw data.

masks, far field speckle) will suffer from similar noise amplification.
In comparison, a microlens array, which is widely used in light field microscopy, is designed

to concentrate all incoming light into diffraction-limited spots beneath each lenslet, resulting
in very little background light and a high-contrast pattern. However, if the PSF from a
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Figure 6.3: Simulation comparing PSF robustness to shot noise at a single depth. A micro-
scope objective has the best noise performance for 2D imaging, but it does not extend to
depth-resolved imaging nor to miniaturized systems. Of the PSFs with 3D capabilities, the
random microlens diffuser is most robust to shot noise.

regularly-spaced microlens array is translated by exactly one period, the shifted PSF is
a duplicate of the on-axis PSF, resulting in an increased inner product and higher noise
amplification (Figs. 6.2 and 6.3, third row). Notice that the reconstruction shows periodic
ghosting due to the regularity of the microlens array, and these artifacts are present even in
low noise scenarios.

In our system, we use a random microlens diffuser which combines the best properties
of the phase masks described above. Like the regular microlens array, our microlens diffuser
has a high contrast PSF with low background, and, like the smooth diffuser, our PSF is
pseudorandom without periodic ambiguity. The result is reduced noise sensitivity compared
to the other flat masks (Figs. 6.2 and 6.3, third row). Although a traditional microscope
objective has better noise performance at a single plane, our system is better suited for
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miniaturization and enables reconstruction of 3D information from a single acquisition.
In addition, our microlens-based design is well-suited for resolution enhancement since

the focal spot of each lenslet contains high spatial frequencies in all directions. Furthermore,
it is easier to design diffraction-limited lenses when the diameter is small [95], allowing each
lenslet to have nearly diffraction-limited performance with only a single spherical surface.
Finally, since the microlenses focus light, the best performance is obtained when the object
is in imaging condition with the sensor, so the lenslet focal length and distance to the sensor
can be used to set a practical working distance, over 1.5 mm in our prototype.

6.4 Experimental Results

We built a prototype system using a backside-illuminated monochrome CMOS sensor (UI-
3862LE with Sony IMX290 chip) and two color filters (Kodak Wratten #12 and Chroma
ET525/50m) designed for green fluorescent probes (λ = 520 nm). As described in [130], the
combination of an absorption and an interference-based color filter is well-suited for remov-
ing excitation light at the high angles of incidence potentially present in our system, and any
unfiltered light is removed with our computational background estimation (Sec. 6.2). We
fabricated our random microlens diffuser with a droplet-based technique, similar to [100, 70],
since these methods are known for good surface quality. Drops of optical epoxy (Norland
63) were cured on a hydrophobic surface, then transferred onto a glass coverslip to form
the diffuser, generating lenslets with approximately p = 250 µm diameter. The diffuser was
index-matched with polydimethylsiloxane (PDMS) to increase the microlens focal length to
about 1.5 mm, and it was placed d = 3.8 mm away from the sensor. Based on these physical
parameters and the sampling requirements outlined in Sec. 5.3, we require lateral samples
every 400 µm and axial samples with 1/z1 − 1/z2 ≤ 33 m−1. Rather than sampling dioptri-
cally, we choose to calibrate every 100 µm axially, which satisfies the axial sampling condition
for objects z = 1.7 mm or further from the diffuser. Calibration images are captured with a
15 µm fluorescent bead, and the lowest frequency 10 × 10 DCT coefficients were set to zero
for all calibration images before further processing to remove background light. Negative
values after background subtraction were set to zero. For each calibration point, four mea-
surements were taken and averaged to reduce noise. All images were downsampled by 2× in
each direction such that the equivalent pixel size is 5.8 µm.

To characterize the resolution of our system, we solve Eq. 6.2 on images of two points
at varying separation distances, each generated by summing images of a single fluorescent
bead. For axial characterization, images are of a 15 µm bead, moved in 10 µm increments; for
lateral characterization, we use a 5 µm bead, moved in 2 µm increments. We define the reso-
lution to be the minimum spacing at which there is at least a 20% dip in intensity between
neighboring points in the reconstruction. Figure 6.4a summarizes our results, demonstrating
8 µm lateral resolution and under 50 µm axial resolution. We further test our system with a
fluorescent USAF resolution target, z = 2.56 mm from the diffuser, shown in Fig. 6.4b. We
can clearly resolve group 6, element 1 with 7.8 µm bars, which matches our two-point reso-
lution experiments and demonstrates an order of magnitude improvement over our previous
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Figure 6.4: Experimental resolution characterization. (a) Resolution is measured by de-
termining the minimum separation distance at which two fluorescent beads are resolvable.
The experimental resolution can be predicted by calculating inner products of a PSF with
shifts and scales of itself; points are considered resolvable when the inner product is below
0.8. The predicted resolution is calculated at 12 different lateral locations in the FoV. The
range of values is depicted by the filled area in the plot, and the solid line is the mean. (b)
USAF resolution target shows group 6, element 1 containing 7.8 µm bars (boxed) is clearly
resolvable, which matches the two-point resolution.

work [8]. Brute-force calibration at every resolvable location in the volume would require
Nyquist sampling the two-point resolution, necessitating samples every 4 µm laterally and
every 25 µm axially. This is 100 × 100 × 4 = 40,000 times more calibration measurements
than with our sparse calibration scheme and local convolution model, demonstrating the
large savings achieved with our model.

In addition, we show that we can predict the two-point resolution from the PSF measure-
ments, without running a full reconstruction. To do this, we shift (for lateral resolution) or
scale (for axial resolution) a central PSF and calculate the inner product with the original.
A low inner product indicates that neighboring measurements are sufficiently different to be
distinguished. For the noise levels in our system, we find that a normalized inner product
of 0.8 is a good predictor of the resolution, plotted by the solid line in Fig. 6.4a (average
over 12 field positions). This process can be used for system design by simulating PSFs (for
example, using Fresnel propagation) then using this inner product metric to predict the final
resolution.

Due to fabrication errors and the non-uniform distribution of lenslets, there will be vari-
ation between the focal spots under each microlens, which can result in resolution that
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Figure 6.5: Experimental videos captured with our diffuser microscope at 10 fps. (a) Flu-
orescent beads flowing in a microfluidic channel. Channel outlines are superimposed for
visualization purposes, and the full video is in Visualization 1. (b) NeuroD:GCaMP6f larval
zebrafish, 6 days old. Change in fluorescence (∆f) compared to a 20th percentile baseline
is shown in red and indicates neural activity.

depends on the object’s lateral location. However, since each PSF includes focal spots from
many lenslets (about 15 in our prototype), the effect of individual variations is averaged.
To quantify this in our system, for each depth we calculate the predicted resolution at 12
locations in the FoV and plot the range of predicted values in Fig. 6.4a. We find that the
variation in resolving power is low for lateral resolution and modest for axial resolution.
We believe resolution variation can be reduced substantially by fabricating the diffuser with
more precise methods (e.g. injection moulding).

Since our method is single-shot, the frame rate is only limited by the sensor. To demon-
strate, we capture a 10 fps video of 15 µm fluorescent beads flowing through a microfluidic
channel, shown in Fig. 6.5a. Beads were reconstructed at a single depth plane, z = 2.42 mm,
and the full video is available in Visualization 1. We also test our system on a live 6-day-old
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Figure 6.6: 3D reconstruction of 15 µm fluorescent beads, axially separated by coverslips. The
focal stack from a traditional fluorescence microscope (5×, 0.15 NA) is shown for comparison,
with close-ups on the right. Our diffuser microscope reconstructs all depth planes from a
single acquisition (bottom right) and removes out-of-focus light.

NeuroD:GCaMP6f larval zebrafish [128] captured at 10 fps and reconstructed at a single
depth plane, z = 2.19 mm. Fig. 6.5b shows the change in fluorescence (compared to a 20th
percentile baseline). Our results qualitatively match the expected neural activity of a larval
zebrafish. However, determining whether the reconstructed fluorescence signal is a linear
function of the true fluorescence is still an open problem. Compressed sensing theory [24]
proves that if the matrix A fulfills the restricted isometry property and the sample is suffi-
ciently sparse, then the signal can be recovered with perfect accuracy. Our design matrix
A is pseudorandom which is expected to fulfill the restricted isometry property with high
probability, but the conditions are notoriously hard to verify, and a more rigorous proof of
linearity in general cases is the subject of future work.

To highlight the 3D capacity of our system, we created sample containing layers of 15 µm
fluorescent beads separated by coverslips. The sample was reconstructed at the three depth
planes containing beads, shown in Fig. 6.6. A focal stack from a traditional fluorescent
microscope is shown to validate the bead locations. Note that, unlike with a traditional
microscope, our prototype reconstructs the complete 3D distribution of beads from a single
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Figure 6.7: 3D reconstruction of a fixed brine shrimp tagged with eosin, shown at three
different axial planes. The focal stack from a traditional fluorescence microscope (10×,
0.45 NA) is shown for comparison. Our diffuser microscope reconstructs 3D from a single
acquisition and recovers the thin antenna structures at the correct depths.

acquisition of raw data. Finally, since our system requires that the object be sparse for
accurate reconstruction, we test on non-sparse samples to demonstrate that our system still
captures the edges and sharp regions of dense samples. We image a fixed brine shrimp sample
(Carolina Biological) stained with eosin and reconstructed at 10 depth planes spaced 100 µm
apart, processed from a single acquisition of raw data (Fig. 6.7). In the dense regions of the
head of the brine shrimp, we find some inconsistencies between the traditional microscope
focal stack and the diffuser microscope reconstruction. In regions where the sample is sparse,
especially the shrimp’s antennae, our reconstruction matches the 3D locations captured in
the traditional microscope focal stack.
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Chapter 7

Scattering Diffuser for Étendue
Expansion in Holographic Displays

In this chapter1, we reverse the ideas of DiffuserCam to create capable of showing imagery
with more degrees of freedom than the number of pixels on the display panel. Here, we
use a diffuser-like optic in front of the display panel in a holographic display. Instead of
the smooth, refractive diffuser of the prior chapters, in this chapter, we choose a diffractive
diffuser, which has small features, on the size scale of the wavelength of light. To distinguish
from the smooth diffuser, we refer to the diffuser in this chapter as a “scattering mask.”

As before, we use a physically-based model of our system and solve for the unknown
display panel pattern by setting up and solving an optimization problem. However, there
are several differences between this work and the imaging work presented earlier. First,
calibration is more challenging as there is no sensor inherently in the system. Next, we can’t
“fix up” an image later, like one can with a camera; what is displayed is what the user
sees. Finally, since this work is based on holographic displays, all of our models are based
on coherent light propagation. Therefore, rather than modeling intensity only, as in prior
chapters, we keep track of the complex electric field, only taking the magnitude (intensity)
at the end.

In the coming sections, we describe the details of how we overcome these challenges. The
result is a simple system in which we use the scattering mask to break the trade-off between
field-of-view and eyebox size, a limiting factor in modern holographic displays. Our novel
perceptually-inspired constraints enable improved image quality compare to prior work, and
we further show a path forward towards practical head-mounted holographic displays with
sunglasses like form-factor.

1This chapter is based on the published conference paper titled “High resolution étendue expansion for
holographic displays” and is joint work with Laura Waller, Ren Ng, and Andrew Maimone [83].
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Target image Traditional hologram (simulation) Expanded étendue
One-step backpropagation (simulation)

Expanded étendue
Our algorithm (simulation)

Figure 7.1: Traditional holographic displays have limited étendue resulting in a tradeoff
between field-of-view (FoV) and eyebox size. If the eyebox is held constant, unique imagery
cannot be displayed outside of the native FoV (orange box). The addition of a thin scattering
mask into the system increases the diffraction angles, and thus the FoV, without sacrificing
the eyebox. The scattering mask is taken into account during computation of the hologram
through an iterative algorithm that outperforms the one-step backpropagation approach used
in prior work. Car source image by Bill Newton (CC BY 2.0).

7.1 Holographic Displays

Computer generated holography allows generation of an arbitrary light distribution from a
flat, programmable spatial light modulator (SLM) by controlling the wavefront of a coherent
beam of light. This technique is particularly promising for near-eye displays since it enables
per-pixel focus control, computational correction of optical aberrations, and simple optical
components suitable for miniaturization [101].

However, current holographic displays suffer from a unique challenge: a tradeoff between
field-of-view (FoV) and the size of the viewing eyebox, the area in which the eye must be
located to see the image. Together, these two quantities describe the étendue of the display,
a quantity which measures the product of the area and solid angle of emitted light from a
surface in an optical system. In conventional, non-holographic displays (e.g., the Oculus Rift
S) obtaining large étendue is generally not a challenge and can be provided, for example,
by a display panel backlight that has large area and range of emission angles. However, in
a holographic display the étendue is determined by the number of degrees of freedom (i.e.
pixels) on the SLM.

For an immersive display, one generally desires a large FoV of ≥ 90◦. With current
modulators, a holographic display with such a FoV would only afford an eyebox of approxi-
mately 1 mm. Small eyeboxes cause the image to disappear if the eye deviates slightly from
the design position, including deviations from eye rotation. The brute force solution is to
increase the pixel count of the SLM; however, a solution providing a 10 mm eyebox would
require approximately one billion pixels. This solution is two orders of magnitude away from
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current technology and is inefficient since the pixel count far exceeds what can be resolved
with the human eye.

Another proposed solution is to expand the étendue by augmenting the display with a
static scattering mask, which can increase the angles of light diffracted from the display.
The known or inferred mask pattern is taken into account when computing the hologram so
that a coherent image can still be formed after scattering. However, past efforts using the
approach [165, 116, 22] have been limited to very simple scenery, consisting, for example, of
only tens of spots. To make this approach practical, it must scale several orders of magnitude
to achieve the resolution expected of modern displays.

In this work, we present a new algorithmic approach to scattering-based étendue ex-
pansion that preserves the native, high resolution of modern spatial light modulators. After
being scattered by a mask, the wavefront from a holographic display has many more degrees-
of-freedom than one can control with the spatial light modulator, resulting in very high res-
olution output, but also extreme noise. Our key innovation is to constrain the holographic
image to the number of spatial frequencies that can be controlled by the modulator, so that
noise is pushed to higher frequencies than can be resolved by a human viewer. The pro-
cess essentially decouples étendue and pixel count in holographic displays and results in high
quality output with a small to moderate loss in contrast. Unlike prior work, we show that our
method scales well to complex, full-resolution, photographic images. We also demonstrate
that spatial constraints can be used to programmatically redistribute the image quality and
resolution in a holographic image, for example, to increase fidelity in the area around the
user’s fovea. We present a mathematical framework for optimizing étendue expanded holo-
grams with scattering masks, provide optical simulations and characterize performance, and
provide preliminary experimental results on a benchtop prototype. We also discuss current
limitations and describe a potential path for implementing our design in a sunglasses-like
form factor.

Contributions and Limitations

We provide algorithms for generating high-quality étendue-expanded holograms and evaluate
results in simulation and on a hardware prototype. Specifically, we make the following
contributions:

• An algorithm for generating holographic images through a scattering mask based on
constrained non-convex optimization that significantly outperforms prior state-of-the-
art methods

• The addition of frequency and spatial constraints to significantly improve image quality

• The first demonstration, both in simulation and experiment, of dense, photorealistic
holograms with higher étendue than the native SLM

Our approach also suffers from some limitations and challenges. Image contrast is reduced
as the étendue of the display is increased beyond the native support of the SLM, limiting the
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practical range of étendue expansion. Computation time is greater than past methods [22,
165, 116] as we rely on iterative optimization, rather than a one-step method. Additionally,
our current hardware prototype operates in a single color channel only, although full color
operation has been demonstrated in past related works [116]. As with other prior work
featuring scattering masks with small features, our approach is sensitive to alignment and
has not yet been demonstrated in a compact form factor suitable for the proposed virtual
and augmented reality applications. We address these challenges in Section 7.5.

7.2 Related Work

Holographic Displays Holographic displays have shown promising results for virtual and
augmented reality in a series of recent papers [161, 155, 89, 101, 131]. To highlight a few,
Maimone, Georgiou, and Kollin [101] demonstrated a holographic display for augmented
reality with wide FoV and sunglasses-like form factor, and demonstrated high quality, full-
color holograms with real-time computation in a benchtop form factor. Shi et al. [131]
demonstrated the rendering of light field data as holograms to capture view-dependent effects.
However, these systems were constrained by the low étendue of current SLMs, limiting either
the FoV or eyebox of the displays.

More recently, several works have proposed methods for more effective use of the étendue
of a holographic display by tracking the viewers’ eyes and dynamically moving around a
small eye box, also known as pupil steering. Jang et al. [67] show pupil steering by changing
the angle of light incident on an SLM with a mechanical mirror and an arrayed hologram.
Kim et al. [80] create several copies of the hologram and used a reflective display to con-
trol which copy is shown. Choi, Ju, and Park [32] also create copies of the hologram but
effectively control which copy is used computationally. While showing promise, these pupil
steered methods require precise and low-latency eye tracking, have complex and difficult to
miniaturize optics, and have lower performance than non-pupil steered holographic displays.
Our approach does not demand eye tracking and requires only the addition of a scattering
mask in the optical system.

Focusing through Scattering Media Our approach builds on prior work using wave-
front shaping to focus light through an unknown scattering element. This concept was
first described by Vellekoop and Mosk [151] who formed a focal spot on the far side of a
scattering material by optimizing the phase of a deformable mirror via a feedback loop.
Popoff et al. [123] describes a more efficient calibration technique in which the scattering
material’s transmission matrix is pre-characterized using a wavefront modulator, enabling
computational creation of focal spots at any location without re-calibrating; variations on
this approach are prevalent in the literature [33, 163, 145]. Focusing through scattering has
also been demonstrated with binary amplitude modulation [4, 164] and has been success-
fully employed for imaging through translucent materials [26, 34]. However, these works all
assume that the scatterer is an unknown and undesirable obstacle.
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In contrast, our proposed approach exploits properties of the scattering element, namely
that it can diffract light to higher angles than natively supported by the spatial light mod-
ulator. This property was first used by Vellekoop, Lagendijk, and Mosk [150] to generate
sharper foci than achievable without the scattering media, and Yeh et al. [162] used the
concept for optical superresolution in imaging. Holographic displays that take advantage of
increased angle from a scattering element have also been proposed, as we discuss below.

Étendue Expansion for Displays Perhaps most conceptually similar to our work are
prior holographic displays that use a diffractive mask in front of the SLM for the purpose of
increasing étendue. Buckley et al. [22] describe using a diffractive phase mask in front of a
binary phase modulator to remove the twin image and simultaneously increase the viewing
angle of the display. While a compelling idea, their experimental results are limited to a
static prototype of a single very simple and sparse scene (a few letters of text) and temporal
averaging is required to produce visually-pleasing results.

Yu et al. [165] created the first dynamic display with expanded étendue. Using an off-
the-shelf diffuser as the scattering element, they demonstrated a large increase in étendue
but could only create up to 15 foci simultaneously and required an intensive calibration that
scaled with the number of pixels on the SLM, limiting use to low resolution modulators.
Park, Lee, and Park [116] improved on the idea by replacing the unknown diffuser with a
known diffractive amplitude mask or “photon sieve”, thus eliminating the calibration step
and enabling use of higher resolution SLMs. The resulting display could also generate a large
increase in étendue, but could only generate up to 75 focal spots simultaneously. In contrast
to these approaches, our proposed method scales to dense, photo-realistic holograms at the
native resolution of the SLM. We choose a thin transparent mask for our scattering element,
which has better light efficiency and a smaller DC term compared to the “photon sieve”,
and we introduce spatial and frequency-based weighting to étendue expanded holograms.

Algorithms for Computer Generated Holography A key component in any holo-
graphic display is the algorithm used to determine the pattern to display on the SLM. This
is a particular challenge if the SLM affords phase-only control, which we assume in most
of this work. To generate phase-only holograms, one option is to simply discard the am-
plitude, but iterative approaches, such as the popular algorithm by Gerchberg and Saxton
[52], increase image fidelity by allowing the phase at the image plane to vary. Georgiou
et al. [51] augmented this algorithm with “don’t care” regions which improve image quality
at the expense of dedicating a high-noise region outside of the active part of the field of
view. However, both these algorithms do not have explicitly defined cost functions, making
it challenging to tune parameters to specific applications. In contrast, Zhang et al. [166]
explicitly define the problem in an optimization framework, allowing custom, application-
specific loss functions, and they demonstrate improved results for optogenetic stimulation.
Chakravarthula et al. [27] use a similar framework and target their work towards displays,
demonstrating high quality experimental results on color images. Similar to this prior work,
our algorithm is based on explicitly solving an optimization problem, but we extend the
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approach to compensate for the scattering mask and introduce new loss functions based on
perceptual metrics.

7.3 Methods

Étendue of holographic displays

The étendue of a display is defined as the product of the display area with the solid angle of
emitted light,

G = 4A sin2 θ, (7.1)

where G is the étendue of a planar display with area A emitting light confined to a square
pyramid of width 2θ around the display’s normal. Étendue is conserved through reflections,
refraction, and free space propagation [28].

In a non-holographic display (e.g. a backlit LCD panel, OLED panel, etc.), each pixel on
the display emits light over a large cone of angles, so the étendue is usually quite large and
does not present major limitations to the optical design. However, in a holographic display,
the maximum deflection angle of the light, θ, is determined by the pixel size, ∆,

sin θ =
λ

2∆
, (7.2)

where λ is the wavelength of light. Substituting this equation into Eq. 7.1 yields the étendue
of a holographic display,

G =
λ2A

∆2
= λNx × λNy, (7.3)

where Nx and Ny are the number of pixels along each dimension of the SLM. Therefore, the
étendue of a traditional holographic display is proportional to the total number of pixels.

Field-of-View and Eyebox Tradeoff

We will now consider why large étendue is desirable and how much is needed. For simplicity,
we’ll center the discussion around “Fourier holography” in which a virtual image or volume
is produced by the SLM at the Fourier (pupil) plane of a lens, assumed to be ideal with focal
length f1. (The same conclusions holds in the regime of “Fresnel holography” in which the
virtual image is created directly in front of the SLM without additional optics.) In a near-
eye display, there is typically an additional lens (focal length f2) that projects the virtual
image to optical infinity before the light enters the eye. Figure 7.2a shows a schematic of
this scenario.

Consider an SLM with width w and maximum diffraction angle ±θ. Based on geometry,
this results in a one-dimensional (1D) FoV and eyebox size given by:

FoV = 2 tan−1
(
f1
f2

tan θ
)
≈ 2f1

f2
θ (7.4)

eyebox = f2
f1
w. (7.5)
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Figure 7.2: In a traditional holographic display (a), the diffraction angle of pixels on the
SLM determines the nominal FoV and the extent of the SLM determines the eyebox. These
quantities can be exchanged by modifying the ratio of f1/f2, but the product is fixed and
determined by the number of pixels on the SLM. (b) To overcome this trade-off, a scattering
mask is placed in front the SLM. The wavefront coming off the SLM is scattered by the mask
to a larger range of angles, thus increasing the FoV without decreasing the eyebox size.

Therefore, we can easily trade off between the FoV and eyebox size for a given SLM by
choosing the ratio f1/f2. However, the FoV-eyebox product is fixed. To illustrate this, we
apply the small angle approximation (sin θ ≈ tan θ ≈ θ), and plug Eq. 7.2 into Eq. 7.4 to
give the following relationship:

FoV× eyebox ≈ 2θw ≈ λw

∆
= λNx. (7.6)

Thus, the product of 1D FoV and eyebox is equal to the 1D étendue, and the same relation-
ship extends to 2D as well.

To give an idea of the achievable design space, the highest pixel count commercial SLM
today (Holoeye GAEA-2) has 4160 × 2464 pixels. To provide an immersive experience for
the user with a horizontal FoV of 120◦ at wavelength λ = 532 nm, the eyebox size is only
1.05 mm. Therefore, even a small rotation of the eye will cause the pupil to leave the display’s
viewing eyebox, and the user will no longer be able to see the image. If we instead prioritize
an eyebox of 10 mm, large enough to accommodate reasonable eye movement, the resulting
FOV is only 12.7◦. Simultaneously achieving both the 120◦ FoV and 10 mm eyebox would
require Nx ≈ 32, 500 pixels, resulting in a total of over one billion pixels needed over the
SLM area.

The brute force solution is to develop SLMs with more pixels, a pathway that is actively
being researched. Most current phase SLMs use liquid crystal on silicon (LCoS) technology,
and the highest resolution LCoS device known has 8192 × 4320 pixels [139]. However, this
still leaves a gap of more than an order of magnitude between the achievable étendue of
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current technology and that required for the ideal display described above. Continuing
to increase pixel count will encounter challenges in display bandwidth, power usage, pixel
cross-talk [107], and device size.

In addition, a billion-pixel SLM is inefficient since it generates much higher resolution
images than can be resolved with the human eye. An SLM with a horizontal pixel count
of Nx = 32, 500 and 120◦ FoV, as described above, would create visual stimuli with 270
pixels/degree angular resolution, far beyond the 60 pixels/degree limit of normal 6/6 or
20/20 vision. Furthermore, we know that humans have higher visual acuity in the center
of the retina, a observation that has been exploited for improved computational efficiency
through foveated rendering [72, 117, 56]. As a result of both foveation and the limited
resolution of the eye, the total number of degrees of freedom actually perceived by the user
is far smaller than the number of SLM pixels needed for étendue purposes. What we truly
desire is to decouple the étendue, and therefore the FoV and eyebox, from the number of
SLM pixels and the display resolution. In the next section, we describe a strategy to achieve
this by placing a static scattering mask in front of the SLM and computationally generating
holograms that account for the limited resolution of human vision.

Scattering-Based Étendue Expansion

In a traditional holographic display, shown in Figure 7.2a, the image perceived by the viewer
is the same as the intensity distribution at the virtual image plane, I(~x), which is described
by

I(~x) = |y(~x)|2 = |F{s(~u)}|2. (7.7)

Here, s(·) is the complex field at the SLM, y(·) is the complex field at the image plane,
F{·} denotes 2D Fourier transform, and ~x and ~u are the coordinates at the image plane and
SLM plane, respectively, which are related by ~x = ~u/λf1 [54]. Since the SLM pixel size,
∆, determines the maximum frequency displayable on the SLM, the virtual image has finite
controllable extent corresponding to ~x ∈ [− 1

2∆
, 1

2∆
]2. Due to the discrete nature of the SLM

pixels, the SLM also generates higher-order terms which manifest as replicas of diminishing
intensity. However, these replicas cannot be controlled independently of the central region
so they are not included in the FoV calculation; in fact, many holographic display systems
physically filter them out.

To expand the étendue of the holographic display, we place a static scattering mask in
front of the SLM, shown in Figure 7.2b. Unlike past systems that focused light through
unknown media (e.g. biological tissue), here we can choose the scattering mask to have
desirable properties, as discussed in Sec. 7.3. We specifically use a thin transparent mask
with a known phase profile, α(~u), resulting in a corresponding complex modulation function
m(~u) = exp(jα(~u)). Since the mask is thin by design, with an optical path length deviation
of at most one wavelength, we assume that the mask only affects the electric field at one
plane, and using a relay system we set that plane to be directly conjugate to the SLM.
Therefore, with the addition of the scattering mask, the intensity at the image plane is

I(~x) = |F{s(~u)m(~u)}|2, (7.8)
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which can also be written as a convolution between the far-field patterns of the SLM and
the mask:

I(~x) = |F{s(~u)} ∗ F{m(~u)}|2. (7.9)

Here, ∗ denotes a 2D convolution.
Assuming the mask is defined on a discrete grid with pixel size ∆m, the far field pattern

of the mask, F{m(~u)}, has unique content over the extent ~x ∈ [− 1
2∆m

, 1
2∆m

]2. As with
the SLM, higher-order terms due to the discrete nature of the mask create replicas of the
central region, allowing us to think of the convolution in Eq. 7.9 as having circular boundary
conditions. Therefore, the total extent of I(~x), which directly corresponds to the FoV, is
equal to the extent of the far-field pattern of the mask itself. Using standard micro/nano
fabrication techniques, it is straightforward to create a mask with smaller pixels than those
on the SLM, thus increasing the display’s FoV.

Importantly, adding the scattering mask into the system in this way does not change the
total SLM size, and therefore the eyebox is unchanged. This means that the increase in FoV
described above corresponds directly to an increase in étendue by a factor, q, determined by
the ratio of the SLM and mask pixel sizes,

q =

(
∆

∆m

)2

. (7.10)

Throughout this paper, we’ll visualize the increase in étendue as a FoV expansion, but the
total expanded étendue can easily be redistributed between FoV and eyebox by choosing
appropriate focal length lenses, as described in Sec. 7.3.

Mask Design

One important parameter of the mask design is the pixel size, ∆m, which determines the
étendue expansion factor (Eq. 7.10). In addition, if we assume no prior knowledge about
the content to be displayed, Eq. 7.9 suggests that we want a uniform far-field mask pattern,
F{m(~u)}, so that the intensity distribution, I(~x), is not biased towards any specific location
in the FoV. To achieve this, we choose a random binary phase profile, with phase α(~u) either
0 or π (equivalent to m(~u) = ±1) at each mask pixel. This design is a type of white noise and
thus yields a flat far-field pattern. Although we chose a binary pattern for ease of fabrication,
other mask designs with uniform far-field patterns will generate similar results. However,
an amplitude-only mask, such as the “photon sieve” used by Park, Lee, and Park [116], will
always have a strong zero-order (DC) term due to lack of “negative” values in the modulation
function, which results in a uneven far-field distribution. The DC term diminishes if more
of the mask is opaque, but this greatly reduces light efficiency compared to our transparent
phase mask.

A practical factor in the mask design is our ability to computationally model the effect
of the mask on the electric field. Theoretically, a multiple-scattering element with uniform
far-field intensity could replace the thin mask in our system. However, calibration of multiple-
scattering effects is intensive and, for fixed q, the number of parameters in the model scales
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quadratically with the number of pixels on the SLM [123]. In contrast, our choice of a thin
flat scattering mask enables efficient modeling by a single point-wise multiplication (Eq. 7.8),
and the number of parameters describing the mask scales linearly with the number of SLM
pixels for fixed q, allowing the model to be efficiently used in an iterative computational
framework.

Our final practical consideration in the mask design is also related to computational
tractability: to compute the Fourier transform of Eq. 7.8 with an FFT, it is necessary that
both the SLM and mask be represented digitally on a uniform grid. Therefore, a mask with
a pixel structure is convenient as it is easily represented in a discrete form. A non-pixelated
mask with smoothly varying features could also be represented on a uniform grid but to
accurately capture all features, the mask must be over-sampled, increasing compute time.

Although our mask choice is justified based on the reasoning above, improvements to the
design may be revealed through end-to-end optimization [136], which is a topic for future
work.

Image Calculation Algorithm

Simply adding our thin scattering mask in front of an SLM is not sufficient to make a display.
In fact, the mask would scramble the wavefront such that the viewer only sees a speckle field.
Therefore, to generate an image after the mask, we must pre-compensate for the scattering
in the SLM pattern. Furthermore, the number of degrees-of-freedom in the output image,
I(~x) is higher than the number of controllable modes on the SLM by a factor of q, so it is
impossible to generate arbitrary images. This can be thought of as an over-determined data
fitting problem, in which we can only attempt to create the closest possible image (by some
metric), but there will always be uncontrollable noise creating deviations between the target
image and output image. We propose an optimization-based algorithm to reduce unwanted
noise by allowing the algorithm to control phase at the image plane, and we further direct
residual noise into perceptually less noticeable regions or spatial frequencies through custom
loss functions based on human vision. We begin by describing the algorithm used in prior
work, which we call one-step backpropagation, then introduce our improved version.

One-step Backpropagation

Despite physical differences in their systems, prior state-of-the-art [123, 22, 165, 116] all use
the same underlying algorithm for computing the SLM pattern to generate target images
through the scattering element.

Due to the reciprocity of light, a given target electric field, ŷ(~x), can be propagated
backwards to the calculate the electric field at the SLM plane. For example, in our model
(Eq. 7.8), the electric field at the SLM plane is

ŝ(~u) = F−1{ŷ(~x)}m∗(~u), (7.11)

where m∗(~u) is the complex conjugate of the mask function and F−1{·} is the inverse 2D
Fourier transform. If this electric field were displayed on the SLM, it would exactly recreate
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the target electric field after the mask. However, this is impossible for two reasons. First, the
SLM is phase-only, meaning that it can only display the phase of the complex field. Second,
the resolution of the SLM pixels is limited and only one phase value can be displayed per
pixel. To generate a valid SLM pattern, the one-step backpropagation method integrates
the field over each SLM pixel, then throws away the amplitude to get a phase-only value:

pi = arg

(∫

∆i

F−1 {ŷ(~x)}m∗(~u) d~u

)
, (7.12)

where pi is the phase value at pixel i on the SLM, the arg(·) operator takes the phase of the
complex field, and the integral is over the area corresponding to the i-th pixel.

On the surface this appears to be an optimal approach without much room for improve-
ment. However, this model optimizes for a target electric field, despite the fact that humans
can only detect the intensity of light. To create a target intensity, Î(~x), with this approach,
first an arbitrary phase φ(~x) is assigned such that

ŷ(~x) =

√
Î(~x) exp (jφ(~x)) , (7.13)

and after the phase is assigned, it stays fixed when calculating the SLM pattern from Eq.
7.12. In contrast, in our approach we let the phase at the image plane be a free variable,
since it is not detectable by the eye, which greatly improves image quality at the expense
of increased computation. This idea has been previously applied to computer generated
holography without scattering masks [52, 166, 27]. In addition, we introduce a flexible
framework that allows us to incorporate different loss functions that can be tailored to the
specific application of near-eye displays.

Our Approach

To calculate the SLM pattern, we solve the following optimization problem to find the phase
values ~p to be displayed on the SLM.

~p = arg

(
argmin

~s

L
(
I(~x), Î(~x)

))

subject to |~s| = ~1,

(7.14)

where ~s is the discrete complex field at the SLM pixels, the arg(·) operator takes the phase
of the complex field, | · | denotes element-wise magnitude, Î(~x) is the target intensity at
the image plane, and I(~x) is the output intensity calculated using Eq. 7.8. Finally, L(·, ·)
is a differentiable custom loss function that outputs a single real-valued similarity metric
between the output and target intensities.

To take the discrete nature of the SLM into account, we solve directly for a single phase
value at each pixel. Before computing the output intensity using Eq. 7.8, we generate a
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continuous representation from the discrete field, ~s, as follows

s(~u) =
∑

i

si R(~u− ~ui)

R(~u) =

{
1 ~u ∈ [−∆/2,∆/2]2

0 otherwise

(7.15)

where si is the complex field at the i-th pixel and ~ui is the pixel’s location on the SLM. Note
that, although the equations here are presented as continuous, they must be discretized to
solve Eq 7.14 digitally; for practical purposes Eq. 7.15 corresponds to upsampling the SLM
pattern with a box filter. Since the mask has smaller pixels than the SLM, the necessary
grid resolution to describe the system is always finer than the SLM pixel size, making this
upsampling a critical step. See the Appendix A.4 for more details.

In addition to specifically solving for a phase-only discrete SLM pattern, we also improve
on one-step backpropagation with our custom loss function, which acts only on the image
intensities. Unlike the prior algorithm, the phase of the target image is never defined, and
the phase of the output image can vary freely. If we simply want the output image to match
the target as closely as possible, we can use the following sum of squares loss function:

L
(
I(~x), Î(~x)

)
= 1

2

∑

~x

(
I(~x)− Î(~x)

)2

. (7.16)

However, since the number of degrees-of-freedom on the SLM is significantly smaller than
the number of free variables in the output image, we cannot perfectly match the target and
output. Next, we introduce two different loss functions that prioritize features of the image
that are more perceptually relevant. Other loss functions (for example, based on salient
features in the image) could be readily incorporated in this optimization framework.

Frequency Constraints The resolution of the human eye is limited to about 60 pix-
els/degree for normal vision. As described in Section 7.3, the achievable resolution of a large
étendue holographic display can be several times higher than human perception. Therefore,
we can improve the output by constraining the loss function to only penalize the lower spatial
frequencies resolvable by the eye:

L
(
I(~x), Î(~x)

)
= 1

2

∑

~u

(
cf (~u) F

{
I(~x)− Î(~x)

})2

, (7.17)

where cf (~u) is a low-pass filter. Setting the cutoff frequency of the low-pass filter to match
human vision depends on the total FoV of the system (determined by the focal lengths of
the relay optics, described in Sec. 7.3). To abstract away the choice of how to distribute
eyebox and FoV, we set the cutoff frequency to correspond to the resolution achievable by
the native SLM. Conveniently, this means that the resolution of the display remains constant
as the étendue expansion factor increases, as long as the native SLM resolution is at least
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HOLOGRAPHIC DISPLAYS 78

that of the human eye. To minimize ringing artifacts, we choose a fifth order Butterworth
filter

cf (~u) =

(
1 +

(
||~u||2
r20

)5
)−1

(7.18)

where ||·||2 denotes the squared magnitude, and the cutoff frequency is r0 = ∆m

√
Nx ×Ny/π

such that the number of controlled frequencies in the filter’s passband matches the number
of degrees-of-freedom on the SLM.

Spatial Constraints It is well known that humans have foveated vision with the most
visual acuity at the center of our gaze direction. This can be used to improve image quality
by non-uniformly weighting the image loss based on the mostly likely regions viewed by the
user, the most important content in the image, or the center of gaze as determined from eye
tracking data. We combine this idea with the frequency constraints described above through
the following loss function

L
(
I(~x), Î(~x)

)
= 1

2

∑

~x

(
cs(~x)F−1

{
cf (~u

′) F
{
I(~x)− Î(~x)

}})2

, (7.19)

where cs(~x) is a grayscale weight map describing the spatial importance of different regions
of the image. This is conceptually similar to the work of Georgiou et al. [51], in which noise
is moved into “don’t care” regions outside of the active FoV. Here we use spatial constraints
to control the importance of imagery seen by the user and also provide non-binary weighting.

Extension to Multiple Focal Planes

One of the key advantages of holographic displays is the ability to display 3D content, which
improves the realism of the display while helping alleviate visual fatigue from the vergence-
accommodation conflict that plagues stereoscopic displays. In this section, we extend our
image calculation algorithm to create content at multiple focal planes simultaneously. The
intensity at distance z from the focal plane of the lens is

Iz(~x) =
∣∣PzF

{
s(~u)m(~u)

}∣∣2, (7.20)

where Pz is the Frensel propagation operator which can be defined in Fourier space as
Pz{·} = F−1{hz(~u)F{·}} where

hz(~u) = exp (2πjz/λ) exp
(
jπλz‖~u‖2

)
, (7.21)

and ‖ · ‖2 is magnitude squared. By noting that hz(~u) = hz(−~u), we can efficiently calculate
Iz(~x) as follows

Iz(~x) =
∣∣F
{
s(~u)m(~u)hz(~u)

}∣∣2. (7.22)
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As done by Zhang et al. [166], we simultaneously optimize the intensity at all focal planes
of interest by solving

~p = arg

(
argmin

~s

∑

z

L
(
Iz(~x), Îz(~x)

))

subject to |~s| = ~1,

(7.23)

where Îz(~x) is the target intensity at the focal plane at distance z, the summation is over
the discrete number of z planes of interest, and the loss function can be set to any of
those described for a single plane. Extensions to loss functions that account for interactions
between planes are also possible but not explored in this work. As with the single plane
version, ~s is converted to s(~u) via Eq. 7.15.

7.4 Results

Simulation

We test our étendue expansion concept in a simulation implemented in MATLAB running
on an Nvidia GeForce GTX 1060 GPU. We assume an SLM with 16 µm pixels and resolution
960×540. Our scattering mask is modeled as a thin phase element with binary phase (either
0 or π) randomly assigned to each pixel. The mask is the same physical size as the SLM and
the pixel size of the mask, ∆m, determines the étendue expansion factor, q, based on Eq. 7.10
with ∆m = 8 µm, 4 µm, or 2.66 µm for 4×, 16×, and 36× étendue expansion, respectively.
For a given target image, we solve Eq. 7.14 using projected gradient descent with Nesterov
acceleration [12]; the details of the algorithm are summarized in the Appendix A.4. We
use Eq. 7.8 to simulate the intensity at the image plane from the SLM pattern, then apply
the low-pass filter described in Eq. 7.18 to simulate the perceptual effect of limited retinal
resolution.

Figure 7.3 shows a simulation comparison of the image formation algorithms presented
in Section 7.3. We implemented the one-step backpropagation algorithm used in prior work
(Sec. 7.3) by solving Eq. 7.12 after generating a target electric field based on Eq. 7.13 where
the phase, φ(~x), is random from a uniform distribution, which we found yielded superior re-
sults compared to a constant phase. By not allowing optimization of the phase or additional
constraints, one-step backpropagation results in low contrast images, even for only a 4× ex-
pansion factor, and contrast degrades rapidly as the expansion factor increases. We conclude
that one-step backpropagation is better suited for the ultra-sparse scenes demonstrated in
prior work [165, 116] than for dense high resolution images.

We improve on prior state-of-the-art with our iterative optimization approach in which
phase at the image plane is a free variable, and even without additional perceptual con-
straints, the improvement from such optimization is clearly apparent at all expansion factors.
Adding frequency constraints, such that only low frequencies are optimized, further improves
performance, yielding high quality, good contrast images for 4× expansion. However, these
results begin to lose more contrast at higher expansion factors. Our spatial constraints
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Figure 7.3: Simulations comparing image formation algorithms for 4×, 16×, and 36× étendue
expansion. The orange box indicates the FoV addressable by the native SLM without the
scattering mask. With one-step backpropagation, the phase at the image plane is fixed and
no perceptual constraints can be added, resulting in low contrast results that scale poorly to
higher expansion factors. By allowing phase at the image plane be a free variable (i.e. “no
constraints”), image quality is improved but still shows noisy results. With the addition of
frequency constraints that prioritize the range of frequencies detectable by the visual system,
noise and contrast are further improved. However, contrast degrades as the expansion factor
increases. This can be mitigated by applying additional spatial constraints via a spatial
weighting map (lower right inset). The spatial map used here is designed to approximately
correspond to those used by foveated renderers [117], assuming our total FoV is set to 80◦.
Adding the spatial weights improves contrast and noise performance in the prioritized central
region at the expense of the periphery, and the region of interest can easily be moved based
on the viewer’s gaze direction (see supplemental video for an example). All images are low-
pass filtered to simulate the limited resolution of the visual system. Quantitative metrics
are found in Table 7.1. Boat source image by Erick Bee (CC BY-SA 2.0).
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Table 7.1: Numerical comparison of image formation algorithms, averaged over 40 different
natural images, where higher values indicate more similarity to the target. To quantify the
effects of the spatial constraints, metrics were calculated over both the whole FoV (top) and
over a cropped region one quarter the size of the FoV corresponding to the area prioritized
by the spatial constraints (bottom). All results and target images are filtered according to
Eq. 7.18 before calculating metrics, and images are normalized to have the same mean. The
best performing algorithm in each category is in bold; when considering the whole FoV, our
method with frequency constraints performs best, but can be improved in a subregion of the
FoV by applying spatial constraints.

4× expansion

PSNR (dB) SSIM

Full FoV





One-step backpropagation
Ours: No constraints
Ours: Frequency constraints
Ours: Spatial constraints

12.059
18.510
26.958
19.267

0.064
0.286
0.624
0.472

Partial FoV





One-step backpropagation
Ours: No constraints
Ours: Frequency constraints
Ours: Spatial constraints

12.163
18.996
27.412
36.811

0.069
0.316
0.655
0.903

16× expansion

PSNR (dB) SSIM

Full FoV





One-step backpropagation
Ours: No constraints
Ours: Frequency constraints
Ours: Spatial constraints

12.720
15.128
18.486
15.341

0.197
0.363
0.552
0.455

Partial FoV





One-step backpropagation
Ours: No constraints
Ours: Frequency constraints
Ours: Spatial constraints

13.044
15.883
19.773
27.266

0.194
0.373
0.572
0.829

36× expansion

PSNR (dB) SSIM

Full FoV





One-step backpropagation
Ours: No constraints
Ours: Frequency constraints
Ours: Spatial constraints

12.891
14.217
16.167
14.371

0.389
0.509
0.633
0.541

Partial FoV





One-step backpropagation
Ours: No constraints
Ours: Frequency constraints
Ours: Spatial constraints

13.272
14.912
17.344
21.500

0.383
0.515
0.650
0.806
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Figure 7.4: By applying frequency constraints during optimization of the SLM pattern, noise
is moved into higher frequencies that are imperceptible to the viewer, except through contrast
loss. The unconstrained version is more similar to the target image before filtering; after
low-pass filtering the output to simulate the viewer’s experience (bottom), the frequency
constrained result is much closer to the target. This example has 4× étendue expansion and
PSNR is reported in the bottom right of each image.

can restore some of the contrast by prioritizing image fidelity in a subset of the FoV, thus
improving contrast in this region at the expense of image quality in the periphery. Impor-
tantly, moving the spatial constraints to different regions of the FoV is easily accomplished
algorithmically by changing the spatial weights, cs(~x). The spatial constraints work equally
well over any position in the FoV, and shifting position does not require physically moving
components. An example of dynamically changing the spatial constraints is shown in the
supplemental video. As discussed in Section 7.5, the spatial weights can be used statically
or dynamically in conjunction with eye tracking.

A quantitative comparison of the methods is shown in Table 7.1. We calculate two
metrics, peak signal to noise ratio (PSNR) and structural similarity (SSIM) [62]. When
simulating images with spatial constraints, we apply a spatial map with a central region
of value 1 that smoothly transitions into a peripheral region with value 0.1, shown in the
inset of Figure 7.3. These regions approximately correspond to the viewing zones used by
Patney et al. [117] for foveated rendering if the FoV of our display is set to 80◦ (although
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there is no direct mapping between the values in our spatial map and the sampling factors
used by Patney et al. [117]). To fairly compare the images with spatial constraints, metrics
are calculated over both the whole FoV and over a subregion (the central quarter of the
image) corresponding to the area prioritized by the spatial constraints. Quantitatively, our
method with frequency constraints performs best when considering the whole FoV, and our
method with spatial constraints performs best when considering only a subregion. As visible
in Figure 7.3, the main difference between the target and output images is due to contrast
reduction.

The frequency constraints are critical to achieving low-noise images. In Figure 7.4 we
compare the unconstrained loss function (Eq. 7.16) and the loss function with frequency
constraints (Eq. 7.17) before applying the low-pass filter that approximates the visual system.
Without constraints, the raw unfiltered output is more faithful to the target image, as
evidenced by its higher PSNR. With frequency constraints, the unconstrained noise is moved
into higher frequencies that are filtered out. The filtered result is visually less noisy and
higher contrast. In this example, the frequency constraints improve PSNR by over 10 dB in
the filtered result.

Experimental Prototype

We validate our simulations with a benchtop prototype built with a 1080p phase only LCoS
SLM (Holoeye PLUTO-2). To reduce sensitivity to alignement errors, we bin the SLM pixels
2× 2 resulting in an effective resolution of 960 × 540 with 16 µm pixels. For our scattering
mask, we use a binary phase mask with a random pattern of 4 µm pixels with phase values of
either 0 or π, resulting in an étendue expansion of q = 16×. The mask was fabricated with
lithography, and we assume the pattern is known. One of the challenges of LCoS SLMs is the
relatively low diffraction efficiency that results in a strong reflection of un-modulated light,
called the DC term. When the DC term passes through the mask, it scatters and creates
background haze that reduces contrast. Therefore, we add a 4f system consisting of two
Pentax FA 645 lenses (75 mm focal length, F/2.8) and place an opaque DC block (chrome
on glass mask) at the Fourier plane to remove the DC term. This also allows us to relay the
SLM directly onto the mask, to match the model in Eq. 7.8. The SLM is illuminated by a
collimated beam from a laser with λ = 660 nm. We pre-calibrate the SLM phase [13] and
measure and compensate for flatness deviations on the SLM [159].

After the mask, a relay system de-magnifies the image by a factor of 2×; finally, images of
our display are captured with a monochromatic camera (FLIR Blackfly S BFS-U3-200S6M)
with a f = 16 mm, F/1.4 C-mount lens. As with the simulations, captured experimental
images are low-pass filtered to simulate the effect of low-pass filtering in the visual system.
All non-linear processing in the camera, such as gamma and black level, are turned off and
there are no adjustments to the black level in post processing. Figure 7.5 shows a schematic
of the experimental prototype.
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Figure 7.5: Our benchtop prototype can be arranged either in a virtual reality configuration,
shown above, or in an augmented reality configuration by including a beamsplitter in the
imaging path, shown in inset.

Mask Alignment and Calibration

The alignment of the scattering mask is critical for good performance since the SLM pattern
is only valid when the mask position matches the simulation. Our custom designed mask
includes coarse alignment markers (three 600 µm squares of constant phase) that are visible
to the human eye and are used to approximately position the mask in the system. Since
the mask pattern in known a priori, we can use our algorithm to calculate an SLM pattern
that generates a single focal spot on the camera. The mask position, which is controlled by
a 6-axis motion stage (Thorlabs Max313D, APY002, KM100C), is fine-tuned over the six
degrees of rigid transformation to maximize the spot intensity on the camera.

In addition, geometric distortion from the 4f system can cause non-rigid misalignment
between the mask and SLM. We coarsely compensate for this effect with the following pro-
cedure. First, we split the mask area in 3× 5 subsections. For each subsection, we computa-
tionally modify our simulated mask pattern, m(~u), by translating the subsection of interest.
We then calculate a new SLM pattern to produce a focal spot based on the modified mask.
Using the camera for feedback, we optimize each subsection’s translation to maximize the
spot intensity, and we combine the optimal translations in a piecewise fashion to form a new
mask pattern which is used for all future images. Note that we only apply translations of
integer pixel values since we find interpolation of the mask pattern results in artifacts in the
displayed image.
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Figure 7.6: Experimental results from our benchtop prototype with 16× étendue enhance-
ment beyond the native SLM. Although the one-step backpropagation algorithm is effective
on sparse scenes (bottom row), it has very low contrast on dense imagery. Contrast is im-
proved by our iterative method and further enhanced by applying frequency and spatial
constraints in the loss function. The orange box shows the native FoV of the SLM. Boat
source image by Erick Bee (CC BY-SA 2.0); cat source image by Lali Masriera (CC BY 2.0);
floating houses source image by Madeleine Deaton (CC BY 2.0).
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Figure 7.7: Augmented reality prototype demonstration with multi-plane content shown at
two different focal distances. The orange box represents the native FoV of the SLM without
étendue expansion.

Experimental Results

Figure 7.6 shows captured images from our experimental prototype comparing the image
calculation algorithms described in Section 7.3. All images are at 16× expansion. Although
the one-step backpropagation algorithm works well for sparse scenes, it does not extend to
dense, photographic imagery. As with the simulation results, we see strong improvement in
contrast when using our algorithm compared to prior work, and contrast is further enhanced
when using the frequency constraints. Applying spatial constraints creates higher contrast
but only over a limited region determined by our provided spatial weighting map. Areas that
are not prioritized by the spatial map may appear to be “missing” content due to reduced
contrast in these regions, but recall that the spatial map is user-specified and can easily be
translated to any location, enabling high quality content anywhere in the FoV. Although
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Target Phase only SLM Complex SLM Fixed foveation (phase only) Tracked foveation (phase only)

60� 40�

Figure 7.8: We propose three methods to further improve contrast for 16× étendue en-
hancement beyond the performance of our baseline frequency constrained method (shown in
second panel). First, with emerging complex-valued SLM technology, image contrast can be
improved over the whole FoV. Second, since the eye tends to rotate only within a limited
range before the head moves, in a 120◦ display a large portion of the FoV is almost always
in the periphery. Therefore, we can improve contrast in the center by applying our spatial
constraints in a fixed fovation pattern that does not require eye tracking. Finally, if eye
tracking is available, our spatial constraints can be used to improve quality in a dynamically
changing subregion, highlighted by the green circle. The orange box indicates the native
FoV, and the spatial maps used in the foveated simulations are shown in the insets. Floating
houses source image by Madeleine Deaton (CC BY 2.0).

our experimental results do not yet match the quality of the simulations (discussed more in
Sec. 7.5), ours is the first prototype to demonstrate dense, higher resolution imagery outside
of the SLM’s native FoV.

We further demonstrate the multi-plane capabilities of our system in an augmented reality
(AR) prototype. We re-arrange the imaging path of our benchtop prototype to include a
beamsplitter, creating a see-through path (see inset of Figure 7.5). Figure 7.7 shows a multi-
plane image captured through our AR setup, displaying a small plant in the foreground and
a tiger in the background. This highlights the advantages of a holographic display compared
to a stereoscopic display: the holographic images contain correct monocular focal cues, which
can be seen when the hologram is defocused. However, as with other holographic displays,
we cannot easily display occlusions and all virtual objects appear transparent.

7.5 Discussion

Our work represents a step towards practical holographic near-eye displays by breaking the
trade-off between FoV and eyebox size. As an illustrative example, an ideal display may
have a 120◦ FoV and a 1 cm eye box, such that the eye can rotate freely and maintain
view of the image. Such a configuration could theoretically be achieved with our method by
using emerging 8K SLMs (which have been demonstrated [139]) and a scattering mask with
16× expansion. Note that without the expansion mask, an 8K SLM scaled to have a 120◦
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FoV would provide 66 pixels/degree of resolution, just above what normal human vision can
perceive. Therefore, after applying our frequency constraints, which limits the final output
resolution to the native SLM resolution, noise is pushed into imperceptible frequencies.

However, based on our simulations in Figure 7.3, there is a visible reduction in contrast
at 16× étendue expansion. This might be acceptable in some scenarios, in particular for
augmented reality in which content tends to be sparse, and light from the world changes
the perception of contrast. For cases where the content is dense and the contrast loss is
too severe, we propose three potential solutions, simulated in Figure 7.8. Although current
commercial SLMs have phase-only modulation, complex modulation is a potential solution
to increase performance, and is often achieved with cascaded modulators [131]. If complex
SLMs are not available, another solution is based on fixed foveation: although a large FoV
is important for an immersive display, the eye tends to only rotate within ±18◦ on average
before the head moves [45]. Conservatively we will assume that half of the 120◦ FoV is
almost always in peripheral vision and only the central 60◦ must be highly optimized. In
Fig. 7.8, we simulate a fixed foveation falloff using our spatial constraints and show restored
contrast in the center region, without the use of eye tracking. However, if eye tracking is
available, the contrast can be further improved by moving around a smaller tracked foveal
region based on the viewer’s gaze direction.

Challenges and Future Work

Although our work demonstrates progress toward more practical holographic displays, there
is still additional work to be done to achieve a full-color display with high resolution, complete
focal depth cues, and a sunglasses-like form factor. We discuss some key challenges below.

Model Mismatch Although our experimental system shows the potential of scattering-
based étendue expansion, the contrast and quality of the early prototype is noticeably lower
than that of the simulation. We conjecture that this is due to the high sensitivity of the
system to alignment errors, particularly if the scattering mask is not at the correct location.
Our alignment procedure removes misalignment that can be represented as a rigid trans-
formation, but can only coarsely account for non-rigid distortion. Since the image of the
SLM is relayed through a 4f system, we encounter geometric distortion from the lenses, even
though the lenses are well corrected for aberrations. In Figure 7.9, we simulate the effect of
a small amount of geometric distortion in the SLM pattern, less than a 30 µm translation at
the edge of the SLM. Even after applying our coarse correction procedure, we see that the
simulations with model mismatch yield qualitatively similar results to the experiment. This
problem could be mitigated in future work by omitting the 4f system and using a volume
grating to remove the DC term [11]. We also observe vignetting in experimental results,
which can be alleviated with improved design of the imaging relay system. We find that
using all the SLM pixels without binning results in further degradation in image quality,
which we suspect is due to higher tolerances on alignment and increased cross-talk between
the SLM pixels [107].
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Ideal simulation Simulation with distortion Experiment

Figure 7.9: Performance of our experimental prototype does not yet match the simulations.
We ascribe this mismatch to the high sensitivity of the mask alignment, and although we
precisely align the mask through the 6 degrees of freedom of rigid transformation, we do
not accurately account for effects such as geometric distortion. Here, we simulate the effect
of a small amount of distortion and observe that this model mismatch creates qualitatively
similar contrast to the experimental results. Additional vignetting from the imaging system
is also apparent in the experimental images. Floating houses source image by Madeleine
Deaton (CC BY 2.0); cat source image by Lali Masriera (CC BY 2.0).

Miniaturization The prototype presented in this work is intended as a proof-of-concept;
the final design is ideally a wearable display with a sunglasses-like form factor. Starting with
the design presented by Maimone, Georgiou, and Kollin [101], which had promising form
factor and FoV but very limited eyebox, we propose integrating our scattering mask into the
holographic optical element that acts as an image combiner. Figure 7.10 shows a simplified
schematic of this idea. A display with a traditional holographic image combiner, shown on
the left, is recorded by interfering two beams to create a volume hologram that relays the
projected light to the eye box. To fabricate the holographic image combiner with the encoded
scattering mask (Fig. 7.10 right), we propose placing a lithography-printed phase mask, like
the one used in our benchtop prototype, in front of the holographic optical element during
recording. We expect this will result in an image combiner that both relays the projector
light to the eye box and implements the scattering mask in one compact optical element.

As in our benchtop system, we need an accurate model of the effect of the scattering
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Figure 7.10: Proposed future scheme for integrating our étendue expansion mask into an
sunglasses-like form factor display. (Left) Schematic of compact holographic display proto-
type based on the work of Maimone, Georgiou, and Kollin [101]. (Right) By encoding the
scattering mask in the holographic image combiner, the eyebox can be increased without
sacrificing FoV, adding additional optical components, or compromising form factor.

mask such that our algorithm can compensate for the scattering in the SLM pattern. In the
miniaturized off-axis configuration, we can no longer assume that the SLM and mask are
parallel or at the same plane. However, these effects can be physically modeled with minimal
additional compute by including free-space propagation using Fresnel or angular spectrum
methods [54] and modelling electric fields at non-parallel planes using the fast approach
described by Matsushima, Schimmel, and Wyrowski [105].

Color Our prototype displays images in the red channel only; there are several additional
considerations for full color display. Maimone, Georgiou, and Kollin [101] provide full color
by field sequential operation, i.e., displaying holograms for the red, green, and blue channels
in rapid succession on the SLM in conjunction with synchronized laser sources. Wavelength-
multiplexed volume holograms are used for the static optical components, which allow inde-
pendent operation for each color with very little crosstalk. A per-channel system calibration
process is also used to reduce any residual differences between color channels. We could also
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apply the strategy of Maimone, Georgiou, and Kollin [101] by using field sequential operation
on our SLM, replacing our binary phase scattering mask with a wavelength-multiplexed vol-
ume hologram optimized for each color channel, and performing the calibration procedure of
Section 7.4 for each channel. We expect that his method will be successful for our proposed
display as each color channel can be optimized and calibrated independently; however, we
have yet to experimentally validate this method.

Compute Time Currently, compute is performed offline and takes about 3 minutes to
generate the hologram for the binned 960× 540 SLM with 16× étendue expansion in MAT-
LAB code on a GeForce GTX 1060 GPU. Accelerating compute was not prioritized in this
work, but will be necessary to make a practical real-time display. Improved hardware acceler-
ation will be critical, and future work incorporating temporal consistency into the hologram
calculation might further reduce compute time for each frame.

Perceptual effects In this work, we model the human visual system simply as a low-pass
filter that removes high spatial frequencies. However, it is possible human subjects may
actually perceive high frequencies in the image in more complicated ways. In order to ensure
that the viewer experiences the desired effect, future work includes perceptual studies of the
display architecture and development of corresponding biologically-inspired loss functions.
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Chapter 8

Conclusion

This dissertation explored how joint design of optical hardware and processing algorithms
can enable new imaging systems. By relying more heavily on data processing, these com-
putational imaging systems can be physically simpler while capturing (or displaying) more
information than their traditional counterparts. In particular, we break away from the idea
that the sensor measurement (or display panel) should look like an image; instead, we treat
each pixel as just a data point and apply optimization-based approaches to recover an image.
In this chapter, we reflect on some common themes and challenges in computational imaging
systems, and suggest directions for future work.

8.1 Themes and Challenges

Computational imaging systems can provide remarkable capabilities by leveraging domain-
specific information, but this restricts the system to a particular domain. In DiffuserCam, we
achieved compact, easy-to-assemble hardware with 3D capture, but we relied on a sparsity
prior on the object, limiting the device to samples that match the prior. In our holographic
display, we similarly create a domain-specific device through our perceptually inspired con-
straints: here, we’ve assume a particular model of perception, and if a “viewer” (for example,
a high resolution camera) deviates too far from the model, the image will not be perceived
correctly. A general trend is that we can continue to improve system performance by increas-
ing specificity with more targeted priors. For example, if we restrict our diffuser microscope
to the task of imaging neurons, we can incorporate additional constraints, and prior work sug-
gests this added information can improve 3D reconstructions in the presence of background
fluorescence and scattering [111]. Due to the increasing prevalence of imaging systems today,
it’s common for a device to be used for only one task, and there are many applications where
it’s desirable to have a very specific yet powerful imaging system – computational imaging
can provide this!

One challenge for computational imaging systems are the large data sizes of images
and videos; efficient computation is critical since brute force approaches quickly become
unwieldy. In this work, we purposefully use a thin diffuser in both the camera and display
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systems since the diffuser only modulates the light in a single 2D plane. Therefore, the
diffuser can be characterized by a single 2D function (the PSF in DiffuserCam and the
scattering mask phase in the holographic display), greatly reducing the computational burden
of these systems. In addition, throughout this work we consistently choose optimization
algorithms like ADMM and FISTA that are memory efficient and do not require computing
the Hessian. Unfortunately, the compute times are still slow compared to traditional imaging
systems. However, recent work using feed-forward neural networks has shown close to real-
time performance on some similar systems [106, 77, 120], and leveraging cloud computing
can reduce compute times for parallizable problems (e.g. video).

Finally, calibration is a critical element of most computational imaging systems since
solving the inverse problem relies on an accurate model of the optics. In this work, we use
two different calibration strategies. In DiffuserCam, we first assembled the system and then
captured calibration measurements to characterize the diffuser, which included all misalign-
ment and non-idealities. This procedure worked well because the calibration measurements
were experimentally straight-forward to acquire and we did not know anything about the
diffuser profile beforehand. In contrast, in the holographic display system, we assumed
we knew the diffuser (or scattering mask) profile and instead of calibrating the system af-
ter the fact, we carefully aligned the diffuser in the system to match the forward model.
This approach worked well since the diffuser was fabricated with a well-known procedure
(lithography) and we could count on the accuracy of the profile. Furthermore, calibration
measurements are more challenging in a display system, since there is no sensor inherent in
the design. An alternative intermediate approach (not employed in this dissertation), would
be to pre-calibrate the diffuser profile in a separate metrologry system (e.g. a white light
interferometer) and then take calibration measurements after assembly to determine just the
alignment of the diffuser. I don’t believe there is a single “best” approach to calibration;
however, it is worthwhile to consider a range of approaches for any given system because
often the success of the device depends on reliable calibration.

8.2 Extensions and Future Work

Beyond this work, there are several potential extensions that could improve the capabilities of
diffuser-based imaging systems. These include modifications to the algorithms for improved
image quality (ex. higher dimensional priors) or faster computation (ex. computation in the
diffuser domain) as well as modifications to the optical hardware (ex. engineered diffusers,
active illumination) for improved robustness and resolution. We expand on these ideas below.

Higher dimensional priors: In this work, we apply several sparsity priors to enable
recovery of images in ill-posed or underdetermined inverse problems. However, all of the
priors used here are in the 2D or 3D image domain, for example using total variation to
enforce a sparse spatial gradient. A natural extension is to apply priors along either color
(for photography applications) or time (for applications involving video). For instance, color
priors might take advantage of the general trend that edges are usually aligned between
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color channels [59] and that the basic structure of each color channel is similar. Temporal
priors for general scenes could include directly applying total variation along the temporal
direction [9], estimating non-rigid models of motion [76], or assuming low rank models,
potentially at multiple scales [114].

A specific case where temporal priors can be particularly strong is for the application of
neural imaging. Here, a test animal is genetically modified so that its neurons fluoresce when
they fire [141]. Microscopes for neural imaging aim to localize the neurons and measure the
temporal changes in fluorescence, which correspond to neural activity. In this scenario, the
video can be registered so neurons do not move between frames, resulting in very strong priors
on the signal. For instance, we know the video is low rank, with rank equal to the number of
active neurons; furthermore, specific fluorophores like GCaMP [149] have well-documented
temporal dynamics which can act as an additional prior on the temporal signal [122].

Engineered diffusers: We touched on the idea of designing the diffuser in Chapter 6
where we demonstrated that the random microlens diffuser outperforms the smooth off-the-
shelf diffuser of Chapter 4. However, there are still many open questions about the optimal
diffuser design. For example, even within the realm of randomly spaced lenslets, the locations
and focal lengths of the lenslets have an impact on the final result; optimization of the lenslet
placement based on heuristic metrics has shown good results [160], and on-going work on
end-to-end optimization may further outperform the heuristics. However, this still relies
on the underlying assumption that the diffuser is composed of lenslets – perhaps there is a
better design.

One drawback of the random microlens diffuser is that each lenslet has a small diameter
compared to the overall aperture. As a result, each lenslet’s diffraction-limited spot has
significantly worse resolution than if a single lens covered the whole sensor size. Although
the pixel-superresolution can be achieved by combining the images from each lenset [144], the
diffraction-limited resolution cannot be improved in this way. In contrast, the “scatter-plate
microscope” presented by Singh et al. [134] has much longer propagation distance between
the diffuser and sensor, resulting in a speckle PSF with diffraction-limited resolution based
on the entire aperture. The key difference is that this system allows light from across the
entire aperture to interfere creating higher frequencies in the PSF; the downside is that the
resulting PSF is very dense and low contrast, making it poorly suited for noise amplification
(Chapter 6), which is a major drawback. If I were to redesign the diffuser, I’d aim for a design
that creates opportunities for interference between light from different diffuser locations (to
improve diffraction-limited resolution) while simultaneously directing the light into only a
few spots on the sensor to create a high contrast pattern (for improved noise performance).
One possible option would be to engineer prisms under some of the lenslets in the diffuser
such that the spots from several lenslets interfere at a single location. This could add
high frequency content within each spot while maintaining the sparse, high contrast PSF.
Although this design has the same components as the light field camera proposed by Georgiev
and Intwala [50], rather than use the prisms to seperate images, here I propose using the
prisms to combine images, creating opportunities for optical interference. However, this
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just one design; extending end-to-end or optimization-based diffuser design beyond simple
lenslets might yield superior results.

There is also potential in engineering the diffuser (scattering mask) used in our holo-
graphic display system. Our current design is based on the heuristic that it’s desirable to
evenly scatter light over the extended FoV, but performance may be improved with a care-
fully engineered design. One option is to optimize the scattering mask for robustness to
misalignment, since alignment is critical in this system. Another is to explore mask designs
that are specific to a class of images such as natural scenes, text, or augmented-reality im-
ages (where the majority of the image is black to allow the real world to pass through to the
viewer). This could be achieved with end-to-end optimization or by heuristically determin-
ing good far-field patterns, then optimizing the scattering mask profile with phase retrieval
techniques.

Co-design with active illumination: Throughout this work we assumed no control
of the illumination on the object (beyond stable excitation illumination for fluorescence).
However, particularly for microscopy applications, one can frequently control the illumination
with simple hardware. For example, illumination control with an LED array [147, 148]
can be very fast and contains no moving parts. One potential benefit of incorporating
active illumination into the design of diffuser-based imaging systems is the ability to make
a sample appear more sparse than it actually is. A series of acquisitions with changing
illumination could capture all information about the sample while enforcing that only limited
number of pixels are illuminated. Furthermore, if the illumination pattern is known, it
adds an additional constraint in the reconstruction, which could greatly improve image
fidelity. Although this approach might require multiple acquisitions, the lack of moving parts
in both illumination and detection would help maintain high frame rates, and acquisition
speeds could be increased further by encoding multiple illumination patterns as different
color channels on a single camera, as in [121].

Head-mounted displays also provide a natural platform for active illumination since the
illumination is integrated into the device. Our holographic display assumed a constant
plane-wave illumination on the SLM, but modulating the intensity on different parts of the
SLM could increase the number of degrees of freedom in the system and improve image
contrast, since light can be removed (instead of only redirected). By changing the incoming
illumination angle, one could also shift the imagery to different parts of the field-of-view
(similar to [67]). Since design of a compact head-mounted display is an incredible engineering
challenge, and I believe all aspects of the system, including illumination, will need to be
optimized for success.

Direct computation in the diffuser domain: In most of this work, our end goal was a
human-viewable image. However, in many applications (e.g. security, robotics, and metrol-
ogy) one wishes to automatically extract higher-level information from the image; a re-
constructed photograph is unnecessary. Therefore, it’s computationally efficient if one can
directly extract the desired information without the time-consuming full image reconstruc-
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tion. Preliminary work has shown the effectiveness of neural networks for classification tasks
directly on raw data that does not look like an image [79], eliminating the need for a re-
construction. Enabling tasks like structure from motion (SfM) directly on the raw data
or adapting feature-finding algorithms (ex. SIFT [96]) into the diffuser domain could be
invaluable for applications in robotics and autonomy.

A main challenge in adapting existing computer vision algorithms to the diffuser domain
is lack of locality: unlike a lens, the diffuser spreads information over the whole sensor, which
is not handled well by many algorithms. One option is to generate a fast (but less accurate)
reconstruction to improve locality and then modify existing computer vision algorithms to
account for the artifacts. For instance, Wiener deconvolution could be used to quickly solve
for a low quality image reconstruction with DiffuserCam; however, streaky artifacts in the
reconstructions may necessitate modifications to downstream algorithms.

The same problem exists in holographic displays as well. A user may want to edit imagery
in a small region of the FoV, but this requires recomputing the entire SLM pattern. The
ability to edit or combine images directly from their SLM patterns could dramatically speed-
up computation times, especially for video where we expect many similarities between frames.
However, just like in DiffuserCam, each pixel on the display panel effects every point in the
scene, resulting in a challenging lack of locality. However, if the system is redesigned to have
a shorter propagation distance between the SLM and the scene, some locality is preserved.
Redesigning the scattering mask to maintain this locality may enable new algorithms where
imagery is edited by directly modifying the SLM pattern.
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Appendix A

Implementation Details

A.1 Total Variation with FISTA

Here, we briefly describe an efficient implementation of total variation regularization with
FISTA. As described in Chapter 2, FISTA promotes sparsity in some basis by transforming
a vector into that basis, performing soft-thresholding, and then reverting with an inverse
transformation. Total variation sparsity seeks to promote a sparse spatial gradient. It is
easy to compute the discrete spatial gradient by translating the image by one pixel then
subtracting, and soft-thresholding is trivial to implement. However, the challenge comes
when transforming back to the native domain since taking the gradient is not invertible.

The trick to making this work is to keep track, not only of the differences between neigh-
boring pixels, but also the sum, which gives enough information to undo the transformation.
Let ~y be a vector, and ~y(k) represent a circularly translated version of the vector by k el-
ements. We can compute the following difference term and sum term between neighboring
pairs of pixels as follows:

~ydiff =1
2
(~y(−1) − ~y)

~ysum =1
2
(~y(−1) + ~y).

(A.1)

From these difference and sum terms, we can recompute the original vector:

~y = 1
2
(~ysum − ~ydiff) + 1

2
(~ysum + ~ydiff)(+1), (A.2)

where once again the superscript notation denotes a circular translation of the elements in
the vector.

With this formulation, we can use total variation in FISTA by first calculating the sum
and difference terms in Eq. A.1, then applying soft-thesholding on just the difference term,
and finally recombining the two terms based on Eq. A.2. For higher dimensional signals
(ex. 2D images, 3D volumes), we can do this procedure separately along each dimension,
and then average the result. This procedure highly related to wavelet denoising with Haar
wavelets, and the connection is described in detail in [71].
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In Chapter 3, we use total variation with ADMM, instead of FISTA, which is even more
efficient since ADMM generally converges in fewer iterations. However, it is challenging
to use ADMM efficiently on many forward models since it depends on the specific model
structure, and there are many more hand-tuned parameters in ADMM, making FISTA a
good choice in many applications.

A.2 Properties of the Smooth Diffuser

To quantify the properties of the smooth diffuser used in Chapters 2 and 3, we used an LED
array microscope to capture a quantitative Differential Phase Contrast (DPC) [147] image of
the diffuser phase. After using the index of refraction of the diffuser material (polycarbonate,
n = 1.58) to convert phase into surface shape, we show in Fig. A.1 the measured relative
height profile of a small patch on our 0.5◦ diffuser. The surface slope of the diffuser is
Gaussian distributed with average magnitude of 0.7◦. The deflection angle at the diffuser
surface has a HWHM angle of 0.25◦, which matches the manufacturer specifications. The
maximum deflection angle is β = 0.5◦, as shown in the histograms in Fig. A.1.

To illustrate the overall size and spread of the caustic PSF patterns in our system, we
show in Fig. A.2 the full PSF patterns captured for the closest and farthest axial distances
used. Note that the closest axial distance is the one at which the caustic pattern just fills
the sensor, and therefore depends on the aperture size. The caustics contain high-frequency
information in all orientation directions, as evidenced by the sharp lines randomly spread
in all directions. This facilitates good resolution at all depths and a highly structured PSF
for deconvolution. Our calibration point source is a 30µm pinhole illuminated by a planar
RGB LED array (λ = 630 nm, 515 nm, and 460 nm, ∆λ = 20 nm, 35 nm, and 25 nm,
respectively) placed behind a 80◦ diffuser. As shown in [6], the caustics from narrowband and
broadband sources are indistinguishable, and we do not find problems with using narrowband
calibration.

PSF similarity

We quantify the similarity of the PSF versus shift and scale across the volume to validate
our claim that the resulting underdetermined matrix has good properties for sparse recovery
techniques. Figure A.3 shows the autocorrelation of the PSFs acquired at the minimum
and maximum object distances, as well as the cross-correlation between the two. Notice
that the PSF autocorrelation maintains a sharp central peak and relatively low sidelobes
for all depths within our calibration volume. This means that a shifted version of the PSF
is roughly 50% similar to the un-shifted version. Importantly, the cross-correlation has no
values greater than 50%, meaning that the scaled caustics are dissimilar to any shift of the
unscaled caustics. To quantify this further, we plot the inner product between the central
image in the calibration stack, corresponding to the orange dotted line in Fig. A.3b, with
all other images in the stack. We again observe a relatively sharp peak and side lobes on
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Figure A.1: Left: The thickness profile of a small patch of our diffuser, as measured by
quantitative Differential Phase Contrast (DPC) microscopy. Below is a cut-line plot along
the dashed line. Right: Histograms of the diffuser slope (top) and the deflection angle of a
ray normally incident on the diffuser (bottom).

Figure A.2: Un-cropped, false color sensor measurements of PSFs for the closest and farthest
planes used in our reconstructions. These were measured by placing a point source on-axis
at the front and back of the volume. The closest PSF has a caustic pattern that fills the
sensor. Both PSFs have been contrast stretched from 0 to 30% of the max value for visibility.
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Figure A.3: Correlation of various caustics patterns. (a) The caustics at a given depth are
unique over shifting, and caustics from two different depths are not similar to each other,
even under translation. The solid black curve is a slice of the autocorrelation of a PSF for
a point source near the front of the volume, and the dotted black line is the autocorrelation
for a far away point source’s PSF. The solid blue line is the cross-correlation between the
two. (b) The inner product of the PSF from the middle of the volume (corresponding to
the orange dotted line) with all other PSFs at varying depths. In both (a) and (b), shifting
or scaling the caustics leads to an inner product of approximately 0.5 compared to a peak
value of 1.

the order of 50% in the axial direction. This validates our claim that the caustics produced
by any point in the volume are unique.

A.3 Derivation of ADMM Inverse Algorithm

Throughout this work, the problem we seek to solve is:

~̂y = argmin
~y≥0

1
2
‖~b−A~y‖2

2 + τ‖Ψ~y‖1. (A.3)

We can solve this with FISTA, as explained in the introduction. However, FISTA can be
very slow since it requires a large number of iterations to converge. For specific formulations
of A, we can also solve this optimization problem with ADMM, which we do for the 3D
DiffuserCam described in Chapter 4. To do this we transform Eq. A.3 this into the equivalent
problem:
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~̂y = argmin
w,u,v

1
2
‖~b−Dv‖2

2 + τ‖u‖1 + 1+(w)

s.t. v = M~y

u = Ψ~y

w = ~y,

(A.4)

where 1+(·) is the nonnegativity barrier function, which returns 0 when the argument is
nonnegative, and ∞ when the argument is negative.

In order to compute the ADMM updates efficiently, we will see that it is useful for
both M and Ψ to represent 3D convolutions. Clearly, when Ψ is the identity matrix, this
holds. Additionally, when Ψ is the 3D finite difference operator, it can be expressed as a
concatenation of 3D convolutions with the finite difference kernel, oriented in each of the 3
directions. In order to express M as a 3D convolution, we must choose the diagonal operator,

D, such that Eq. (4) can be written as D

(
m

(x,y,z)∗ ~y

)
, where m is a 3D kernel, and

(x,y,z)∗
represents convolution over the variables, x, y, and z. To accomplish this, we use the fact
that a sum of 2D convolutions between an object, ~y(x, y, z), and a stack of 2D kernels,
h(x, y; z), can be expressed as the first 2D (x, y)-slice in the 3D convolution between the
object and a z-flipped version of the kernel stack:

∑

z

h(x, y; z)
(x,y)∗ ~y(x, y, z) =

[
h(x, y;−z)

(x,y,z)∗ ~y(x, y, z)

] ∣∣∣∣
z=0

. (A.5)

For proof, we can take the right hand side of (A.5) and apply the definition of discrete
3D convolution directly:

[
h(x, y;−z)

(x,y,z)∗ ~y(x, y, z)

] ∣∣∣∣
z=0

=
Nz−1∑

z′=0

Ny−1∑

y′=0

Nx−1∑

x′=0

~y(x′, y′, z′)h(x− x′, y − y′; z′ − z)|z=0

=
Nz−1∑

z′=0

~y(x, y, z′)
(x,y)∗ h(x, y; z′).

Using this identity, we can write the forward operator in Eq. (4) as:

C
∑

z

[
~y

(−x′
m

,
−y′
m

, z

)
(x,y)∗ h (x′, y′; z)

]

=C

[
~y

(−x′
m

,
−y′
m

, z

)
(x′,y′,z)∗ h (x′, y′;−z)

∣∣∣∣
z=0

]

=D

[
~y

(−x′
m

,
−y′
m

; z

)
(x′,y′,z)∗ h (x′, y′;−z)

]
,
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where D is a diagonal operator that simultaneously performs the 2D crop, C, as well as
selecting the z = 0 slice. Effectively, D comprises taking the center crop of the first layer
of the 3D array resulting from the circular 3D convolution of h(x′, y′;−z) with ~y. Note
that our definition of z is as a parameter indexing each slice in the 3D array h, not the
physical distance to each slice. We assume circular boundary conditions for h, such that
h(·, ·;−z) = h(·, ·;Nz − z) is a z-stack that is flipped in the z-direction.

Using (A.5), we present an efficient method for solving (A.4). We begin by transforming
(A.4) into an unconstrained augmented Lagrangian form, and consider the saddle-point
problem:

max
ξ,η,ρ

[
min
u,v,w,~y

1
2

∥∥∥~b−Dv
∥∥∥

2

2
+ µ1

2

∥∥∥M~y − v + ξ
µ1

∥∥∥
2

2

+ τ‖u‖1 + µ2
2

∥∥∥Ψ~y − u+ η
µ2

∥∥∥
2

2

+ 1+ (w) + µ3
2

∥∥∥~y − w + ρ
µ3

∥∥∥
2

2

]
.

To solve the above equation using ADMM, we first derive the optimality conditions for
each primal variable, assuming the others are fixed:

uk+1 ← argmin
u

τ‖u‖1 + µ2
2

∥∥∥Ψ~yk − u+ ηk

µ2

∥∥∥
2

2

vk+1 ← argmin
v

1
2

∥∥∥~bk −Dv
∥∥∥

2

2
+ µ1

2

∥∥∥M~yk − v + ξk

µ1

∥∥∥
2

2

wk+1 ← argmin
w

1+ (w) + µ3
2

∥∥∥~yk − w + ρk

µ3

∥∥∥
2

2

~yk+1 ← argmin
~y

µ1
2

∥∥∥M~y − vk+1 + ξk

µ1

∥∥∥
2

2

+ µ2
2

∥∥∥Ψ~y − uk+1 + ηk

µ2

∥∥∥
2

2

+ µ3
2

∥∥∥~y − wk+1 + ρk

µ3

∥∥∥
2

2
.

And update each dual variable as

ξk+1 ←ξk + µ1(M~yk+1 − vk+1)

ηk+1 ←ηk + µ2(Ψ~yk+1 − uk+1)

ρk+1 ←ρk + µ3(~yk+1 − wk+1).

The final result is the algorithm outlined in Chapter 4 of the main text.
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A.4 Holographic Display Image Calculation

Algorithm

Here we provide additional details on the iterative algorithm used in Chapter 7. Although
there are several options for solving Eq. 7.14, we use projected gradient descent with Nesterov
acceleration, which is based on the work of Beck and Teboulle [12] and summarized in
Algorithm 1 in the introduction. In the algorithm, µ is the user-defined step-size, ∇L is the
gradient of the loss with respect to ~s, and prox{·} is the proximal operator that constrains
the SLM pattern to be phase-only:

prox{~s} = ~s/|~s|. (A.6)

The proximal operator is equivalent to setting the amplitude of every element of ~s to one.
Since implementation of the algorithm requires discretization of all variables, we summa-

rize the complete loss function below in discrete vector representation.

L = 1
2
||~g||2,

~g = ~cs �F−1
{
~cf �F

{
~I − Î

}}
,

~I = |~y|2,
~y = F{~m� U~s}.

(A.7)

Here, L is the scalar loss, ~g is a new intermediate variable, � represents element-wise mul-
tiplication, and U is an upsampling operation with a box filter (the discrete version of Eq.

7.15). ~cf ,~cs, ~I, Î, ~y and ~m are discrete vector versions of cf (~u
′), cs(~x), I(~x), Î(~x), y(~x) and

m(~u) respectively. The above equations use the custom loss function from Eq. 7.19, but the
other loss functions can be achieved by setting ~cs or ~cf (or both) to all ones.

The gradient ∇L is with respect to the complex variable ~s, so we calculate the gradient
using Wirtinger derivatives [23].

∇L =

(
dL
d~s

)∗
=

(
d~I

d~s

)∗(
dL
d~I

)
. (A.8)

Note that L and ~I are both real valued, so there is no need for the complex conjugate on

the second term. Since d~I
d~s

yields a matrix, we can think of it as an operator that acts on the
vector dL

d~I
. This yields the gradient needed for Algorithm 1:

∇L = UT
{
~m∗ �F−1

{
~y �

(
dL
d~I

)}}
,

(
dL
d~I

)
= F−1

{
~cf �F

{
~cs � ~g

}}
,

(A.9)

where UT is the downsampling (binning) operation such that ∇L has the same number of
elements as ~s
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