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Abstract

Abstraction, Generalization, and Embodiment in Neural Program Synthesis

by

Eui Chul Shin

Doctor of Philosophy in Computer Science

University of California, Berkeley

Professor Dawn Song, Chair

Program synthesis, or automatically writing programs from high-level specifications has been a long-standing challenge in computer science and artificial intelligence. Addressing this challenge can help unlock the full power of computing to nontechnical users, assist existing developers on traditional programming tasks, and solve other tasks in artificial intelligence like question answering that are naturally expressible as programs. In recent years, neural methods for program synthesis based on learning have driven significant progress. With this shift, themes like abstraction, generalization, and embodiment that recur in other facets of machine learning provide a natural framework for further improvement. In this dissertation, we present methods to address manifestations of these themes in several concrete instantiations of neural program synthesis.

First, we demonstrate how to better synthesize imperative programs by interacting with the program interpreter environment in the form of predicted execution traces, in a challenging domain for program synthesis called Karel. We also show in empirical studies that generating synthetic data for program synthesis requires significant care to enable models to generalize. In an application of program synthesis from natural language, or semantic parsing, we present attention-based neural architectures that can better encode the natural language specification to enable better generalization to new database domains. In this and other code generation domains, we introduce a method for integrating automatically learned code idioms into the synthesis procedure, learning to automatically switch between multiple levels of abstraction.
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Chapter 1

Background and Introduction

Over the past several decades, computing has reshaped our world and how we communicate, entertain, learn, work, and think. The concept of software has played a central role in this shift, by establishing a separation between the hardware making up the electrical and mechanical form of a machine, and the ultimate work that it carries out in the form of a sequence of logical and mathematical operations. This separation enables the same hardware to serve an endless array of uses, even those that the creators of the hardware had never envisioned. Furthermore, it has catalyzed the rapid development of products and services, as the increasingly complex structures necessary to achieve these larger goals are much easier to build up in software, free from many constraints imposed by the physical world. These products and services have become economically valuable to an enormous extent such that today, the majority of the world’s top 10 most valuable companies have software as the central ingredient of their offerings.

These software offerings provide significant value to the world as a whole, and they reach more people now than ever. Nearly half of the world are internet users, and the number of mobile subscriptions has exceeded the world population (World Bank 2018a; World Bank 2018b). However, the vast majority of these people only interact with the software as end users, within the bounds prescribed by the creators of existing software. Without knowledge about how to program, they have little recourse if the existing software doesn’t operate the way they want. The full power of computing remains accessible only to the small minority who have this knowledge. This small minority has been expanding, as learning how to program has become much more popular in recent years, for example as witnessed with the growth of computer science enrollment on university campuses. Nevertheless, even though the field of programming education has come a long way, for many programming remains a difficult and time-consuming skill to learn.

Even for those proficient at programming, it often proves a treacherous endeavor. Since computers operate inflexibly on their provided instructions, programmers need to pedantically specify details they might rather elide. While the development of higher-level programming languages, software libraries, and software engineering techniques has improved the situation over time, there remains much room for programmers to make mistakes that result in bugs; sometimes mere annoyances, but at other times, causing serious damage to lives (Leveson and Turner 1993), businesses (Popper 2012), and even space probes (Oberg 1999). Furthermore, software commonly
interfaces with untrusted users, for example over the internet, including adversaries motivated to find previously undiscovered bugs that can be exploited for their own gain. Beyond these concerns of bugs and security issues, ensuring that a program is not only correct but also fast and resource-efficient, presents an additional layer of challenges. At the extremes, such work is reserved for specialists with arcane knowledge on the underlying hardware and operating system, and can thus mold the program to fit as needed. In recent years, taking full advantage of the hardware has also meant writing concurrent programs, which is notoriously hard considering the ease of introducing issues like deadlock.

The considerations above motivates program synthesis: getting computers to program themselves. Provided with a high-level specification, we would like to automatically find a program that fulfills that specification. This problem has been studied since the early days of computer science, in different communities such as programming languages and artificial intelligence (Waldinger and Lee 1969; Manna and Waldinger 1971). Despite the significant progress that has been made since those early days, program synthesis remains an extremely challenging task. Contemporary methods can only synthesize programs of limited complexity, and only succeed on a small subset of high-level specifications that users might provide. This dissertation’s goal is to address these gaps and bring us closer to this longstanding dream.

1.1 Program Synthesis Through Formal Methods

In the beginning, and more recently within the programming languages community, program synthesis has been approached mostly through the lens of formal methods. The choice of approach also determines which kinds of specifications we can use. In an early example, Green (1969) used automated theorem proving methods to transform carefully-specified formal specifications for problems like the Tower of Hanoi into an executable program. More generally, we can imagine approaches which start with the specification as given, and apply a sequence of transformations to it until we have the desired program. However, such approaches are impractical for the majority of cases where formally specifying the desired program’s behavior at a sufficient level of detail is no easier than writing the program itself.

As such, a large body of subsequent work has focused on less formal but more tractable forms of specifying program behavior. A classic format is input-output pairs, where for a small number of inputs (sometimes just one), the user specifies the desired output from the hypothetical program. Flash Fill (Gulwani 2011) is a notable example of this paradigm, also called programming by example, where the system can generate regular expressions for string transformations given one example. For this kind of problem, top-down divide-and-conquer search approaches can work well. We recursively choose a top-level operator $F(x_1, \ldots, x_n)$ that should appear at the root of the program, determine what specification each $x_i$ needs to specify considering $F$, and repeat for each of the $x_i$.

Another well-known approach is programming by sketching (Solar-Lezama 2013), wherein the user provides a partial program with holes (a sketch) and an executable specification/verifier for the desired program. We can then search the space of programs (filling in possible values for the holes)
until we find one that meets the specification. By expressing this search procedure in the right way, we can make use of battle-tested general-purpose tools like SAT and SMT solvers to explore the space efficiently.

For a comprehensive introduction, we refer the reader to Gulwani et al. (2017), a detailed survey on related approaches to program synthesis.

1.2 Limitations of Formal Methods

Program synthesis methods based on search and formal reasoning have enabled significant applications like automated data cleaning and extraction (through string transformations), optimizing programs, and bug-finding. Nevertheless, there are several fundamental limitations with the approach.

1.2.1 Only Formal Specifications

First, these methods only work for specifications that are amenable to formal reasoning or execution. As discussed earlier, it is uncommon that a complete and formal specification about the program’s desired behavior is easier to write than the program itself, and tools relying on such specifications are accessible to an even smaller set of people than computer programmers. In contrast, input-output pairs are very intuitive and a good fit for certain applications like string manipulations, but unsuitable for other kinds of programs where computing the output is hard without having the program in the first place (for instance, matrix multiplication or finding shortest paths in graphs).

When people communicate with each other, even on matters pertaining to computers and programs, they use modalities such as natural language, drawings, and demonstrations. Formal reasoning methods provide no simple route towards interpreting these kinds of communication. We can try to translate them into formal specifications first, but the inherent ambiguity and noise makes that a challenging and ill-specified task. A more broadly useful program synthesis system needs to support these kinds of modalities.

1.2.2 Heuristics for Choosing Solutions

Even if a specification is formal, that does not mean it is unambiguous. A single input-output pair can conveniently specify a string transformation program, but typically, there are a very large number of possible programs which would satisfy that pair. Even if we solicit additional input-output examples, that may not sufficiently disambiguate among the possible programs despite the extra effort spent by the user. The system needs to make its best guess for which program the user intended based on limited information.

Doing so well requires careful work from the designer of the program synthesis system. The designer must provide various heuristics to favor or disfavor certain kinds of programs. For the string-editing case, the following example from Gulwani (2011) is illustrative of the kinds of heuristics needed:
A Concatenate constructor is simpler than another one if it contains smaller number of arguments or its arguments are pairwise simpler. […] StartTok and EndTok are simpler than all other tokens (suggesting that extraction logics based on the start/end of strings are more common). […] CPos expressions are simpler than Pos expressions (giving preference to extraction logics based on constant offsets).

We can also design the domain-specific language that the system programs in, such that programs implementing the user’s probable intentions are straightforward to express, but other kinds of nuisance programs that happen to satisfy the specification are difficult or impossible. For example, given an input-output example for a string transformation, the user would not have intended a lookup table mapping the provided input to the corresponding output, and returning an arbitrary output otherwise.

1.2.3 Heuristics for Searching

The design of the domain-specific language is also important because it defines the search space over possible programs. The number of unique programs of a given length grows exponentially with the length. Unless the search procedure can exclude most of the search space, long programs are very difficult to find. The difficulty of searching further increases the importance of using a carefully-designed domain-specific language. Although such a language would necessarily limit the kinds of programs we can synthesize, limiting the generality of the system, it allows us to concisely express concepts within a narrower target domain, so that we can synthesize programs that might have been exceedingly long in a more general-purpose language.

The use of solvers, like SAT or SMT solvers, can also enable us to outsource the actual searching to a specialized tool. These solvers contain extensive optimizations and clever data structures. They use many algorithms, heuristics, and data structures that work well in practice for many problems. However, since the underlying task is NP-hard, successful use of the tools can require a great deal of experience gained through trial-and-error that informs what the tools can do well and what they cannot.

1.3 Deep Learning

In the previous section, we discussed the limitations of program synthesis methods based on formal methods. Overall, these limitations share similarities to those faced by early symbolic approaches to artificial intelligence, which has limited ability to deal with uncertainty and required intractable amounts of computation to scale to larger problems. Since then, artificial intelligence research has largely shifted to machine learning, with a focus on building systems that solve problems by learning patterns from provided data and gained experience.

Over the past few years, deep learning has become the dominant paradigm within machine learning. The field has its origins in artificial neurons to model neural activity in brains (McCulloch and Pitts 1943). The perceptron (Rosenblatt 1958) introduced learning artificial neurons from
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data, and backpropagation (Werbos 1974; Parker 1985; Rumelhart et al. 1986) enabled learning of multiple layers of artificial neurons in a neural network. Amongst the large amount of research in the field, recognizing handwritten digits (LeCun et al. 1989) was an early example of a practical application of neural network learning.

About two decades later on, a neural network-based method (with a similar architecture to LeCun et al. (2015), but with a larger number of parameters and trained on much more data) won the ImageNet Large Scale Visual Recognition Challenge in 2012 (Krizhevsky et al. 2017; Russakovsky et al. 2015), a competition about object recognition in images. The name “deep learning” also became popular around this time, recognizing that these and similar methods use neural networks containing many layers. Since those times, deep learning methods have become the standard for many application domains: other domains within computer vision such as object recognition, segmentation, and reconstruction; automatic speech recognition and speech synthesis; natural language processing tasks like machine translation, semantic parsing, and language modeling; robotics and control; and many others.

A compelling aspect of deep learning is creating higher-level representations directly from raw data, avoiding hand-crafted feature extractors needed by other methods. Although much of the work in building feature extractors has now been replaced with building neural architectures and optimization procedures, this shift has also enabled greater cross-pollination of common tools and ideas between disparate application domains. For a more comprehensive overview on the subject and an introduction to the technical details, we refer the reader to LeCun et al. (2015) and Goodfellow et al. (2016) respectively.

1.4 Neural Program Synthesis

This dissertation focuses on neural program synthesis: approaching program synthesis through the methods of deep learning. As mentioned in the previous section, deep learning provides tools to learn directly from data, without the need for carefully-designed feature extractors. In program synthesis, we want to transform a high-level specification for the desired program into the code that implements it. In neural program synthesis, we use neural networks to learn this mapping from specifications to programs; and to a large extent, the same neural architectures used in other domains can transfer directly to similar tasks.

1.4.1 A High-Level Framework for Neural Program Synthesis

Figure 1.1 provides an overview of the approach. The specification for the program may take several different forms, such as input-output examples in symbolic form (as shown in the table), a short natural-language description (a question against a database), or even a geometric or pictorial representation (not depicted in the figure) of the input or output if natural for the program’s domain. We can encode this specification using common neural architectures, such as long short-term memory (Hochreiter and Schmidhuber 1997) used for sequences in fields like natural language processing, convolutional neural networks (Fukushima 1980; LeCun et al. 1989) used in computer
vision, or graph neural networks (Li et al. 2016). This procedure transforms the specifications into a set of real-valued vectors, which we refer to as embeddings.

The program decoder then uses the embeddings to predict the code for the program. The decoder may produce the code as a sequence of words (tokens) in the target programming language, the same modality that a human programmer would use. If the program specification was also a sequence (for example, a natural language question), the overall neural architecture is a sequence-to-sequence model (Sutskever et al. 2014), which has been widely adopted for machine translation. While using token sequences as the output format is convenient, most such sequences are invalid as programs since they don’t conform to the programming language’s syntax. By directly generating abstract syntax trees with the decoder and forcing it to only output syntactically correct programs, we can get better results (Rabinovich et al. 2017; Yin and Neubig 2017). Further annotating the trees with extra edges about dataflow and other program properties has also seen success (Brockschmidt et al. 2018).

In order to train the neural network, past approaches have used varying data sources to learn from. With human-annotated data, we have many high-level program specifications and the code that human programmers wrote to fulfill those specifications. Depending on the domain and type of specification, we can instead generate large amounts of synthetic data: for example, we can randomly generate a program by sampling from a context-free grammar, randomly generate some input for the program, and execute the program on the input to get an output. In the end, we have an
input-output pair, and a program which we know transforms the input into the output.

1.4.2 Instantiations of Neural Program Synthesis

Parisotto et al. (2016) is an early example instantiation of neural program synthesis following the general pattern that we have identified above. They synthetically generated programs with input-output pairs, and used a program decoder that can directly generate abstract syntax trees, on the Flash Fill (Gulwani 2011) text-editing domain. RobustFill (Devlin et al. 2017b) tackled the same text-editing domain, but achieved stronger results with an LSTM (Hochreiter and Schmidhuber 1997) encoder and decoder making heavy use of attention (Bahdanau et al. 2015). When compared against the deployed Flash Fill implementation in Microsoft Excel which uses an enumerative search approach, RobustFill had a much higher accuracy when the input-output pairs contained noise (typos for example) and only slightly worse on specifications without noise.

Other papers from the same period addressed different problem domains. DeepCoder (Balog et al. 2016) generates array-manipulation programs, similar to those found in some programming contests. It uses a much simpler decoder than the others; the decoder predicts, for each of the functions in the domain-specific language, the probability it would appear in the correct program’s source code. These probabilities can guide traditional search procedures and the evaluation showed that they can help find the correct program much faster. Bunel et al. (2018) developed a neural program synthesis system for Karel (Pattis 1981), an educational programming language. Karel programs manipulate an agent within a grid world, and can contain control-flow constructs like loops and conditionals, which are especially challenging for traditional program synthesis approaches. Chapters 2 and 3 of this dissertation also use Karel as an application domain.

In the natural language processing community, a long-standing problem is semantic parsing, or mapping natural language sentences into logical forms that capture the meaning of the sentences. If the sentences as high-level specifications, and if the logical forms are executable programs, we can also view this as program synthesis (with a different kind of specification than the examples described just prior). Earlier approaches to semantic parsing, such as with combinatory categorical grammars (Zettlemoyer and Collins 2005), use logical forms that closely conform to the syntactic structure of the sentence. Later works adopted a neural encoder-decoder approach that enables greater flexibility, including incorporation of other structured data as part of the input specification, and using general-purpose languages as the output logical form. For example, Ling et al. (2016) curated a dataset, from the trading card games Hearthstone and Magic the Gathering, containing natural language descriptions and other structured information from the cards, and Python/Java code that implements the cards within a game engine. Rabinovich et al. (2017) and Yin and Neubig (2017) demonstrated a neural program decoder that can directly generate abstract syntax trees, showing greatly improved results on this dataset. Similarly, the creation of large-scale datasets such as WikiSQL (Zhong et al. 2017) and Spider (Yu et al. 2018c) have spurred significant work in question answering by directly translating a natural language question into SQL, the dominant programming language used for interaction with relational databases today. In Chapter 4 of this dissertation, we will discuss an approach for generating SQL queries from natural language.
1.4.3 Neural Program Induction

The current wave of deep learning has also witnessed considerable enthusiasm for what we will refer to as neural program induction, following the terminology of Parisotto et al. (2016). Neural program induction uses neural networks taking inspiration for their internal structure from programs and computer architecture, incorporating components such as memory access, registers, or stacks, and are trained to solve computational problems such as sorting, addition, or graph manipulation by outputting a sequence of elementary operations. One example is the Neural Turing Machine (Graves et al. 2014), later succeeded by the Differentiable Neural Computer (Graves et al. 2016); they augment a neural network controller with a memory that it can read and write through location- and content-based addressing. Later examples include Weston et al. (2015), Sukhbaatar et al. (2015), Kaiser and Sutskever (2015), Joulin and Mikolov (2015), Kurach et al. (2016), Reed and de Freitas (2016), Cai et al. (2016), and Neelakantan et al. (2017).

These techniques use gradient descent or other optimization techniques to produce the parameters for a neural network as the final result. In contrast, the output of a program synthesis system is the code for a program in a programming language. They also require a large number of examples for any given task to train the neural network (although meta-learning techniques like used in Devlin et al. (2017a) can reduce this number). In contrast, program synthesis techniques that aim to produce a program satisfying a given specification even when the specification is very small, for example 1–5 input-output pairs. Given the similar goals, these two branches of research may converge closer together in the future, but much work remains to bridge the gap considering the fundamental differences between discrete logical forms used in programs and the continuous weights used in neural networks.

1.5 Program Synthesis and AI

1.5.1 Relationship to Other Domains

Program synthesis was a topic of study for some of the earliest researchers in artificial intelligence. For example, papers like Waldinger and Lee (1969) and Green (1969) were both presented at the first International Joint Conference on Artificial Intelligence. The emergence of deep learning has led to another convergence between the two fields today in the form of neural program synthesis. Deep learning methods, first popularized in fields like computer vision and speech recognition, are growing common as approaches for solving problems in program synthesis. Increasing capabilities in program synthesis also enable transfer in the opposite direction, as we can pose other problems under the umbrella of artificial intelligence as program synthesis problems, providing new perspectives on and approaches to them.

In natural language processing, question answering over databases can be solved by translating the questions into programs (like SQL queries) with the same intent (Finegan-Dollak et al. 2018). This approach is unsurprising since queries are the standard mode of interaction with databases. In contrast, visual question answering (Antol et al. 2015) seeks to provide natural language answers to questions about the content of an image. Considering the modality of images, it is less intuitive
that this problem would benefit from using a program as an intermediary. Nevertheless, past works like neural module networks (Andreas et al. 2016; Hu et al. 2017) successfully exploit the shared compositional aspects of programs and natural language, and tackle this problem by first predicting a program (consisting of learned neural “modules”) and executing it over the image.

A central problem in computer vision is understanding the components that make up an image. With inverse graphics, we try to understand the image by inferring the instructions necessary to synthesize it. We can view this as program synthesis where the specification is the image and the instructions make up the program. In one example, SPIRAL (Ganin et al. 2018) learns to generate images like digits and faces with a sequence of brush strokes. Lopes et al. (2019) infers how to draw characters from fonts in Scalable Vector Graphics (SVG). If we broaden the definition of images to also consider three-dimensional models, Du et al. (2018), Tian et al. (2018), and Ellis et al. (2019) all address the problem of creating a CAD program that would generate a 3D object. These methods enable us to obtain a higher-level summary of images and objects from the raw data, in terms of semantically meaningful building blocks.

1.5.2 Shared Challenges

With neural program synthesis, we use tools from machine learning to perform program synthesis. While powerful, there remains many challenges with the state of the art shared between machine learning approaches in different domains. We will describe a few examples and explain how they relate to neural program synthesis.

Generalization. When we learn a model from a training dataset, or with reinforcement learning in a certain environment, we would like the model to learn the true underlying factors that explain the data. However, current methods can instead latch on to spurious correlations or quirks of a particular dataset instead. When we use the model on a test dataset, we may find that it performs much more poorly than initially expected. Perhaps the most basic failure to generalize is overfitting in the i.i.d. setting, where the training and test data are assumed to come from the same distribution, yet the model performs much better on the training data than the test data. In real-world use cases, this failure can be exacerbated as the training and test data distributions will differ; for example, Buolamwini and Gebru (2018) discuss the effects of skin color on gender classification using human faces.

More ambitiously, we would like our model to perform well on a new class of data points not present in the original training data even when provided with only a few or zero examples (as in few-shot learning, or zero-shot learning). For example, we would like an image classifier to be able to recognize a new animal like a zebra without hundreds or thousands of examples, as a human child might do given a few photographs or just a textual description (“four legs and has black and white stripes”). In addition, we would like models that can exploit compositional structure in the data. When if have examples images of birds with “black wings and a white belly”, and “red wings and a yellow belly”, we want to also understand “red wings and a white belly”.

In neural program synthesis, we learn to synthesize programs from certain kinds of specifications available in the training data. We want the resulting synthesizer to work well on all kinds of specifications, even if they differ from those seen during training.

**Abstraction.** In order to solve large problems, humans can break them down into subproblems recursively until they become a manageable size, or solve a simplified, high-level version of the problem and then fill in the details later. When writing a long document like a book, we can first decide on the general ideas or themes in each section, then fill in the details of the subsections, paragraphs, sentences, then finally the individual words. In contrast, state-of-the-art methods in machine learning generally lack such structures. For example, while very large language models like GPT-3 (Brown et al. 2020) can generate much more coherent text than ever before, they cannot maintain consistency and structure beyond a few hundred words at best.

Considering this, much work has attempted to imbue machine learning methods with hierarchy and modularity. The use of a hierarchy has the potential to increase the interpretability of models, as they would better match our approach to problem-solving. It allows us to explicitly separate out certain parts from others, reducing the amount of data needed for learning as we can separately account for each part. If these parts appear in multiple high-level tasks, it may also help with sharing knowledge between them (for example, a cooking robot might exploit that knife chopping is necessary for many different dishes). In reinforcement learning, the options framework (Sutton et al. 1999) has been influential as a framework for adding some amount of hierarchy. In computer vision, capsule networks (Sabour et al. 2017) propose to recognize objects by first finding their parts and composing them together.

For program synthesis, we can anticipate that generating complicated programs can benefit from the use of abstraction. Programming languages contain structures like functions and classes to help developers structure their code. We also have other kinds of abstractions that do not correspond to explicit elements of a programming language, such as code idioms and design patterns. It remains a challenge for neural program synthesis methods to effectively create and use these kinds of abstractions.

**Embodiment.** Within a paradigm like classification, machine learning is learning a mathematical function: a mapping between two sets. However, more generally, we want to use machine learning to create intelligent agents that can have some impact upon the world. These agents cannot just think and reason disconnected from everything else; rather, they need to make observations about their environment and take actions that modify it. Robotics is an obvious example of a field where this is important, but we can find parallels in natural language processing (for agents that engage in dialogue, with humans or other agents) recommender systems, and others.

As for programs, it is important to consider that many programming languages and algorithms come in an imperative form, consisting of a sequence of statements that change the program’s state. Furthermore, modern computers work similarly, by executing a sequence of machine instructions that modify the machine’s state, and all programming languages are eventually translated into such a format for execution. There are also concurrent programs where multiple threads of execution...
may modify some global state, and need to coordinate with each other; and networked programs that communicate with each other.

### 1.6 Contributions of the Dissertation

So far in this section, we have laid out some of the motivation for program synthesis; discussed formal methods-based, classical approaches to program synthesis and their limitations; introduced neural program synthesis using deep learning methods, with some example instantiations in prior work; explored how other problems in artificial intelligence can be approached through the lens of neural program synthesis; and described some core challenges in machine learning applications and their relationship to neural program synthesis.

In Section 1.4.1, we showed a high-level framework for neural program synthesis, consisting of three components: the specification encoder, the program decoder, and training. In the subsequent chapters of this dissertation, we will address one of the challenges of generalization, abstraction, and embodiment through improving one of these components in different concrete instantiations of program synthesis from input-output examples and from natural language.

- In Chapter 2, we address embodiment through the specification encoder. Specifically, we investigate how we can better synthesize imperative programs through the use of inferred execution traces, when we have input-output examples as the specification. An execution trace detailing each step would greatly aid a synthesizer, especially for imperative programs, but it is much simpler for users to provide input-output examples instead. We demonstrate on the Karel domain that we can gain much of the benefit of execution traces by inferring them from the input-output examples. This work was previously published as Shin et al. (2018b).

- In Chapter 3, we address generalization through the training data. For program synthesis from input-output examples, we can obtain large amounts of supervised training data through random sampling. Many current approaches achieve impressive results after training on such data. However, we empirically show that applying test input generation techniques for languages with control flow and rich input space causes deep networks to generalize poorly to certain data distributions; to correct this, we propose a new methodology for controlling and evaluating the bias of synthetic data distributions over both programs and specifications. We demonstrate on the Karel domain and a small calculator program-induction domain that training on these distributions leads to improved cross-distribution generalization performance. This work was previously published as Shin et al. (2018a).

- In Chapter 4, we address generalization through the specification encoder. We address the problem of synthesizing SQL database queries from natural language questions. As part of this, we would like our methods to generalize to domains and database schemas outside of the training set. We show how to use relation-aware self-attention (Vaswani et al. 2017; Shaw et al. 2018) within the specification encoder and obtain significant gains on the Spider
dataset (Yu et al. 2018c). This work was previously published as a preprint (Shin 2019); a later version of this work was published as Wang et al. (2020).

• In Chapter 5, we address abstraction through the program decoder. We build a system that allows a neural program synthesizer to explicitly interleave high-level and low-level reasoning at every generation step in the decoder. It accomplishes this by automatically mining common code idioms from a given corpus, incorporating them into the underlying language for neural synthesis, and training a tree-based neural synthesizer to use these idioms during code generation. We apply the method to SQL generation as done in Chapter 4, and on a Python-based dataset. This work was previously published as Shin et al. (2019).
Part I

Synthesis from Input-Output Examples
Chapter 2

Synthesis with Inferred Execution Traces

In this chapter, our goal is to enable better synthesis of imperative programs. Much prior work in program synthesis has focused on declarative and functional programs, such as SQL that we will address in Chapter 4 or regular expressions used in text editing. However, the most common programming languages are imperative, and many kinds of algorithms are most easily expressed imperatively, but it is especially challenging to reason about control-flow constructs like loops and conditionals.

Having access to additional structured information such as execution traces would make the synthesis easier. In an execution trace, we have access to the operation used at each step of execution, and the state of the program’s environment at that time. While execution traces can provide highly detailed guidance for a program synthesis method, they are more difficult to obtain than more basic forms of specification such as input-output examples. Therefore, we use the insight that we can split the process into two parts: infer traces from input-output examples, then infer programs from traces. Through this, we achieve state-of-the-art performance on the Karel program synthesis domain.

2.1 Introduction

End-to-end neural approaches have been particularly successful in perceptual domains like computer vision where designing intermediate representations is a big challenge. In contrast, within program synthesis, there exists a great deal of structure and auxiliary information the model could learn to exploit in addition to the typically used input/output examples. An example is program execution traces, which have also been used to great effect by prior work (Kaiser and Sutskever 2015; Wang et al. 2018).

Given that an execution trace can be a strict superset of an input-output example, intuition suggests that program synthesis from execution traces should be easier than synthesis from I/O examples. Since we can replay an execution trace with the interpreter to obtain detailed information about the program state at each step, a trace-based synthesis model can rely upon the interpreter to handle the semantics of the DSL’s operations, and focus more on how to infer control flow

---

1The material in this chapter is based on Shin et al. (2018b).
constructs by reconciling different paths taken in different inputs. However, execution traces are difficult to obtain as they are much more challenging for the end user to specify, so it is hard to reap their benefits.

In this chapter, we use our intuition that if encoder-decoder neural networks can synthesize programs from input-output examples, they should also be able to infer execution traces. Thus, we can split the problem into two steps: use input/output examples to infer execution traces, and then use execution traces to infer the program. Our empirical results show that this modification leads to state-of-the-art results on the Karel (Pattis 1981) program synthesis task, improving upon Bunel et al. (2018) from 77.12% to 81.3% accuracy.

Our analysis shows greater accuracy on programs of varying lengths and complexities, demonstrating the general utility of the approach. This is despite the fact that we only use straightforward maximum likelihood training, which is easier to tune than reinforcement learning methods of prior work. Nevertheless, as our method is largely orthogonal to prior techniques like reinforcement learning, our research suggests useful future directions for further improving the accuracy of neural program synthesis.

2.2 Karel Domain for Program Synthesis

```
Prog p := def main():s
Stmt s := while(b):s | repeat(r):s | s1;s2
          | a | if(b):s | if(b):s1else :s2
Cond b := markersPresent() | leftIsClear()
          | rightIsClear() | frontIsClear() | not(b)
Action a := move() | turnLeft() | turnRight()
          | pickMarker() | putMarker()
Cste r := 0 | 1 | ··· | 19
```

Figure 2.1: The syntax of the Karel DSL as used in the dissertation. Figure from Devlin et al. (2017a).

Karel is an educational programming language (Pattis 1981), used for example in Stanford CS introductory classes and the Hour of Code initiative. It features an agent inside a grid world, where certain cells can contain markers or walls (but not both); the agent cannot enter cells where there is a wall. The agent can take the following actions:

- moving forward (move),
• turning left or right (\texttt{turnLeft}, \texttt{turnRight}),
• and modifying the world state by removing or adding \textit{markers} to the current location (\texttt{pickMarker}, \texttt{putMarker})

Karel programs, which are imperative, can contain branching statements (\texttt{if}, \texttt{ifElse}), while loops which execute as long as a condition is true, and \texttt{repeat} loops which execute for a fixed number of repetitions. The following conditions are available: whether the cell at the agent’s location contains markers (\texttt{markersPresent}), and whether there are any walls nearby (\texttt{frontIsClear}, \texttt{leftIsClear}, \texttt{rightIsClear}).

Devlin et al. (2017a) introduced the use of the Karel domain for program \textit{induction}, where a neural network learns to represent a program; in this work, we tackle Karel program \textit{synthesis}. The goal in this domain is to learn how to generate a program in the Karel DSL given a small set of input and output grids. Formally, we are given a set of $n$ input-output world pairs $\{(I_1, O_1), \ldots, (I_n, O_n)\}$, with some hidden program $\pi$ which satisfies the property that executing $\pi$ in $I_1$ results in $O_1$, $I_2$ results in $O_2$, and so on. Our task is to recover $\hat{\pi}$ by observing the $n$ input/output pairs, such that $\hat{\pi}$ is semantically equivalent to $\pi$; in other words, $\hat{\pi}$ should have the same effect as $\pi$ on any input world, but they do not need to be textually equivalent. However, note that the problem is under-specified: with $n$ input-output pairs, it is not possible to disambiguate among all possible $\pi$, so the model needs to pick the most promising among the possibilities.

The methods in this chapter are based on Bunel et al. (2018), which applied a neural encoder-decoder approach to Karel program synthesis, similar to the work of Devlin et al. (2017b) and Parisotto et al. (2016) which was for a string-editing domain. Bunel et al. (2018) used both supervised learning with a randomly-generated synthetic dataset to train their model, as well as a reinforcement learning-based approach to further improve the model’s program synthesis accuracy. As part of their work, they have developed a deep learning architecture for Karel program synthesis which we use as the basis for our approach.

### 2.3 Approach

#### 2.3.1 Motivation

Past work in program synthesis, program induction, program repair, and other applications of machine learning related to programs have explored the benefits of learning using \textit{execution traces}. For example, in program induction, the Neural Programmer-Interpreter (Reed and de Freitas 2016) receives execution traces as supervision, and can learn complex tasks more quickly and accurately; given recursive traces, it can exhibit perfect generalization (Cai et al. 2016). Other program induction models such as the Neural Turing Machine (Graves et al. 2014) and Neural GPU (Kaiser and Sutskever 2015) have the harder task of learning directly from input/output examples, and thus need a very large amount of training data and careful hyper-parameter tuning. In program repair, Wang et al. (2018) improve upon baseline methods by learning models that use execution traces. Ellis et al. (2018b) and Ganin et al. (2018) generate execution traces for the purposes
of inverse graphics. Even for generative modeling of images, learning to generate the picture incrementally and additively (similar to execution traces in our setting) has been able to improve performance (Gregor et al. 2015).

We hypothesize that any program synthesis model must be able to internally reason about the semantics of the DSL and in particular the atomic operations. For example, in the Flash Fill system (Gulwani 2011), this knowledge is explicitly specified by the system’s creators. In contrast, neural program synthesis methods need to learn both the semantics of the DSL and how to synthesize programs in the DSL entirely from the training data.

Even beyond the past work using traces and our hypothesis above, our intuition as programmers suggests that it should be easier to synthesize a Karel program given not only the input-output examples, but also the list of steps taken by the correct program to transform the input into the output. However, it is impractical to expect an end user specifying the desired program to also provide the correct execution trace for the program, since devising the trace is almost as much work as writing the actual program itself.

However, if neural networks can learn to synthesize programs from input/output examples as shown by Bunel et al. (2018) and others, it follows that they should also be able to synthesize the execution trace from input/output examples. Indeed, we can expect this to be an easier problem given that the execution trace does not contain any control flow constructs. Furthermore, as the model iteratively generates the execution trace, we can evaluate the partial trace with the Karel interpreter and provide its internal state to the model to help guide the model’s next output.

Once we have a model that can recover the correct execution trace from the input/output examples for a desired program, it becomes possible to train and use a program synthesis model that takes both input/output examples and corresponding execution traces as the program specification. By including information extracted from the Karel interpreter as we run the execution trace about the current state of the world at each point in the trace, the program synthesis model has less need to internally reason about the program’s semantics as some of that work is effectively offloaded to the Karel interpreter.

In the subsequent sections, we detail how we built two models to split the Karel program synthesis problem (“I/O → CODE”) into two parts: I/O → TRACE, then TRACE → CODE.

### 2.3.2 Predicting execution traces from input/output pairs

In this chapter, an execution trace refers to an ordered set of actions: \((action_1, ..., action_T)\). In the case of Karel, actions are move, turn\{Right, Left\}, \{put, pick\}Marker. For a given original training example \((\pi, \{(I_1, O_1), ..., (I_N, O_N)\})\), we can generate \(N\) training examples \((I_1, O_1, (action_1), ..., (action_T))_1, ..., (I_N, O_N, (action_1), ..., (action_T))_N\) for trace prediction by running \(\pi\) on these I/O pairs and recording the actions taken by the program. Thus, if the original training data contained \(K\) examples where each example contained \(N\) I/O pairs, then we obtain a I/O pair to trace dataset of \(K \cdot N\) examples suitable for supervised learning.

Figure 2.2 shows the deep learning model architecture we used for this task. To encode the input/output examples, we use a convolutional neural network with a final fully-connected layer, taken from Bunel et al. (2018). To generate the sequence of actions, we use a two-layer LSTM
2.3.3 Synthesizing programs from input/output examples and execution traces

To create a model which uses both a set of input/output examples and execution traces for generating the desired program, we started with the architecture from Bunel et al. (2018) and extend it to also take the execution trace as an input. Specifically, we add a bidirectional LSTM to the architecture which is responsible for producing an embedding of the execution trace for each step in the trace.

Given an execution trace \((a_{1,n}, ..., a_{T,n})\) and an initial state \(s_{1,n} := \text{Init} \) for the \(n\)th input/output example, we can use the Karel interpreter to replay the actions to obtain \(s_{2,n}, \ldots, s_{T+1,n}\). For Karel, each state contains the full grid world and the objects within it: the location of the agent, its orientation, the current number of markers in each cell, and the locations of walls (which cannot be manipulated by the agent and therefore do not change through the course of execution). Given the mismatch in lengths, and also given that the actions semantically occur in between the states, we interleave the two to create an input of length \(T + (T + 1) = 2T + 1\):
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Figure 2.3: Architecture of TRACE $\rightarrow$ CODE model. We follow the architecture in Bunel et al. (2018), but add an execution trace input.

$(state_{1,n}, action_{1,n}, state_{2,n}, \ldots, action_{T,n}, state_{T+1,n})$.

To provide this input to the bidirectional LSTM, we embed $state_{t,n}$ and $action_{t,n}$ in the following way. For each state, we evaluate the four conditionals ($markersPresent$, $frontIsClear$, $leftIsClear$, $rightIsClear$) that can influence the program’s flow of execution, embed each boolean value and concatenate them. For each action, we look up the corresponding embedding from a table. Both sets of embeddings are randomly initialized and learned. We will denote the $2T + 1$ outputs for the $n$th trace from the bidirectional trace LSTM as $T_{1,n}, \ldots, T_{2T+1,n}$.

We also tried a variant where the input consists of $T + 1$ elements. First, we append appending a final $</s>$ to the list of actions: $action_{T+1,n} = </s>$, to make the lengths match. We then embed each $state_{t,n}$ and $action_{t,n}$, and then concatenate the embeddings together. In addition to the conditional values, we also tried providing an embedding of the grid itself to the LSTM, using a similar convolutional neural net as used to encode each grid in the I/O $\rightarrow$ TRACE model. However, we found that both variants were inferior compared to the method described in the previous paragraph.

Following Bunel et al. (2018), we also encode each input/output example using a convolutional neural network with a final fully-connected layer. We generate the program one token at a time with a decoder LSTM. As in Bunel et al. (2018) and Devlin et al. (2017b), we run a separate LSTM for each input/output pair; the LSTMs have separate states but shared weights. At decoding step $i$, the LSTM for the $n$th input/output example receives the concatenation of following:
• an embedding of the token generated in step \( i - 1 \), or of \( \langle s \rangle \) at step 0 (the start of decoding)
• the input-output pair embedding for \((I_k, O_k)\),
• the context vector \( c_{i-1,n} \) for step \( i - 1 \): a weighted sum of \( T_{1,n}, \ldots, T_{2T+1,n} \), computed using a multiplicative attention mechanism based on \( o_{i-1,n} \), the LSTM’s output at step \( i - 1 \). Note that \( c_{0,n} = 0 \).

We obtain the decoder LSTM output \( o_{i,n} \) for each of the \( N \) input/output pairs, compute the context vector \( c_{i,n} \) as described above, and concatenate them to obtain \( \tilde{o}_{i,n} = \text{Concat}(o_{i,n}, c_{i,n}) \). To compute the logits over the \( i \)th program token, we compute \( W \cdot \text{MaxPool}(\tilde{o}_{i,1}, \ldots, \tilde{o}_{i,N}) \), where \( W \in \mathbb{R}^{v \times d} \), and \( v \) is the size of the output vocabulary. See Figure 2.3 for a visual depiction of the overall architecture.

To train this model, we tried two different sources of supervision. Recall that each entry in the provided training data consists of a program \( \pi \) and 5 input-output pairs \( \{(I_1, O_1), \ldots, (I_5, O_5)\} \). First, we can execute \( \pi \) on \( I_1, \ldots, I_5 \) to obtain the execution trace on each input; we refer to this trace as the gold trace. However, we will not have access to the gold trace when we wish to actually use this model for program synthesis from input/output examples.

Second, we can use the I/O \( \rightarrow \) Trace model from Section 2.3.2 to infer a valid trace for the given input-output pair; we refer to this trace as the inferred trace. Unfortunately, this model does not always succeed at recovering a correct trace for the input-output pair, in which case we substitute a trace containing a single \text{UNK} action and two grid states, the input grid and the output grid. Furthermore, the trace may deviate from the actions taken by the true program even if the final state is identical, as certain actions can be permuted without any effect on the output (such as turnLeft and pickMarker), and certain sequences of actions (such as turnLeft then turnRight) are no-ops. Nevertheless, we will only have access to the inferred trace at inference time, so it is useful to match the training and test distributions more closely.

### 2.4 Experiments

#### 2.4.1 Training dataset and procedure

To train and test our models, we used the same dataset as Bunel et al. (2018), from [https://bit.ly/karel-dataset](https://bit.ly/karel-dataset). The training dataset consists of 1,116,854 entries, and the test dataset contains 2,500 entries. Each entry in the dataset contains a Karel program and 6 input-output pairs which satisfy that program. For training the I/O \( \rightarrow \) Trace model, we used all 6 input-output pairs within each entry for a total of 6,701,124 training traces. For training the Trace \( \rightarrow \) Code model (and our reimplementation of the I/O \( \rightarrow \) Code model from Bunel et al. (2018)), we randomly sample 5 out of the 6 input/output examples (and corresponding traces) each time we sample an entry from the training data. In general, we endeavored to follow the training regime from the prior work as closely as possible, although we discovered that SGD with gradient clipping worked better than Adam for training the models. For all of the evaluations of Trace \( \rightarrow \) Code we used beam search with size 50.
Given that each program in the test data comes with 6 input-output pairs, but we use 5 of them for specifying the program to the model, so only 1 input-output pair remains for purposes of testing whether the predicted program is semantically equivalent to the ground truth program. To enable more thorough testing, we used the method described in Chapter 3\(^2\) to generate 99 more input/output pairs for each of the 2,500 test programs.

### 2.4.2 Performance metrics

When evaluating the model, we use beam search both to get outputs that have higher log likelihood than what can be obtained with greedy decoding, and also to obtain multiple candidate sequences. As such, we use multiple criteria to report the performance of the models.

First, for purposes of comparison, we have the same metrics as used by the prior work: **Top-K Exact Match**, which measures how often one of the top K output programs of the model textually matches the original program exactly; and **Top-K Generalization**, which denotes the fraction of test instances for which one of the top K output programs will have the correct behavior across the 5 input/output examples used to specify the program to the model, as well as the held-out 6\(^{th}\) input/output example.

As an alternative to these metrics, we suggest to use what we call **Top-K Model-Guided Search Accuracy**. In this metric, we consider the top K program outputs in order, from most likely to least likely. We test each candidate program on the 5 input/output examples that specify the program, and see if it works correctly on those 5. We return the first such program (the top-ranked one) as the solution, and then test it on the held-out 6\(^{th}\) program to report the accuracy. The motivation for this approach is two-fold. First, we already have the 5 I/O examples to specify the program for the model to produce, and so we might as well use them to filter any unsatisfactory outputs of the model, to reap the benefits of having a precisely checkable specification for the correct answer. Second, this metric is more comparable to other methods in the literature that use a search-based method for program synthesis, either with handwritten heuristics or with machine learning models (such as (Balog et al. 2016)); indeed, such methods will often try thousands or millions of candidate programs, rather than the comparatively small \(K = 50\) which we used for our experiments.

We also define additional metrics that use a larger number of input/output pairs to test a candidate program. **Top-K Generalization (N test input/output pairs)** measures the fraction of test instances for which one of the top K output programs performs correctly on the 5 specifying input/output examples as well as on all of \(N\) additional held-out input/output examples. **Top-K Model-Guided Search Accuracy (N test input/output pairs)** is a similar modification to Top-K Model-Guided Search Accuracy, which uses \(N\) held-out examples rather than just one. Note that, if we set \(N = 1\), then these metrics are the same as the ones defined in the earlier paragraphs. Increasing the number of test cases also diverges from the evaluation methodology of previous work, but reduces the amount of false positives on the generalization measure. However, when \(N\) is large, this metric may also be overly pessimistic; there may be many reasonable Karel programs which

\(^2\)Specifically, we followed the method in Section 3.3.2 but we attempted to simulate the observed empirical distribution for the number of cells with markers, the number of cells containing walls, and the number of markers in each marker-containing cell.
Table 2.1: Comparison of our best model with previous work from Bunel et al. (2018). “Gen.” stands for generalization accuracy.

<table>
<thead>
<tr>
<th></th>
<th>Top-1</th>
<th></th>
<th></th>
<th>Top-50</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>MLE (Bunel et al. 2018)</td>
<td>39.94%</td>
<td>71.91%</td>
<td>–</td>
<td>86.37%</td>
<td></td>
</tr>
<tr>
<td>RL_beam_div_opt (Bunel et al. 2018)</td>
<td>32.17%</td>
<td>77.12%</td>
<td>–</td>
<td>85.38%</td>
<td></td>
</tr>
<tr>
<td>I/O → CODE, MLE</td>
<td>40.1%</td>
<td>73.5%</td>
<td>84.6%</td>
<td>85.8%</td>
<td></td>
</tr>
<tr>
<td>I/O → TRACE → CODE, MLE</td>
<td><strong>42.8%</strong></td>
<td><strong>81.3%</strong></td>
<td><strong>88.8%</strong></td>
<td><strong>90.8%</strong></td>
<td></td>
</tr>
</tbody>
</table>

Table 2.2: Evaluation of I/O → CODE and I/O → TRACE → CODE with varying numbers of test cases.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>N = 1</td>
<td>I/O → CODE</td>
<td>73.5%</td>
<td>84.6%</td>
<td>86.2%</td>
</tr>
<tr>
<td></td>
<td>I/O → TRACE → CODE</td>
<td>81.8%</td>
<td>88.5%</td>
<td>90.7%</td>
</tr>
<tr>
<td></td>
<td>I/O → CODE</td>
<td>56.8%</td>
<td>63.0%</td>
<td>72.8%</td>
</tr>
<tr>
<td></td>
<td>I/O → TRACE → CODE</td>
<td>62.6%</td>
<td>66.0%</td>
<td>77.0%</td>
</tr>
<tr>
<td>N = 50</td>
<td>I/O → CODE</td>
<td>55.6%</td>
<td>61.7%</td>
<td>71.7%</td>
</tr>
<tr>
<td></td>
<td>I/O → TRACE → CODE</td>
<td>61.3%</td>
<td>64.6%</td>
<td>75.6%</td>
</tr>
<tr>
<td>N = 100</td>
<td>I/O → CODE</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

satisfy the 5 input-output pairs used to specify the desired program, but the model may have picked one different from the ground truth program which also has different behavior on some inputs.

2.4.3 **Evaluation of I/O → TRACE → CODE**

In Table 2.1, we compare our best I/O → TRACE → CODE model (created by gluing together I/O → TRACE and TRACE → CODE) against the previous work of Bunel et al. (2018). We reimplemented their MLE model (labeled as I/O → CODE), obtaining slightly better results compared to theirs.

We note that we did not implement the RL_beam_div_opt training method of Bunel et al. (2018), and so our results are all based on MLE training. Nevertheless, our I/O → TRACE → CODE method outperforms all others on all metrics, including the best result in Bunel et al. (2018). We anticipate that using reinforcement learning methods (such as RL_beam_div_opt) can improve our method’s accuracy even further.

In Table 2.2, we compare our reimplementation of Bunel et al. (2018) with our method. As in the previous table, our method I/O → TRACE → CODE is ahead of I/O → CODE on all metrics. When we increase N to 100, our method’s top-1 generalization and top-50 guided search accuracy
Table 2.3: Comparing performance on different slices of data.

<table>
<thead>
<tr>
<th>Slice</th>
<th>% of dataset</th>
<th>I/O → CODE</th>
<th>I/O → TRACE → CODE</th>
<th>∆%</th>
</tr>
</thead>
<tbody>
<tr>
<td>No control flow</td>
<td>26.4%</td>
<td>100.0%</td>
<td>100.0%</td>
<td>+0.0%</td>
</tr>
<tr>
<td>Only Conditions</td>
<td>15.6%</td>
<td>87.4%</td>
<td>91.0%</td>
<td>+3.6%</td>
</tr>
<tr>
<td>Only Loops</td>
<td>29.9%</td>
<td>91.3%</td>
<td>94.3%</td>
<td>+3.0%</td>
</tr>
<tr>
<td>With all control flow</td>
<td>73.6%</td>
<td>79.0%</td>
<td>84.8%</td>
<td>+5.8%</td>
</tr>
<tr>
<td>Program length 0-15</td>
<td>44.8%</td>
<td>99.5%</td>
<td>99.5%</td>
<td>+0.0%</td>
</tr>
<tr>
<td>Program length 15-30</td>
<td>40.7%</td>
<td>80.8%</td>
<td>86.9%</td>
<td>+6.1%</td>
</tr>
<tr>
<td>Program length 30+</td>
<td>14.5%</td>
<td>48.6%</td>
<td>61.0%</td>
<td>+12.4%</td>
</tr>
</tbody>
</table>

Table 2.4: Evaluation of I/O → TRACE models.

<table>
<thead>
<tr>
<th></th>
<th>Top-1</th>
<th>Top-10</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Exact Match</td>
<td>Correct</td>
</tr>
<tr>
<td>No grids</td>
<td>58.7%</td>
<td>92.5%</td>
</tr>
<tr>
<td>LGRL</td>
<td>57.6%</td>
<td>94.8%</td>
</tr>
<tr>
<td>PResNet</td>
<td>57.8%</td>
<td>95.2%</td>
</tr>
</tbody>
</table>

declines by about 25% relative (17.9 and 22.9 percentage points respectively), whereas top-50 generalization accuracy declines by about 17% relative. We can see that when \( N \) is large, guided search does not help as much, since the model will often predict a program which is correct on the 5 specifying input/output pairs but which fails to generalize.

We also analyzed how models performed on various slices of the test data in Table 2.3: programs with no control flow (only actions); programs with conditionals (if or ifElse) but not loops (repeat or while); programs with loops but no conditionals; and programs containing at least one control flow element. We also partitioned the data depending on the length of the gold program into three buckets.

We can observe that I/O → TRACE → CODE improves upon I/O → CODE within every slice of the data. The magnitude of the improvement is most significant on long programs, which provides supporting evidence for our hypothesis in that the I/O → CODE model would need to internally keep track of the Karel state but have trouble doing so.

2.4.4 Evaluating I/O → TRACE and TRACE → CODE separately

For the first part of our approach (I/O → TRACE), in Table 2.4 we show results of predicting the 5 execution traces from the 5 input/output examples used to specify a Karel program synthesis task. In this table, we consider a result to be correct if all 5 predicted traces transform the corresponding
Table 2.5: Evaluation of Trace → Code models.

<table>
<thead>
<tr>
<th>Train traces</th>
<th>Test traces</th>
<th>Exact Match</th>
<th>Correct</th>
<th>Guided Search</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gold</td>
<td>Inferred</td>
<td>39.2%</td>
<td>76.5%</td>
<td>81.8%</td>
</tr>
<tr>
<td>Inferred</td>
<td>Inferred</td>
<td>42.8%</td>
<td>81.3%</td>
<td>88.8%</td>
</tr>
<tr>
<td>Gold</td>
<td>Gold</td>
<td>54.0%</td>
<td>86.4%</td>
<td>92.4%</td>
</tr>
</tbody>
</table>

input states to the output states when executed in the Karel interpreter. As discussed in Section 2.3.2, there exists many possible execution traces which transform a given input state to the output state; therefore, the exact match accuracy is much lower than the correctness metric.

The LGRL model uses the same architecture for convolutional encoder as in Bunel et al. (2018). We also augmented it with residual connections between layers, results for which are reported as PRESNET model. Furthermore, to confirm that the interpreter’s current state helps the I/O → Trace model produce correct traces, we have trained a variant (“No grids”) which omits the inputs of the grid state.

For the second part (Trace → Code), Table 2.5 compares a model trained on gold traces against one trained on inferred traces from the best I/O → Trace model. Due to the distributional differences between the gold and inferred traces, the model trained on gold traces does poorly on inferred traces.

We also tried an evaluation using the gold execution traces from the test set. As discussed earlier in Section 2.3.3, the gold execution traces would not normally be available at test time, so this evaluation serves as a hypothetical comparison against our main result.

2.5 Related Work

Program synthesis from examples. There have been several practical applications of programming by example based on search techniques and carefully crafted heuristics, such as Gulwani (2011). More recent work has started to apply deep learning for program synthesis from examples such as RobustFill (Devlin et al. 2017b), DeepCoder (Balog et al. 2016), Neuro-Symbolic Program Synthesis (Parisotto et al. 2016), and Deep API Programmer (Bhupatiraju et al. 2017). Gaunt et al. (2016) provides a comparison of various program synthesis from examples approaches on different benchmarks, showing limitations of existing gradient descent models. Bunel et al. (2018), which also uses the domain of synthesizing Karel programs from examples, learns to predict the correct program with a deep learning model by leveraging the syntax constraints of the program language and training via reinforcement learning to generate more consistent programs.

Leveraging interpreters for inverse graphics. In recent years, there has been work on learning semantics of interpreters for inverse graphics with neural networks: learning how to control a
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drawing engine to reproduce a given picture, or in other words, recovering its underlying structure. In Ellis et al. (2018b), the authors first infer the execution trace of a drawing program and leverages a generic program search algorithm on the trace. Ganin et al. (2018) instead simultaneously uses techniques from reinforcement learning and adversarial training to teach an agent how to generate a program which renders the desired image. These methods provide evidence that having explicit prediction of traces or steps aids in learning the semantics of an interpreter, which is an important component of program synthesis.

**Execution-guided program synthesis.** Concurrent with and after the publication of Shin et al. (2018b), other work has used program states and interpreters in program synthesis. Zohar and Wolf (2019) synthesize array-manipulation programs (similar to Balog et al. (2016)) by using a neural network to repeatedly predicting the next statement in the program given the current state, and executing it to obtain a new state. Ellis et al. (2019) takes a similar approach but within an MDP formalism, using string-editing programs and CAD programs for building 3D models as evaluation domains. However, neither of these methods generate programs with loops or conditionals. Chen et al. (2018) also generates programs for Karel, including loops and conditionals, by sequentially predicting the next statement given the current state.

### 2.6 Discussion

From our results, we consider confirmed our hypothesis that it is beneficial to use traces for explicitly training a model that learns the semantics of interpreter, separately from the task of synthesizing the code for the correct program.

Interestingly, the predicted trace and gold trace fail to match exactly in half of the cases even though the predicted trace is correct. Indeed, the $\text{TRACE} \rightarrow \text{CODE}$ model trained on gold traces doesn’t perform as well on inferred traces. That said, when we evaluated $\text{TRACE} \rightarrow \text{CODE}$ on gold traces at validation time, it outperformed the model trained on inferred traces. Since $\text{I/O} \rightarrow \text{TRACE}$ independently predicts traces for each input-output pair, we hypothesize that they lack consistency with each other compared to the gold traces. Thus, for future work we suggest to investigate inferring the execution trace for a given input-output pair, conditioned on already generated execution traces for the same underlying program but on different input-output pairs. We also noticed that the $\text{TRACE} \rightarrow \text{CODE}$ model trained on predicted traces performed much worse when evaluated on gold traces compared to predicted traces. This phenomenon suggests that training a $\text{TRACE} \rightarrow \text{CODE}$ model with multiple options of traces sampled from $\text{I/O} \rightarrow \text{TRACE}$ and from gold traces may improve the model’s resilience and further improve the accuracy.

We also leave for future work exploring usage of reinforcement learning objectives (similar to Bunel et al. (2018)) for the training of these models. We see two possible ways of applying these objectives: training $\text{I/O} \rightarrow \text{TRACE}$ and $\text{TRACE} \rightarrow \text{CODE}$ models separately with the reward of passing unseen tests; and training $\text{I/O} \rightarrow \text{TRACE}$ and $\text{TRACE} \rightarrow \text{CODE}$ models jointly end-to-end, where traces are decoded into symbolic form and reinforcement learning allows propagation of learning signals between the two parts.
Chapter 3

Synthetic Datasets for Neural Program Synthesis

In the previous chapter, we demonstrated a method to synthesize imperative programs by first predicting the execution trace that the program should take from input-output examples, and using it to predict the program itself, including loops and conditionals. To train the two $\text{I/O} \rightarrow \text{TRACE}$ and $\text{TRACE} \rightarrow \text{CODE}$ models which perform these tasks, we need a large amount of training data for supervised learning. We used the same dataset from prior work containing more than a million training instances, where each instance contains input-output pairs and a correct program for those pairs.

In many applications of machine learning, having access to a large amount of high-quality data is critical for success. For neural program synthesis from input-output examples, we are fortunate in that we can generate large amounts of training data synthetically; first randomly generate the code for a program, then some inputs suitable for this program, and execute the program on these inputs to obtain corresponding outputs. Since we can repeat this to generate as much data as much as we like, we might hope that we will avoid typical problems caused by insufficient data, such as overfitting and failure to generalize to new examples. In this chapter, we empirically demonstrate that the precise methodology used is critical.

First, we show that a model trained on an existing dataset, with about 40% accuracy on the corresponding test set, fails when we re-sample the input-output pairs from various “narrow” distributions. Then, when we re-generate and re-train the model on training data where we explicitly ensure uniformity on various salient random variables, the accuracy recovers almost completely. Furthermore, when we test on a small challenge test set consisting of difficult real-world problems, we can improve accuracy by about $1.75 \times (11.1\% \text{ to } 19.4\%)$ by training on this new training set.

\footnote{The material in this chapter is based on Shin et al. (2018a).}
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3.1 Introduction

In neural program synthesis and neural program induction, as large manually-curated datasets do not exist, the typical approach is to train models on large synthetically generated datasets. Presumably, if a model can accurately predict arbitrary program outputs (for induction) or programs in the DSL (for synthesis) then it has likely learnt the correct algorithm or DSL semantics.

Although this approach has led to some impressive synthesis results in many domains, synthetically generating datasets that cover all DSL programs and the corresponding input space can be problematic, especially for more complex DSLs like Karel the Robot (Pattis 1981) which includes complex control-flow primitives (while loops and if conditionals) and operators. Likewise, for induction tasks, the sampling procedure for program specifications may lead to undesirable biases in the training distribution that inhibit strong generalization.

In this chapter, we consider two problem settings. The first is the Karel domain and the program synthesis model from Bunel et al. (2018). We identify many distributions of input examples and DSL programs for which the Karel synthesis model performs poorly. The second problem setting is a program induction problem in which a model is trained to execute and predict the output of simple arithmetic expressions, which we denote the Calculator domain; for this domain, we considered common synthetic data generation strategies including one from tensor2tensor (Vaswani et al. 2018), an open-source deep learning library. Upon analysis, we find evidence of undesirable artifacts resulting from certain biases in the generation algorithm.

Our results indicate that models trained with common methodologies for synthesizing datasets fail to learn the full semantics of the DSL, even when they perform well on a test set, and suggest the need of a more principled way to generate synthetic datasets. For some program and input distributions, the state-of-the-art neural synthesis models perform quite poorly, often achieving less than 5% generalization accuracy. We develop a new methodology for creating training distributions over programs in the DSL to mitigate some of these issues. Moreover, unlike previous works that have ignored considering the distributions over input space, we show that input distributions also play a significant role in determining the synthesizer performance. Our methodology involves defining the distribution over DSL programs and input space using a set of random variables to encode much of the valuable features which describe the data, e.g. in the Karel domain, the amount of control flow nesting in programs or the number of markers present in the inputs.

Our methodology allows us to identify several specialized distributions over the input space and Karel programs on which the neural program synthesis models (Bunel et al. 2018) perform poorly when trained on traditional program and input distributions, and tested on our new distributions. From this, we design new training distributions by ensuring greater uniformity over the random variables in our methodology. By retraining the same architecture on these new training data distributions, we observe a greater ability to generalize, with significant improvements when evaluated on the aforementioned test sets. We also observe similar improvements in the Calculator domain as well.

This chapter makes the following key contributions:

- We propose a new methodology to generate different desirable distributions over the space of
datasets for program induction and synthesis tasks.

- We instantiate the methodology for the Karel and Calculator domains and show that model generalization is worse on datasets generated by our technique.
- We then retrain models in both domains and demonstrate that models achieve greater overall generalization performance when trained on datasets generated with our methodology.

### 3.2 Data Generation Methodology

Currently, automated data generation focuses in large part on a constructive process, whose parameters can be tuned. We propose a complementary approach in which we perform a subsequent filtering step on this process to ensure that the resulting distribution has certain properties.

We define a *salient* random variable as one whose distribution in the final dataset is of interest. In the case of program synthesis, we consider two kinds of salient variables: variables denoting important features of a program in the given DSL, such as its length and degree of nesting; and variables denoting features for the input space.

In many cases, we can modify our sampling procedure to ensure a desirable distribution of a particular salient variable. However, for some salient variables, it is infeasible to tune the parameters of a given sampling procedure in order to obtain a desired distribution for that salient variable. For example, if we sample programs directly from a context-free grammar, it is difficult to control the distribution of various salient variables such as program length, degree of nesting, etc. This is a notable problem in both the Karel and Calculator domains.

Furthermore, within the context of program synthesis specifically, there is often an additional challenge: not all inputs are valid for all programs. For example, in the Karel domain, an input for a given program would be invalid if the program attempts to perform illegal actions for that input (such as `move` into walls or `pickMarker` in a cell containing no markers). The requirement that the program/input pairs suit each other itself acts as an unpredictable filter that makes it difficult to ensure uniformity of salient variables by tuning generation parameters.

As such, we propose a methodology for randomly sampling a dataset \( \mathcal{D} \) (consisting of elements of \( \mathcal{S} \)) while ensuring that a given salient variable \( \nu : \mathcal{S} \to \mathbb{X} \) (where \( \mathbb{X} \) is finite and discrete), denoted as a random variable \( X = \nu(s) \), has a uniform distribution throughout \( \mathcal{D} \). To do this, we first sample an example \( s \sim q(\cdot) \) from an original distribution \( q \). We then add \( s \) to \( \mathcal{D} \) with probability \( g(s) \), where

\[
g(s) = \left( P_q[X = \nu(s)] + \epsilon \right)^{-1} \left( \min_{x \in \mathbb{X}} P_q[X = x] + \epsilon \right),
\]

with \( P_q[X] \), the probabilities induced over \( X \) via \( q \), calculated empirically based on counts computed with past samples drawn from \( q \). We repeat the above until \( \mathcal{D} \) is of a desired size. For full pseudocode see Section A.1.1 in the appendix.

We use \( \epsilon \in \mathbb{R}^+ \) as a hyperparameter to trade off the runtime of the above procedure with the level of \( X \)'s uniformity in \( \mathcal{D} \). In Section A.1.2 (in the Appendix), we provide a probabilistic bound on the uniformity of \( X \) in the resulting distribution, for the case where \( \epsilon = 0 \). Also, for when \( \epsilon > 0 \),
GridWidth: $m$
GridHeight: $n$
Markers: $\{(i,j,k)\}_l$
Walls: $\{(i,j)\}_t$
KarelLoc: $(i,j)$
Orientation: $d \in \{N, S, E, W\}$
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Figure 3.1: A declarative specification of the space of valid input worlds for Karel programs.

we can show that drawing a single sample is possible in $O(\frac{1}{\varepsilon})$ calls to the original sampler (proof in Section A.1.3, with empirical experiments in Section A.1.4 and A.1.5). Increasing $\varepsilon$ increases the algorithm’s speed, at the cost of allowing the distribution of $X$ in $D$ to further diverge from uniform.

3.3 Application to Karel: Experiments with New Test Distributions

We use the same domain of Karel from Section 2.2, with the same set of statements and control-flow structures, and the same problem definition for program synthesis from $n = 5$ input-output pairs. Recall that in Karel, the program controls an agent which lives in a rectangular grid world; here, we further detail the the space of valid input worlds to Karel programs in Figure 3.1. As with Chapter 2 and Bunel et al. (2018), we assume a bound on the input grid size to be $2 \leq m, n \leq 16$. Each cell $(i, j)$ in a grid can either be empty, contain an obstacle (i.e. a wall, specified by the list Walls), or contain $k \leq 9$ markers (defined using the list Markers). The agent starts at some cell denoted by KarelLoc in the grid (which may contain markers but no obstacle) with a particular orientation direction denoted by Orientation.

In this section, we instantiate our abstract data generation methodology in Section 3.2 specifically for Karel to generate different test datasets. By imposing a more uniform distribution over the salient random variables when generating the input-output specifications and target programs which make up the test set, we observe much lower accuracies compared to the original test set.

3.3.1 Salient Variables in Karel

We devised the following salient random variables to describe the input space in Karel:

- **Grid size**: Dimensions of the grid in which Karel can act.
- **Marker ratio**: Fraction of cells with at least one marker.
- **Wall ratio**: Fraction of cells which contain a wall.
• **Marker count**: Number of markers that are present in a cell containing markers.

• **Number of grids**: Number of input-output pairs shown to the model to specify the desired program.

For the program space in the Karel DSL, we consider the following random variables:

• **Program size**: Size of the program in terms of number of tokens.

• **Control flow ratio**: Number of control flow structures appearing in the program.

• **Nested control flow**: The amount of control flow nesting in programs (e.g. while inside if).

### 3.3.2 Changing the Input-Output Distribution

We reproduced the encoder-decoder model of Bunel et al. (2018) and trained it using the provided synthetic training set with the teacher-forcing maximum likelihood objective. On the existing test set, our model achieves 73.52% generalization accuracy, slightly higher than the 71.91% accuracy reported in Bunel et al. (2018). Generalization accuracy denotes how often the model’s output is correct on both the 5 input-output examples shown to the model and the remaining held-out 6th input-output example.

To test how the model may be sensitive to changes in the input-output examples used to specify the program, we created new test sets by sampling new input grids and running them on each of the programs in the existing test set to obtain new input-output pairs. By keeping the programs themselves the same, we avoid inadvertent changes in the inherent difficulty of the task (the complexity of the programs to be synthesized).

#### Salient random variables with uniform distribution.

We first generated grids such that they would follow a distribution that is as uniform as possible in the salient features in Section 3.3.1. We used the following procedure to sample each grid: 1) sample the grid size (height and width) from $x, y \sim \mathcal{U}\{2, \ldots, 16\}$; 2) sample the marker ratio $r_{\text{marker}} \sim \mathcal{U}(0, 1)$ and wall ratio $r_{\text{wall}} \sim \mathcal{U}(0, 1)$; 3) for each cell $(i, j), 0 \leq i < x, 0 \leq j < y$ in the grid, sample $m_{i,j} \sim \text{Bernoulli}(r_{\text{marker}})$ and $w_{i,j} \sim \text{Bernoulli}(r_{\text{wall}})$; 4) if $m_{i,j} = 1$ and $w_{i,j} = 0$, sample marker count $m_{c,i,j} \sim \mathcal{U}\{1, \ldots, 9\}$, otherwise set $m_{c,i,j} = 0$; 5) place walls and markers in grid according to $w_{i,j}$ and $m_{c,i,j}$; 6) place Karel at a random location (not containing a wall) and with a random orientation. After generating 5 input grids for a given program, we ensure that the program does not crash on any of them and also check whether the 5 input grids exhibit complete branch coverage (i.e., each branch is taken by at least one of the 5 inputs). If either of these conditions are not satisfied, we discard all 5 grids and start over.

On this dataset, the model trained on existing data achieved generalization accuracy of only 27.9%, which was a drop of 44.6pp from the existing test set’s generalization accuracy of 73.52%.
Table 3.1: Generalization accuracies of the baseline model and a model trained on a uniform input-output distribution, on selected datasets. \( G, U, \) and \( A \) stand for \( \text{Geom}(0.5), \{1, \ldots, 9\} \) and \( 10 - \text{Geom}(0.5) \) respectively. See Section 3.3.2 for dataset generation details, and Section 3.4.1 for details about the Uniform model.

<table>
<thead>
<tr>
<th>( r_{\text{wall}} )</th>
<th>( r_{\text{marker}} )</th>
<th>( \Delta )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.05</td>
<td>0.05</td>
<td>+45.07</td>
</tr>
<tr>
<td>0.25</td>
<td>0.25</td>
<td>+68.89</td>
</tr>
<tr>
<td>0.65</td>
<td>0.65</td>
<td>+68.95</td>
</tr>
<tr>
<td>0.85</td>
<td>0.85</td>
<td>+42.17</td>
</tr>
</tbody>
</table>

Salient random variables with narrow distributions. We further investigated the performance drop noted above by synthesizing “narrower” datasets that captured different parts of the joint probability space over the salient input random variables. For each narrow dataset, we selected \( r_{\text{wall}} \) and \( r_{\text{marker}} \) (both between 0 and 1) as well as a distribution \( D_{\text{marker count}} \) which would be the same for all I/O grids. Then, we follow the procedure below for each grid: 1) sample the grid size (height and width) \( x, y \sim U\{10, \ldots, 16\} \); 2) randomly choose \( x y \cdot r_{\text{wall}} \) cells to contain walls, and \( x y \cdot r_{\text{marker}} \) cells for markers; 3) sample \( mc_{i,j} \sim D_{\text{marker count}} \) for all cells \((i, j)\) chosen to contain markers; 4) place Karel at a random location (not containing a wall) and with a random orientation. In our experiments, we primarily used 3 different distributions for \( D_{\text{marker count}} \): \( \text{Geom}(0.5) \) truncated at 9, \( U\{1, \ldots, 9\} \), and \( 10 - \text{Geom}(0.5) \) which, when sampled, has a value equal to 10 minus a sample from \( \text{Geom}(0.5) \), truncated at 1.

The results are shown in Table 3.1 (row 1, “Baseline (%).”). We discovered that the most correlated factor with model performance was the distribution \( D_{\text{marker count}} \). A more negative skew consistently lowered model performance, and this effect was more pronounced at higher values of \( r_{\text{marker}} \).

3.3.3 Changing the Program Distribution

We will now examine how the existing model can surprisingly fail to perform well at synthesizing certain programs that are different from those in the existing validation and test sets.

Performance on complex DSL constructs. We examined whether or not the model could succeed in synthesizing programs which require nesting of conditional constructs. This was of interest since these programs were relatively rare in the training dataset. We generated an evaluation dataset comprised solely of programs that contained \texttt{while} inside \texttt{while} statements, and another dataset in which all programs had \texttt{while} inside \texttt{if} statements.\(^1\) We found that the model fared very poorly on these datasets, achieving only 0.64\% and 2.23\% accuracy respectively.

\(^1\)To avoid any negative effects from changes in the input-output distribution, we attempted to ensure that \( r_{\text{wall}}, r_{\text{marker}} \) and \( D_{\text{marker count}} \) matches that of the provided training and test sets.
**Table 3.2**: Results on programs only containing actions. The generalization accuracy on action-only programs in the existing test set is 99.24%. See Section 3.4 for details on Action-Only Augmented.

<table>
<thead>
<tr>
<th>Program length</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>16.00%</td>
<td>30.00%</td>
<td>44.24%</td>
<td>52.88%</td>
<td>56.56%</td>
<td>66.94%</td>
<td>67.16%</td>
<td>73.06%</td>
</tr>
<tr>
<td>Action-Only Augmented</td>
<td>20.00%</td>
<td>41.60%</td>
<td>52.24%</td>
<td>61.72%</td>
<td>63.04%</td>
<td>72.20%</td>
<td>72.74%</td>
<td>78.12%</td>
</tr>
</tbody>
</table>

**Programs only containing actions.** Intuitively, much of the difficulty in the Karel program synthesis task should come from inferring the control flow statements, i.e. `if`, `ifElse`, and `while`. Synthesizing a Karel program that only contains actions is intrinsically a much more straightforward task, which a relatively simple search algorithm (such as A* ) can perform well.

We performed an experiment using test datasets generated by enumerating action-only programs of various lengths. As there are five actions (`move`, `turnLeft`, `turnRight`, `putMarker`, `pickMarker`), there exist $5^L$ textually unique action-only programs for length $L$. We sampled up to 500 unique programs of lengths 1, 2, . . . , 8. For each program, we generated 10 specifications, each containing 5 input-output pairs. We sampled each input-output pair from the set of all input grids in the existing training data (of which there are 6.7 million), as to match its distribution as closely as possible.

Table 3.2 shows the results. Remarkably, even though the underlying programs have relatively low complexity, the model’s accuracy is lower on every one of these action-only test sets than the existing provided test set. The generalization accuracy grows as the program length becomes longer, even though those programs should be harder to synthesize.

Among the existing action-only programs in the test set, the model’s generalization accuracy on that subset is 99.24%. Given the surprising nature of this result, we investigated the difference between the action-only programs we generated, and those in the existing test set. We found that in the existing training and test sets, all programs contain at least two actions, and also contain at least one `move` action somewhere in the program. These and any undiscovered differences in the distribution of programs seem to have caused the gap in performance.

### 3.4 Application to Karel: Changing Training Distributions

In Section 3.3, we saw that the existing model performs much more poorly on certain test datasets that we constructed, compared to its performance on the existing test set as reported in Section 3.3.2. In light of the framework in Section 3.2, various imbalances of the salient random variables in the existing training data could have caused these gaps in performance. Then, a natural solution is to train using datasets constructed to avoid undesirable skews in the salient random variables, which should hopefully perform better across a variety of distributions.
3.4.1 Training Datasets with Uniform Input-Output Distribution

We generated a training dataset by taking the programs of the existing training set and synthesizing input-output pairs using the procedure described in Section 3.3.2. Furthermore, to make the “number of grids” salient variable uniform, we modify the training procedure by uniformly sampling a number between 1 and 5 for each mini-batch, and using that many input-output pairs to specify the program to the model. We trained a model on this data and then evaluated it on the same set of narrow distribution evaluation datasets as mentioned in Section 3.3.2. Table 3.1 and Figure 3.2 compares how this new model performs to the baseline model. The model trained on uniform input-output distributions maintains much higher generalization accuracy on the test sets of Section 3.3.2 than the baseline model. Note that the uniform input-output distribution is not simply a union of the tested distributions and is intended to cover all possible input specifications.

3.4.2 Real-world Benchmarks

We evaluated both the baseline model, and the uniform model described in the previous paragraph, on a set of 36 real-world Karel programming problems. This dataset was compiled from the Hour of Code Initiative and Stanford University’s introductory computer science course, CS106A, with the problems being hand-designed as educational exercises for students. We found that the baseline model got 4 correct (11.1%) while the uniform model got 7 correct (19.4%) when both models were trained with 5 shown input-output pairs, i.e., without making the “number of grids” salient variable uniform. This further demonstrates the uniform model’s increased ability to generalize to out-of-distribution datasets, including those which are of interest to humans. Both models’ accuracies are still low compared to the performance on the synthetically generated test set.

After further analysis, we believe the models face two challenges on the real-world test set:

1. many of the real-world problems require long programs to solve compared to the synthetic test set,
2. the specifications in the real-world examples always contains fewer than 5 input-output pairs, and often only a single one. However, the original training methodology for the model assumes that it is provided with a diverse set of 5 input-output pairs. When we modified the training procedure to vary the number of shown input-output examples as in Section 3.4.1, the baseline model got 12 correct (33.3%) and the uniform model got 11 correct (30.6%). This shows that the homogenization on the number of input-output pairs was effective. Overall, the real-world dataset’s input-output distribution was similar to the existing training dataset in terms of the salient random variables we homogenized, so it is unsurprising that the baseline model was able to outperform the uniform model, consistent with the results on the existing test set in Figure 3.2.

3.4.3 Augmenting Dataset with Action-only Programs

We observed in Section 3.3.3 that the model fails to do well on either action-only programs or programs with many control-flow statements. In the case of action-only programs, we found that the training data had been pruned to only include programs with at least two actions and at least one move, and in the case of programs with complex control flow, we found a similar sparsity in the train set.

As discussed in Section 3.2, the principled way to counteract this sparsity is to introduce uniformity into a set of salient variables. This methodology allows us to counteract both naturally sparse data (such as complex control-flow) and spurious data pre-processing (such as enforcing programs to have at least two actions).

In our case, we introduce uniformity into the length of action-only programs by synthesizing 20,000 programs of each length 1 to 20, by uniformly selecting tokens from the five action choices and generating input-output pairs with other salient random variables as close to the original training set as possible; we append these new programs to the original dataset to train a new model. Table 3.2 shows a clear improvement when homogenizing this salient random variable. The new model achieved 71.8% accuracy on the original test set, which is very close to the 73.52% accuracy of the baseline model.

3.4.4 Training Datasets with Narrowly Distributed Input-Output Examples

As done in for the uniform training dataset, we generated “narrow” training datasets by keeping the same programs as in the existing training data and replacing the input-output pairs with the process from Section 3.3.2.

We trained a variety of models and evaluated them on 12 datasets of different input-output feature distributions. Figure 3.3 summarizes the results of evaluating each model on each dataset by noting the performance of the model on the narrow dataset of the same type and the outcome on every other narrow dataset. For the models trained on the low variance datasets, we observed that they all consistently achieved between 60 and 70 percent accuracy on their own training distribution; however, the uniform model was able to achieve similar performance (between 57 and 80 percent accuracy) as shown in Table 3.1 and Figure 3.2. As such, we hypothesize that models
3.5 Application to Calculator

The Calculator task is given as follows: given an expression such as "5+4*(2+3)", compute the result modulo 10; in this case, 5. Calculator is a program induction task rather than a program synthesis task like Karel; nevertheless, creating data for the Calculator problem involves sampling from a context-free grammar. Additionally, Calculator is not as intricate a domain as Karel and thus we can more completely control the environment of data generation with less fear of lurking variables.

3.5.1 Calculator Environment

**Calculator model.** Similar to the work by Zaremba and Sutskever (2015), we implement an LSTM that parses calculator expressions on a character level. We perform a 10-class classification problem using a dense network on the final hidden state of the LSTM. The prediction is correct if it exactly matches the evaluation result of the expression, modulo 10.

**Distributions of Calculator tasks.** We propose 4 distributions for calculator tasks: direct CFG sampling (DCFG), tensor2tensor sampling (T2T), “runs” CFG sampling (RCFG), and balanced sampling (BAL).

Two of our distributions represent reasonable ways in which a researcher might choose to sample data. The first is DCFG, which involves returning a digit with some probability \((1 - p)\), or else recursively sampling two productions and combining them with a \(-\), \(\ast\), or \(+\), each with probability \(\frac{p}{3}\). This corresponds to a direct, weighted sampling of the CFG for the calculator grammar. The second is T2T, which is used by the tensor2tensor library to sample arithmetic expressions in one
It involves sampling a depth $d$, then ensuring that the resulting AST has depth $d$ by forcing a random side of the operation production to be sampled to $d - 1$ and the other side to be sampled to a depth $d' \sim U\{0, 1, \ldots, d - 1\}$.

The other two distributions represent potentially difficult or nonstandard problems that might appear in practical environments. RCFG is similar to DCFG but involves increasing the frequency of “runs” of the associative operations $+$ and $\ast$ by picking 2, 3, or 4 subexpressions and then combining them with the given symbol. BAL (balanced sampling) involves selecting a depth and then creating an AST that is a balanced binary tree at that depth. Importantly, regardless of sampling technique, redundant parentheses are removed. This is to increase the difficulty somewhat as order of operations needs to be established.

### 3.5.2 Salient Variables and Methodology

We use the following salient variables: length (rounded to the nearest even number), number of operations, number of pairs of parentheses, mean parenthesized depth, and maximum parenthesized depth. Parenthesized depth is defined for each digit and refers to the number of nested parentheses it is in. For example in $(1+2) \ast (3-4) + 5$, the 1, 2, 3, and 4 are at depth 1 while the 5 is at depth 0.

We constructed $2 \times (1 + 5)$ distributions in total, corresponding to a total of 2 task distributions, T2T and DCFG, which represent the “natural” sampling techniques a researcher might employ, and $1 + 5$ homogenization strategies, one unhomogenized and five homogenized corresponding to each salient variable with $\varepsilon = 0.025$. We then evaluated each model on a fresh evaluation set sampled from a mixture of the four unhomogenized distributions (T2T, DCFG, RCFG, BAL).

### 3.5.3 Results

The original performances and improvements created by homogenizing different random variables can be found in Table 3.3. On average, homogenizing the DCFG and T2T distributions caused the accuracy to increase by 5.00pp and 2.84pp, respectively.

We note that the Calculator domain is much simpler than Karel when considering both input complexity (grid worlds versus arithmetic expressions) and output complexity (a DSL program versus a single digit). Furthermore, the difference in distributions between the naive sampling approaches and the versions with one homogenized random variable are not as different in Calculator as what we observed in Karel (see Table 3.1 for the dramatic effect of $D_{\text{marker}}$). We hypothesize that it is this difference in complexity that explains the smaller (but still consistent) effect of homogenizing salient random variables in Calculator as compared to in Karel.

---

2[https://github.com/tensorflow/tensor2tensor/blob/8bd81e8fe9d1fa519255bcbe3e33c7ffa/tensor2tensor/data_generators/algorithic_math.py](https://github.com/tensorflow/tensor2tensor/blob/8bd81e8fe9d1fa519255bcbe3e33c7ffa/tensor2tensor/data_generators/algorithic_math.py)
Table 3.3: Improvements in Calculator performance over unhomogenized distributions when various homogenizations were applied. See Section 3.5 for details on performance metrics.

<table>
<thead>
<tr>
<th></th>
<th>Original</th>
<th>Length</th>
<th>Max Depth</th>
<th>Mean Depth</th>
<th>#Operations</th>
<th>#Parens</th>
</tr>
</thead>
<tbody>
<tr>
<td>T2T</td>
<td>83.83%</td>
<td>+4.35pp</td>
<td>+4.24pp</td>
<td>+2.14pp</td>
<td>+1.19pp</td>
<td>+2.32pp</td>
</tr>
<tr>
<td>DCFG</td>
<td>78.25%</td>
<td>+3.84pp</td>
<td>+5.92pp</td>
<td>+4.02pp</td>
<td>+6.72pp</td>
<td>+4.51pp</td>
</tr>
</tbody>
</table>

3.6 Related Work

In certain domains like computer vision and robotics, collecting high-quality real-world training data incurs significant cost, and so many researchers have investigated the use of large amounts of synthetic data. For example, Christiano et al. (2016), Peng et al. (2018), Pinto et al. (2018), and Bousmalis et al. (2018) aim to learn robotics policies that compensate for differences between the real world and the simulation. Within computer vision, Shrivastava et al. (2017) demonstrate learning from entirely synthetic images for gaze and pose estimation.

3.7 Discussion

We demonstrate that existing sampling methods for randomly generating input-output examples have unintended and overlooked distribution flaws in both the Calculator and the Karel domain. These flaws prevent models trained on these distributions from generalizing to other test distributions, even if the are very simple. To resolve these problems, we propose a robust strategy for controlling and evaluating the bias of synthetic data distributions over programs and specifications by defining certain random variables that capture desired features of the program and input spaces, such as the number of parentheses in a calculator expression, and specifically manipulating their distributions. Equipped with our method, deep networks exhibit an increase in cross-distribution test accuracy, at the expense of a minor decrease in on-distribution test accuracy. We believe this methodology would lead to more rigorous evaluation of the synthesis techniques and moreover, aid them in learning better models that generalize well.

Equipped with a set of hand-designed salient random variables, we demonstrate the effectiveness of homogenizing synthetic datasets over this set. One of the core limitations of our approach is that the salient random variables are engineered by hand. This requires the scientist to have insights about the structure of the training examples they are randomly generating. Therefore, a promising extension of this algorithm is to automatically select which salient random variables to use, and automatically compute these variables; potentially via the use of a general unsupervised learning algorithm.

We evaluate our method on two domains: the Karel DSL, and a calculator expression parser. There is a natural question of whether the methods developed in this paper will improve out-of-distribution generalization on applications other than program synthesis which use synthetic data—for example, a convolutional neural network that receives renderings of a virtual environment,
for the robotics and vision domains mentioned in Section 3.6. Providing a thorough evaluation of our proposed homogenization algorithm on alternative domains is a promising area for future work.
Part II

Synthesis from Natural Language
Chapter 4

Synthesis of SQL with Relation-Aware Self-Attention

In the previous two chapters, we addressed issues relating to generalization and embodiment primarily in the Karel domain, where we synthesize imperative programs with control flow from input-output examples. In this chapter\(^1\) and in Chapter 5, we will address challenges relating to generalization and abstraction in program synthesis from natural language, or semantic parsing.

In this chapter, we develop an improved encoder for the input specification to enable better generalization in generating SQL queries from natural language questions. This task, also known as text-to-SQL, is particularly challenging as we would like our methods to work with arbitrary new database schemas different from what was available at training time. For example, we might want to answer questions on a database about Olympic athletes even if the training dataset only contained other topics like cars or movies. To handle complex questions for novel database schemas, it is critical to properly encode the schema as part of the input with the question. By using relation-aware self-attention within the encoder, the model can better reason about how the tables and columns relate to each other and with the words in the question, allowing it to deliver significantly higher accuracy than previous work. On the challenging Spider dataset (Yu et al. 2018c), which tests for generalization to novel database schemas and query structures, we achieve a 42.94% accuracy, significantly higher than a published baseline of 18.9% Yu et al. (2018b).

4.1 Introduction

The ability to effectively query databases with natural language has the potential to unlock the power of large datasets to the vast majority of users who are not proficient in the use of languages such as SQL. As such, a large body of existing work has focused on the task of translating natural language questions into queries that existing database software can execute.

\(^1\)The material in this chapter is based on Shin (2019), a preprint. A later version of the work was published as Wang et al. (2020).
Figure 4.1: Overview of text-to-SQL task. This chapter proposes and evaluates the use of relation-aware self-attention to encode the question and schema, including elements such as the “foreign key” relationship shown.

The release of large annotated datasets containing questions and the corresponding database queries has catalyzed significant progress in the field, by enabling the training of supervised learning models for the task (Zhong et al. 2017; Finegan-Dollak et al. 2018). This progress has arrived not only in the form of improved accuracy on the test sets provided with the datasets, but also through an evolution of the problem formulation towards greater complexity more closely resembling real-world applications.

The recently-released Spider dataset (Yu et al. 2018c) exemplifies greater realism in the task specification: the queries are written using SQL syntax, the dataset contains a large number of domains and schemas with no overlap between the train and test sets, and each schema contains multiple tables with many complicated questions being expressed in the queries. Due to the extra difficulty caused by these factors, the best result on this dataset in published work achieves about 19% exact match accuracy on the development set (Yu et al. 2018b), which is significantly worse compared to > 80% exact matching accuracy reported for past datasets such as ATIS, GeoQuery, and WikiSQL (Yu et al. 2018c; A Large Annotated Semantic Parsing Corpus for Developing Natural Language Interfaces. 2019).

We posit that a central challenge of the multi-schema problem setting is generalization to new database schemas different from what was seen during training. When the model needs to generate queries for arbitrary new schemas, it needs to take the relevant schema as an input and process it together with the question in order to generate the correct query.

Previous methods on the WikiSQL dataset (Zhong et al. 2017) have also contended with the challenge of generalizing to arbitrary new schemas. However, all schemas in this dataset are quite simple, as they only contain one table. The model has no need to reason about the relationships between multiple tables in order to generate the correct query. As such, models developed for this dataset have largely focused on innovations to the decoder for generating the query, rather than the encoder for the question and the schema. In contrast, most real databases (including those in Spider) contain multiple tables with features such as foreign keys that link rows in one table to another.
We hypothesize that to generate correct queries for such databases, a model needs the ability to reason about how the tables and columns in the provided schema relate to each other and use this information in interpreting the question.

We develop a method to test this hypothesis. First, we construct a directed graph (with labels on nodes and edges) over all of the elements of the schema. This graph contains a node for each column or table, and an edge exists from one node to another if the two have an interesting relationship (e.g., the two nodes are columns which belong to the same table) with a label encoding that relationship. Each node has an initial vector representation based on the words in the column or table’s name. We also obtain a vector representation for each word in the question. For a fixed number of times, we then update each node and word representation based on all other node and word representations, taking the labels of edges between nodes into account. We use these updated representations with a tree-structured SQL decoder, which uses attention over them at each decoding step, and also points to the column and table representations when it needs to output a column or table reference in the query.

We empirically evaluate our method on the Spider dataset (Yu et al. 2018c), using a decoder based on Yin and Neubig (2017). We achieve 42.94% exact set match accuracy on the development set, significantly higher than a prior published result of 18.9% (Yu et al. 2018b). We further verify the utility of directly encoding the relationships within the schema with an ablation study.

4.2 Problem Formulation and Motivation

Provided with a natural language question and a schema for a relational database, our goal is to generate the SQL query corresponding to the question. The schema contains the following information, as depicted in Figure 4.1: a list of tables in the database, each with a meaningful name (e.g., AIRLINES, AIRPORTS, and FLIGHTS for an aviation database); for each table, a list of columns, where each column has a type such as number or text, and some of them can be primary keys, used to uniquely identify each row; finally, a column can have another column in a different table as its foreign key, which is used to link together rows across multiple tables. As mentioned in the introduction, we would like our method to generalize to not only new questions, but also new schemas it has never seen during training time.

Using natural language to query databases has been a long-standing problem studied for many decades in the research community (Androutsopoulos et al. 1995; Popescu et al. 2004). We identify several limitations of past work and problem settings:

(a) Some datasets only concern themselves with one domain (e.g., US geography (Zelle and Mooney 1996)).

(b) Most datasets about one domain also contain only one database schema for the domain, so the system only needs to know how to generate queries for that single schema.

(c) While WikiSQL (Zhong et al. 2017) contains a large number of domains and schemas, each schema only contains one table in it.
(d) Datasets containing only one domain and database necessarily contain overlaps between the train and test sets. Furthermore, as discussed by Finegan-Dollak et al. (2018), many existing datasets exhibit overlap in queries between the train and test sets, which limits their ability to test how models generalize to generating new queries.

The neural methods common in recent work follow an encoder-decoder paradigm, and past work has largely focused on improvements to the decoder part. As such, the question of how best to encode the question and the schema has remained relatively under-studied. Models developed using datasets which contain only one domain and schema ((a) and (b) above) typically internalize the schema within the learned parameters. The popular WikiSQL dataset necessitates generalizing to new schemas at test time, so models developed for it also encode the schema together with the question; however, as all these schemas only contain one table, the demands placed on the schema encoder are relatively light.

It is most useful if we can train a single model that can generalize to new domains and new database schemas, where both the queries and the schemas have complicated structure that better reflect potential real-world applications. The Spider dataset (Yu et al. 2018c) provides an environment for evaluating this problem setting. In this work, we study how to better encode the question and schema under these more demanding conditions.

4.3 Existing Encoding Schemes

In this section, we review how some existing works (mostly for the WikiSQL dataset) addressed the challenge of encoding the input question and schema.

Encoding each element independently In SQLNet (Xu et al. 2017) (for the WikiSQL dataset), the name of each column, and the question, are separately processed using a bidirectional LSTM. The LSTM outputs for the question tokens are utilized in the decoder using attention, and the final LSTM states of the columns with a pointer network. Note that the encoding of each column is uninfluenced by which other column are present; furthermore, the question is encoded entirely separately from the schema.

In SyntaxSQLNet (Yu et al. 2018b) (for the Spider dataset), the question is encoded identically as SQLNet, using a bidirectional LSTM. Each column is encoded similarly, by using a bidirectional LSTM over the concatenation of the words in the column name, words in the table name, and column type (e.g., number, string).

Encoding the columns jointly TypeSQL (Yu et al. 2018a) computes the encoding of each column by an elementwise averaging of the embeddings of the words in the name, and using a bidirectional LSTM over these averages (i.e., over all columns); therefore, the encoding for each column depends on which other columns are present (and also their order, although that is arbitrary).
Using the schema while encoding the question  Using the information in the schema while encoding the question can help the decoder generate the correct query. In TypeSQL, the word embeddings for each question token are concatenated with a type embedding; in particular, question tokens appearing in a column name are specially marked.

Coarse2Fine (Dong and Lapata 2018) goes further by using attention to gather information from the schema while encoding the question. First, the input question is encoded using a bidirectional LSTM, then an attention mechanism retrieves a weighted sum of the column embeddings for the LSTM state of each token. These two are concatenated together and processed together in another bidirectional LSTM, to obtain the final embeddings for each question token.

IncSQL (Shi et al. 2018) uses “cross-serial attention”, also updating the column embeddings using the question token embeddings, in addition to the other direction used in Coarse2Fine.

4.4 Our Approach

In the previous section, we reviewed how previous neural methods developed for the text-to-SQL problem encode the input (the question and the database schema) for use in the decoder. Several of these methods encode the question and the columns entirely independently (e.g., the embedding of a column is uninfluenced by other columns in the schema).

In contrast, we specifically seek interactions between schema elements within our encoder, as explained in Sections 4.1 and 4.2. In this section, we describe how we encode the schema as a directed graph and use relation-aware self-attention to interpret it. We will use the following notation:

- \( c_i \) for each column in the schema. Each column contains words \( c_{i,1}, \ldots, c_{i,|c_i|} \).
- \( t_i \) for each table in the schema. Each table contains words \( t_{i,1}, \ldots, t_{i,|t_i|} \).
- \( q \) for the input question. The question contains words \( q_1, \ldots, q_{|q|} \).

4.4.1 Encoding the Schema as a Graph

To support reasoning about relationships between schema elements in the encoder, we begin by representing the database schema using a directed graph \( G \), where each node and edge has a label. We represent each table and column in the schema as a node in this graph, labeled with the words in the name; for columns, we prepend the type of the column to the label. For each pair of nodes \( x \) and \( y \) in the graph, Table 4.1 describes when there exists an edge from \( x \) to \( y \) and the label it should have. Figure 4.2 illustrates an example graph (although not all edges and labels are shown).

4.4.2 Initial Encoding of the Input

We now obtain an initial representation for each of the nodes in the graph, as well as for the words in the input question. For the graph nodes, we use a bidirectional LSTM over the words contained
Table 4.1: Description of edge types present in the directed graph created to represent the schema. An edge exists from node \( x \) to node \( y \) if the pair fulfills one of the descriptions listed in the table, with the corresponding label. Otherwise, no edge exists from \( x \) to \( y \).

<table>
<thead>
<tr>
<th>Type of ( x )</th>
<th>Type of ( y )</th>
<th>Edge label</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Column</td>
<td>Column</td>
<td>SAME-TABLE</td>
<td>( x ) and ( y ) belong to the same table.</td>
</tr>
<tr>
<td>Column</td>
<td>Column</td>
<td>FOREIGN-KEY-COL-F</td>
<td>( x ) is a foreign key for ( y ).</td>
</tr>
<tr>
<td>Column</td>
<td>Column</td>
<td>FOREIGN-KEY-COL-R</td>
<td>( y ) is a foreign key for ( x ).</td>
</tr>
<tr>
<td>Column</td>
<td>Table</td>
<td>PRIMARY-KEY-F</td>
<td>( x ) is the primary key of ( y ).</td>
</tr>
<tr>
<td>Column</td>
<td>Table</td>
<td>BELONGS-TO-F</td>
<td>( x ) is a column of ( y ) (but not the primary key).</td>
</tr>
<tr>
<td>Table</td>
<td>Column</td>
<td>PRIMARY-KEY-R</td>
<td>( y ) is the primary key of ( x ).</td>
</tr>
<tr>
<td>Table</td>
<td>Column</td>
<td>BELONGS-TO-R</td>
<td>( y ) is a column of ( x ) (but not the primary key).</td>
</tr>
<tr>
<td>Table</td>
<td>Table</td>
<td>FOREIGN-KEY-TAB-F</td>
<td>Table ( x ) has a foreign key column in ( y ).</td>
</tr>
<tr>
<td>Table</td>
<td>Table</td>
<td>FOREIGN-KEY-TAB-R</td>
<td>Same as above, but ( x ) and ( y ) are reversed.</td>
</tr>
<tr>
<td>Table</td>
<td>Table</td>
<td>FOREIGN-KEY-TAB-B</td>
<td>( x ) and ( y ) have foreign keys in both directions.</td>
</tr>
</tbody>
</table>

Figure 4.2: An illustration of an example schema as a graph. We do not depict all edges and label types of Table 4.1 to reduce clutter.

in the label. We concatenate the output of the initial and final time steps of this LSTM to form the embedding for the node. For the question, we also use a bidirectional LSTM over the words.
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(a) Initial encoding of the input (Section 4.4.2)

(b) One layer of relation-aware self-attention (Section 4.4.3)

(c) The decoder, choosing a column (Section 4.4.4)

Figure 4.3: Overview of the stages of our approach.
Formally, we perform the following:

\[
\begin{align*}
(c_{i,0}^{\text{fwd}}, c_{i,0}^{\text{rev}}), \ldots, (c_{i,|c_i|}^{\text{fwd}}, c_{i,|c_i|}^{\text{rev}}) &= \text{BiLSTM}\_\text{Column}\left(c_i^{\text{type}}, c_{i,1}, \ldots, c_{i,|c_i|}\right); \quad c_i^{\text{init}} = \text{Concat}(c_{i,|c_i|}^{\text{fwd}}, c_{i,0}^{\text{rev}}) \\
(t_{i,1}^{\text{fwd}}, t_{i,1}^{\text{rev}}), \ldots, (t_{i,|t_i|}^{\text{fwd}}, t_{i,|t_i|}^{\text{rev}}) &= \text{BiLSTM}\_\text{Table}\left(t_{i,1}, \ldots, t_{i,|t_i|}\right); \quad t_i^{\text{init}} = \text{Concat}(t_{i,|t_i|}^{\text{fwd}}, t_{i,1}^{\text{rev}}) \\
(q_1^{\text{fwd}}, q_1^{\text{rev}}), \ldots, (q_{|q|}^{\text{fwd}}, q_{|q|}^{\text{rev}}) &= \text{BiLSTM}\_\text{Question}\left(q_1, \ldots, q_{|q|}\right); \quad q_i^{\text{init}} = \text{Concat}(q_i^{\text{fwd}}, q_i^{\text{rev}})
\end{align*}
\]

where each of the BiLSTM functions first lookup word embeddings for each of the input tokens. The LSTMs do not share any parameters with each other.

### 4.4.3 Relation-Aware Self-Attention

At this point, we have representations \(c_i^{\text{init}}, t_i^{\text{init}}, \) and \(q_i^{\text{init}}\). Similar to encoders used in some previous papers, these initial representations are independent of each other (uninfluenced by which other columns or tables are present). Now, we would like to imbue these representations with the information in the schema graph. We use a form of self-attention (Vaswani et al. 2017) that is relation-aware (Shaw et al. 2018) to achieve this goal.

In one step of relation-aware self-attention, we begin with an input \(x\) of \(n\) elements (where \(x_i \in \mathbb{R}^{d_x}\)) and transform each \(x_i\) into \(y_i \in \mathbb{R}^{d_y}\). We follow the formulation described in Shaw et al. (2018):

\[
\begin{align*}
e_{ij}^{(h)} &= x_i W_Q^{(h)} (x_j W_K^{(h)} + r_i^{K})^T \\
\alpha_{ij}^{(h)} &= \frac{\exp(e_{ij}^{(h)})}{\sum_{l=1}^n \exp(e_{il}^{(h)})} \\
z_i^{(h)} &= \sum_{j=1}^n \alpha_{ij}^{(h)} (x_j W_v^{(h)} + r_j^{V}) \\
\tilde{y}_i &= \text{LayerNorm}(x_i + z_i) \\
y_i &= \text{LayerNorm}(\tilde{y}_i + \text{FC}(\text{ReLU}(\text{FC}(\tilde{y}_i))))
\end{align*}
\]

The \(r_{ij}\) terms encode the relationship between the two elements \(x_i\) and \(x_j\) in the input. We explain how we obtain \(r_{ij}\) in the next part.

#### Application Within Our Encoder

At the start, we construct the input \(x\) of \(|c| + |t| + |q|\) elements using \(c_i^{\text{init}}, t_i^{\text{init}}, \) and \(q_i^{\text{init}}:\)

\[
x = (c_1^{\text{init}}, \ldots, c_{|c|}^{\text{init}}, t_1^{\text{init}}, \ldots, t_{|t|}^{\text{init}}, q_1^{\text{init}}, \ldots, q_{|q|}^{\text{init}}).
\]

We then apply a stack of \(N\) relation-aware self-attention layers, where \(N\) is a hyperparameter. We set \(d_y = d_x\) to facilitate this stacking. The weights of the encoder layers are not tied; each layer has its own set of weights.

We define a discrete set of possible relation types, and map each type to an embedding to obtain \(r_{ij}^{V}\) and \(r_{ij}^{K}\). We need a value of \(r_{ij}\) for every pair of elements in \(x\). If \(x_i\) and \(x_j\) both correspond to nodes in \(G\) (i.e. each is either a column or table) with an edge from \(x_i\) to \(x_j\), then we use the label on that edge (possibilities listed in Table 4.1).
However, this is not sufficient to obtain \( r_{ij} \) for every pair of \( i \) and \( j \). In the graph we created for the schema, we have no nodes corresponding to the question words; not every pair of nodes in the graph has an edge between them (the graph is not complete); and we have no self-edges (for when \( i = j \)). As such, we add more types beyond what is defined in Table 4.1:

- If \( i = j \), then Column-Identity or Table-Identity.
- \( x_i \in \text{question}, x_j \in \text{question}: \) Question-Dist-\( d \), where
  
  \[
  d = \text{clip}(j - i, D) \\
  \text{clip}(a, D) = \max(-D, \min(D, a))
  \]

We use \( D = 2 \).

- \( x_i \in \text{question}, x_j \in \text{column} \cup \text{table}; \text{ or } x_i \in \text{column} \cup \text{table}, x_j \in \text{question}: \) Question-Column, Question-Table, Column-Question or Table-Question depending on the type of \( x_i \) and \( x_j \).

- Otherwise, one of Column-Column, Column-Table, Table-Column, or Table-Table.

In the end, we add \( 2 + 5 + 4 + 4 \) types beyond the 10 in Table 4.1, for a total of 25 types.

After processing through the stack of \( N \) encoder layers, we obtain

\[
(c_{1\text{final}}, \ldots, c_{|c|\text{final}}, t_{1\text{final}}, \ldots, t_{|t|\text{final}}, q_{1\text{final}}, \ldots, q_{|q|\text{final}}) = y.
\]

We use \( c_i^{\text{final}}, t_i^{\text{final}}, \) and \( q_i^{\text{final}} \) in our decoder.

**Comparison to Past Work** We use the same formulation of relation-aware self-attention as Shaw et al. (2018). However, that work only applied it to sequences of words in the context of machine translation, and as such, their \( r_{ij} \) only encoded the relative distance between two words. We extend their work and show that relation-aware self-attention can effectively encode more complex relationships that exist within an unordered sets of elements (in this case, columns and tables within a database schema).

Compared to the encoders used in past work such as Coarse2Fine (Dong and Lapata 2018) and IncSQL (Shi et al. 2018), our novel use of relation-aware self-attention frees our encoder from spurious consideration of the order in which the columns and tables are presented in the schema (as the relations we have defined are not impacted by this order).

In their implementation, Shaw et al. (2018) share \( r_{ij}^{K} \) across the \( H \) heads and the \( b \) examples in a batch, which meant they could use \( n \) parallel multiplications of \( bH \times (d_z/H) \) and \((d_z/H) \times n \) matrices. This is possible as \( r_{ij}^{K} \) does not change across the batch when only encoding the relative distances between words. However, due to the more varied relations between \( x_i \) in our work which are not shared by all elements in a batch, we instead use \( bn \) parallel multiplications of \( H \times (d_z/H) \) and \((d_z/H) \times n \) matrices, exploiting the fact that we share \( r_{ij}^{K} \) across the \( H \) heads.
4.4.4 Decoder

Once we have obtained an encoding of the input, we used the decoder from Yin and Neubig (2017) to generate the SQL query. The decoder generates the SQL query as an abstract syntax tree in depth-first traversal order, by outputting a sequence of decoder actions that either expands the last generated node in the tree using a grammar rule, or chooses a column from the schema. The decoder is restricted to choosing only syntactically valid production rules, and therefore it always produces syntactically valid outputs.

Our decoder is based on Yin and Neubig (2017), although we made two notable modifications. First, when the decoder needs to output a column, we use a pointer network based on scaled dot-product attention (Vaswani et al. 2017) which points to $c_i^{\text{final}}$ and $t_i^{\text{final}}$. Second, at each step, the decoder accesses the encoder outputs $c_i^{\text{final}}$, $t_i^{\text{final}}$, and $q_i^{\text{final}}$ using multi-head attention. The original decoder in Yin and Neubig (2017) uses a simpler form of attention.

4.5 Experiments

In this section, we describe the experiments we conducted to empirically validate our schema encoding approach.

4.5.1 Experimental Setup

We implemented our model using PyTorch (Paszke et al. 2019). Within the encoder, we use GloVe word embeddings and hold them fixed during training. All word embeddings have dimension 300. The bidirectional LSTMs have hidden size 128 per direction, and use the recurrent dropout method of Gal and Ghahramani (2016) with rate 0.2. Within the relation-aware self-attention layers, we set $d_x = d_z = 256$, $H = 8$, and use dropout with rate 0.1. The position-wise feed-forward network has inner layer dimension 1024. Inside the decoder, we use rule embeddings of size 128, node type embeddings of size 64, and a hidden size of 256 inside the LSTM with dropout rate 0.2.

We used the Adam optimizer (Kingma and Ba 2015) with $\beta_1 = 0.9$, $\beta_2 = 0.999$, and $\epsilon = 10^{-9}$, which are defaults in PyTorch. During the first $\text{warmup_steps} = \text{max_steps}/20$ steps of training, we linearly increase the learning rate from 0 to $10^{-3}$. Afterwards, the learning rate is annealed to 0, with formula $10^{-3}(1 - \frac{\text{step} - \text{warmup_steps}}{\text{max_steps} - \text{warmup_steps}})^{0.5}$. For all parameters, we used the default initialization method in PyTorch. We use a batch size of 50 and train for up to 40,000 steps.

4.5.2 Dataset and Metrics

We use the Spider dataset (Yu et al. 2018c) for all our experiments. As described by Yu et al. (2018c), the training data contains 8,659 examples, including 1,659 examples (questions and queries, with the accompanying schemas) from the Restaurants (Zelle and Mooney 1996; Tang and Mooney 2018b), the FROM clause is excluded from the AST for the decoder to predict; rather, it is recovered afterwards with hand-written rules using the columns referred to in the remainder of the query.
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Table 4.2: Exact match accuracy of different models on the development set of Spider. The first row is the SyntaxSQLNet (Yu et al. 2018b) baseline; the second row is our method; the remainder are ablations on our method. The columns refer to different subsets of the development set, from Yu et al. (2018c); “All” refers to all 1,034 dev examples.

<table>
<thead>
<tr>
<th>Model</th>
<th>Easy</th>
<th>Medium</th>
<th>Hard</th>
<th>Extra Hard</th>
<th>All</th>
</tr>
</thead>
<tbody>
<tr>
<td>SyntaxSQLNet</td>
<td>38.40%</td>
<td>15.00%</td>
<td>16.09%</td>
<td>3.53%</td>
<td>18.96%</td>
</tr>
<tr>
<td>Our method</td>
<td>57.20%</td>
<td>44.55%</td>
<td>39.66%</td>
<td>21.18%</td>
<td>42.94%</td>
</tr>
<tr>
<td>No self-attention layers</td>
<td>42.00%</td>
<td>25.68%</td>
<td>22.99%</td>
<td>5.88%</td>
<td>25.92%</td>
</tr>
<tr>
<td>2 self-attention layers</td>
<td>56.00%</td>
<td>45.00%</td>
<td>40.23%</td>
<td>19.41%</td>
<td>42.65%</td>
</tr>
<tr>
<td>Fewer relation types</td>
<td>47.60%</td>
<td>30.45%</td>
<td>25.86%</td>
<td>10.00%</td>
<td>30.46%</td>
</tr>
<tr>
<td>No relation types</td>
<td>46.80%</td>
<td>29.55%</td>
<td>29.89%</td>
<td>8.82%</td>
<td>30.37%</td>
</tr>
<tr>
<td>No pretrained word embeddings</td>
<td>40.80%</td>
<td>29.09%</td>
<td>27.01%</td>
<td>5.88%</td>
<td>27.76%</td>
</tr>
</tbody>
</table>

2000), GeoQuery (Zelle and Mooney 1996), Scholar (Iyer et al. 2017), Academic (Li and Jagadish 2014), Yelp and IMDB (Yaghmazadeh et al. 2017) datasets. We do not use the data augmentation scheme of Yu et al. (2018b).

As Yu et al. (2018c) have kept the test set secret, we perform all evaluations using the publicly available development set. There are 1,034 examples in the development set, containing schemas distinct from those in the training set. We report results using the same metrics as Yu et al. (2018b): exact match accuracy on all development set examples, as well as after division into four levels of difficulty. As in previous work, these metrics do not measure the model’s performance on generating values within the queries. We report results from the snapshot that obtained the best exact match accuracy across 3 repetitions of each configuration, except for the SyntaxSQLNet baseline where we reuse the pretrained model from the authors.

In addition to results on all of the development set, we also report results on subsets (Easy, Medium, Hard, and Extra Hard) partitioned by complexity of the query as defined by Yu et al. (2018c). These partitions make up 24.18%, 42.55%, 16.83%, and 16.44% respectively.

4.5.3 Variants Tested

Our main result uses the encoder and decoder described previously, with the number $N$ of relation-aware self-attention layers in the encoder set to 4. To further study the utility of our scheme, we also tried the following variations, listed in Table 4.2.

Reducing the number of self-attention layers. Set $N = 0$ and $N = 2$. With $N = 0$, there are no relation-aware self-attention layers; we set $c_i^{\text{final}} = c_i^{\text{init}}$, $t_i^{\text{final}} = t_i^{\text{init}}$, and $q_i^{\text{final}} = q_i^{\text{init}}$. As such, the question words, the words in each column’s name, and the words in each table’s name are encoded separately using bidirectional LSTMs.
Removing the relation information from the encoder.  We would like to measure the impact of providing to the encoder the 25 relation types we defined earlier. In particular, we want to see whether the self-attention mechanism is sufficient within the encoder to obtain a representation for each schema element that is aware of all of the other schema elements, even if we don’t explicitly provide information about how the elements are related.

For “fewer relation types”, we exclude all of the types in Table 4.1, resulting in 15 rather than 25 possible types. For “minimal relation types”, we also merge all of \{\text{question}, \text{column}, \text{table}\}-\{\text{question}, \text{column}, \text{table}\} relations into one, as well as \{\text{column}, \text{table}\}-\text{identity} with \text{question}-\text{dist}-0, and so we only have 6 types.

Not using pretrained word embeddings.  The Spider dataset only contains 8,659 training examples, which is significantly smaller than many other datasets used in natural language processing. Furthermore, there is also reduced overlap in the vocabulary between the training and validation/test sets, as they contain different database schemas and domains. Therefore, we measure the impact of using word embeddings learned from only this dataset. We construct a vocabulary consisting of all of the words in the columns, tables, and questions that occur at least 3 times in the training data (the words which occur in columns and tables are counted every time the corresponding schema is used by a question in the data); for each, we randomly initialize an embedding of dimension 300.

4.6 Results and Discussion

Table 4.2 presents our exact match accuracy results on the development set of Spider. For the SyntaxSQLNet row, we obtained the results by running the pretrained model without data augmentation from https://github.com/taoyds/syntaxSQL. Our method exceeds the performance of all other configurations tried, including all ablations. In particular, we can see that our method strongly outperforms SyntaxSQLNet (Yu et al. 2018b), achieving 42.94% exact match accuracy over the 18.96% of the previous work.

Reducing the number of self-attention layers.  We can see that the process of relation-aware self-attention is critical for the performance of this encoder, as the accuracy drops precipitously when the self-attention layers are removed. In particular, “no self-attention layers” uses an encoder very similar to SyntaxSQLNet’s. We observe fairly marginal gains by using 4 such layers (in “Our method”) as opposed to 2 (“2 self-attention layers”).

Removing the relation information from the encoder.  Comparing against the rows of “No self-attention layers” and “Our method”, we see that while having self-attention layers helps increase performance, it is the relation information provided to the encoder that is responsible for most of the gains. The use of self-attention, on its own, contributes relatively little.

Not using pretrained word embeddings.  Given the small size of the training data, we confirm that using pretrained word embeddings helps significantly. When we evaluate “No pretrained
word embeddings” on the subset of the development set where all question words have a learned embedding (i.e. no UNKs in the question; 239 out of 1034 examples), then the exact match accuracy recovers to 40.17%; “Our method” achieves 50.21% on this subset, substantially reducing the gap in accuracy.

4.7 Related Work

As mentioned earlier, RAT-SQL (Wang et al. 2020) builds upon the work in this chapter. That paper adds multiple enhancements to the relation-aware self-attention method described here, to achieve the best result on the leaderboard for the Spider dataset (Spider: Yale Semantic Parsing and Text-to-SQL Challenge 2019) as of July 2020. The enhancements include:

- Name-based linking: adding new relation types, between question words $q_i$ and columns $c_i$ or tables $t_i$, to explicitly indicate to the encoder when a word in the question occurs in the name of a column or table.

- Value-based linking: similar to name-based linking for columns, but occurs instead when a question word occurs as a value in the column.

- Using BERT (Devlin et al. 2017a) rather than GloVe as the initial encoding, and fine-tuning

- Increasing the number of relation-aware self-attention layers to 8 from 4.

- Adding a question-schema alignment matrix, so that when the decoder needs to generate a column, it first points to a word in the question, which then points to a column. This does not have a large effect on the accuracy, but improves the interpretability of the model.
Chapter 5

Synthesis with Learned Code Idioms

In this chapter, we address the challenge of reasoning about high-level patterns in the target program and low-level implementation details at the same time. We present PATOIS, a system that allows a neural program synthesizer to explicitly interleave high-level and low-level reasoning at every generation step. PATOIS accomplishes this by automatically mining common code idioms from a given corpus, incorporating them into the underlying language for neural synthesis, and training a tree-based neural synthesizer to see these idioms during code generation. We evaluate PATOIS on two complex semantic parsing datasets: Spider which we also used in Chapter 4, and Hearthstone Ling et al. 2016, a dataset of Python implementations of cards in a video game. We show that using learned code idioms improves the synthesizer’s accuracy.

5.1 Introduction

In the last decade, program synthesis has advanced dramatically thanks to the novel neural and neuro-symbolic techniques (Devlin et al. 2017b; Balog et al. 2016; Kalyan et al. 2018), first mass-market applications (Polozov and Gulwani 2015), and massive datasets (Devlin et al. 2017a; Yin et al. 2018a; Yu et al. 2018c). A particular focus has been on program synthesis from natural language, and Table 5.1 shows a few examples of typical tasks. Most of the successful applications apply program synthesis to manually crafted domain-specific languages (DSLs) such as FlashFill and Karel, or to subsets of general-purpose functional languages such as SQL and Lisp. However, scaling program synthesis to real-life programs in a general-purpose language with complex control flow remains a challenge.

We conjecture that one of the main current challenges of synthesizing a program is insufficient separation between high-level and low-level reasoning. In a typical program generation process, be it a neural model or a symbolic search, the program is generated in terms of its syntax tokens, which represent low-level implementation details of the latent high-level patterns in the program. In contrast, humans switch between high-level reasoning (“a binary search over an array”) and low-level implementation (“while l < r: m = (l+r)/2 . . .”) repeatedly when writing a single program.

---

1The material in this chapter is based on Shin et al. (2019).
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Table 5.1: Representative program synthesis tasks from real-world semantic parsing datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Natural Language Specification</th>
<th>Program</th>
</tr>
</thead>
</table>
| Hearthstone (Ling et al. 2016) | Mana Wyrm (1, 3, 1, Minion, Mage, Common) Whenever you cast a spell, gain +1 Attack. | def create_minion(self, player):
|                  |                                                                     |   return Minion(1, 3, effects=[
|                  |                                                                     |       Effect(SpellCast(), ActionTag(
|                  |                                                                     |         Give(ChangeAttack(1)),
|                  |                                                                     |         SelfSelector())])
| Spider (Yu et al. 2018c)   | For each stadium, how many concerts are there?                      | SELECT T2.name, COUNT(*)
|                  | Schema:                                                             | FROM concert AS T1 JOIN stadium AS T2
|                  | stadium = {stadium_id, name, ...}, ...                             | ON T1.stadium_id = T2.stadium_id GROUP BY T1.stadium_id |

This conjecture is supported by two key observations. First, recent work (Dong and Lapata 2018; Murali et al. 2017) has achieved great results by splitting the synthesis process into sketch generation and sketch completion. The first stage generates a high-level sketch of the target program, and the second stage fills in missing details in the sketch. Such separation improves the accuracy of synthesis as compared to an equivalent end-to-end generation. However, it allows only one stage of high-level reasoning at the root level of the program, whereas (a) real-life programs involve common patterns at all syntactic levels, and (b) programmers often interleave high-level and low-level reasoning during implementation.

Second, many successful applications of inductive program synthesis such as FlashFill (Gulwani 2011) rely on a manually designed DSL to make the underlying search process scalable. Such DSLs include high-level operators that implement common subroutines in a given domain. Thus, they (i) compress the search space, ensuring that every syntactically valid DSL program expresses some useful task, and (ii) enable logical reasoning over the domain-specific operator semantics, making the search efficient. However, DSL design is laborious and requires domain expertise. Recently, Ellis et al. (2018a) showed that such DSLs are learnable in the classic domains of inductive program synthesis; in this work, we target general-purpose code generation, where DSL design is difficult even for experts.

In this chapter, we present a system, called PATOIS, that equips a program synthesizer with automatically learned high-level code idioms (i.e. common program fragments) and trains it to use these idioms in program generation. While syntactic by definition, code idioms often represent useful semantic concepts. Moreover, they compress and abstract the programs by explicitly representing common patterns with unique tokens, thus simplifying generative process for the synthesis model. PATOIS has three main components, illustrated in Figure 5.1. First, it employs nonparametric Bayesian inference to mine the code idioms that frequently occur in a given corpus. Second, it marks the occurrences of these idioms in the training dataset as new named operators in an extended grammar. Finally, it trains a neural generative model to optionally emit these named idioms instead of the original code fragments, which allows it to learn idiom usage conditioned
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Figure 5.1: Top: An overview of PATOIS. A miner ① extracts common idioms from the programs in a given dataset. All the idiom occurrences in the dataset programs are ② marked as optional alternative grammar operators. The dataset with marked occurrences is used to ③ train a neural generative model. At inference time, the model ④ generates programs with named idioms, which are inlined before program execution. Note that idioms may have named subexpressions, may repeat, and may occur at any program level. For clarity, we typeset idioms using function-like syntax \( I_j(\ell_1, \ldots, \ell_k) \) in this chapter, although they are actually represented as AST fragments with no syntax.

Bottom: AST fragment representation of the idiom \( I_2 \) in Python. Here **sans-serif** nodes are fixed non-terminals, *monospaced* nodes are fixed terminals, and **boxed** nodes are named arguments.

We evaluate PATOIS on two challenging semantic parsing datasets: Hearthstone (Ling et al. 2016), a dataset of small domain-specific Python programs, and Spider (Yu et al. 2018c), a large dataset of SQL queries over various databases. We find that equipping the synthesizer with learned idioms improves its accuracy in generating programs that satisfy the task description.
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5.2 Background

Program Synthesis We consider the following formulation of the program synthesis problem. Assume an underlying programming language $L$ of programs. Each program $P \in L$ can be represented either as a sequence $y_1 \cdots y_{|P|}$ of its tokens, or, equivalently, as an abstract syntax tree (AST) $T$ parsed according to the context-free grammar (CFG) $G$ of the language $L$. The goal of a program synthesis model $f : \varphi \mapsto P$ is to generate a program $P$ that maximizes the conditional probability $\Pr (P \mid \varphi)$ i.e. the most likely program given the specification. We also assume a training set $D = \{ \langle \varphi_j, P_j \rangle \}_{j=1}^{|D|}$, sampled from an unknown true distribution $\mathcal{D}$, from which we wish to estimate the conditional probability $\Pr (P \mid \varphi)$.

In this work, we consider general-purpose programming languages $L$ with a known context-free grammar $G$ such as Python and SQL. Each specification $\varphi$ is represented as a natural language task description, i.e. a sequence of words $X = x_1 \cdots x_{|X|}$ (although the PATOIS synthesizer can be conditioned on any other type of incomplete spec). In principle, we do not impose any restrictions on the generative model $f$ apart from it being able to emit syntactically valid programs. However, as we detail in Section 5.4, the PATOIS framework is most easily implemented on top of structural generative models such as sequence-to-tree models (Yin and Neubig 2017) and graph neural networks (Li et al. 2016; Brockschmidt et al. 2018).

Code Idioms Following Allamanis and Sutton (2014), we define code idioms as fragments $I$ of valid ASTs $T$ in the CFG $G$, i.e. trees of nonterminals and terminals from $G$ that may occur as subtrees of valid parse trees from $G$. The grammar $G$ extended with a set of idiom fragments forms a tree substitution grammar (TSG). We also associate a non-unique label $\ell$ with each nonterminal leaf in every idiom, and require that every instantiation of an idiom $I$ must have its identically-labeled nonterminals instantiated to identical subtrees. This enables the role of idioms as subroutines, where labels act as “named arguments” in the “body” of an idiom. See Figure 5.1 for an example.

5.3 Mining Code Idioms

The first step of PATOIS is obtaining a set of frequent and useful AST fragments as code idioms. The trade-off between frequency and usefulness is crucial: it is trivial to mine commonly occurring short patterns, but they are often meaningless (Aggarwal and Han 2014). Instead, we employ and extend the methodology of Allamanis et al. (2018) and frame idiom mining as a nonparameteric Bayesian problem.

We represent idiom mining as inference over probabilistic tree substitution grammars (pTSG). A pTSG is a probabilistic context-free grammar extended with production rules that expand to a whole AST fragment instead of a single level of symbols (Cohn et al. 2010; Post and Gildea 2009). The grammar $G$ of our original language $L$ induces a pTSG $G_0$ with no fragment rules and with choice probabilities estimated from the corpus $D$. To construct a pTSG corresponding to the extension of $L$ with common tree fragments representing idioms, we define a distribution $\mathcal{G}$ over pTSGs as follows.
Figure 5.2: MCMC sampling for an AST (figure from (Allamanis and Sutton 2014)). Dots show the inferred nodes where the AST is split into fragments.

We first choose a Pitman-Yor process (Teh and Jordan 2010) as a prior distribution $\mathcal{G}_0$ over pTSGs. It is a nonparametric process that has proven to be effective for mining code idioms in prior work thanks to its modeling of production choices as a Zipfian distribution (in other words, it implements the desired “rich get richer” effect, which encourages a smaller number of larger and more common idioms). Formally, it is a “stick-breaking” process (Sethuraman 1994) that defines $\mathcal{G}_0$ as a distribution for each set of idioms $\tilde{I}_N$ rooted at a nonterminal symbol $N$ as

$$
\Pr(\mathcal{I} \in \tilde{I}_N) \overset{\text{def}}{=} \sum_{k=0}^{\infty} \pi_k \delta(\mathcal{I} = \mathcal{I}_k), \quad \mathcal{I}_k \sim \mathcal{G}_0
$$

$$
\pi_k \overset{\text{def}}{=} u_k \prod_{j=1}^{k-1} (1 - u_j), \quad u_k \sim \text{Beta}(1 - d, \alpha + kd)
$$

where $\delta(\cdot)$ is the delta function, and $\alpha, d$ are hyperparameters. See Allamanis et al. (2018) for details.

PATOIS uses $\mathcal{G}_0$ to compute a posterior distribution $\mathcal{G}_1 = \Pr(\mathcal{G}_1 | T_1, \ldots, T_N)$ using Bayes’ rule, where $T_1, \ldots, T_N$ are concrete AST fragments in the training set $\mathcal{D}$. As this calculation is computationally intractable, we approximate it using type-based MCMC (Liang et al. 2010). At each iteration $t$ of the MCMC process, PATOIS generates a pTSG $\mathcal{G}_t$ whose distribution approaches $\mathcal{G}_1$ as $t \to \infty$. It works by sampling splitting points for each AST $T$ in the corpus $\mathcal{D}$, which by construction define a set of fragments constituting $\mathcal{G}_t$ (see Figure 5.2). The split probabilities of this Gibbs sampling are set in a way that incentivizes merging adjacent tree fragments that often
co-occur in $D$. The final idioms are then extracted from the pTSG obtained at the last MCMC iteration.

While the Pitman-Yor process helps avoid overfitting the idioms to $D$, not all sampled idioms are useful for synthesis. Thus we rank and filter the idioms before using them in the training. In this work, we reuse two ranking functions defined by Allamanis et al. (2018):

$$
\text{Score}_{\text{Cov}}(I) \overset{\text{def}}{=} \text{coverage} = \frac{\text{count}(T \in D \mid I \in T)}{|D|}
$$

$$
\text{Score}_{\text{CXE}}(I) \overset{\text{def}}{=} \text{coverage} \cdot \text{cross-entropy gain} = \frac{\text{count}(T \in D \mid I \in T)}{|D|} \cdot \frac{1}{|I|} \log \frac{\Pr_{\Theta_1}(I)}{\Pr_{\Theta_0}(I)}
$$

and also filter out any terminal idioms (i.e. those that do not contain any named arguments $\ell$).

We conclude with a brief analysis of computational complexity of idiom mining. Every iteration of the MCMC sampling traverses the entire dataset $D$ once to sample the random variables that define the splitting points in each AST. When run for $M$ iterations, the complexity of idiom mining is $O(M \cdot \sum_{T \in D} |T|)$. Idiom ranking adds an additional step with complexity $O(|\tilde{I}| \log |\tilde{I}|)$ where $\tilde{I}$ is the set of idioms obtained at the last iteration. In our experiments (detailed in Section 5.5) we set $M = 10$, and the entire idiom mining takes less than 10 minutes on a dataset of $|D| \approx 10,000$ ASTs.

### 5.4 Using Idioms in Program Synthesis

Given a set of common idioms $\tilde{I} = \{I_1, \ldots, I_N\}$ mined by PATOIS, we now aim to learn a synthesis model $f$ that emits whole idioms $I_j$ as atomic actions instead of individual AST nodes that comprise $I_j$. Achieving this involves two key challenges.

First, since idioms are represented as AST fragments without concrete syntax, PATOIS works best when the synthesis model $f$ is structural, i.e. it generates the program AST instead of its syntax. Prior work (Yin and Neubig 2017; Yin et al. 2018b; Brockschmidt et al. 2018) also showed that tree- and graph-based code generation models outperform sequence-to-sequence models, and thus we adopt a similar architecture in this work.

Second, exposing the model $f$ to idiom usage patterns is not obvious. One approach could be to extend the grammar with new named operators $\text{op}_{I_\ell}(\ell_1, \ldots, \ell_k)$ for each idiom $I$, replace every occurrence of $I$ with $\text{op}_{I}$ in the data, and train the synthesizer on the rewritten dataset. However, this would not allow $f$ to learn from the idiom definitions (bodies). In addition, idiom occurrences often overlap, and any deterministic rewriting strategy would arbitrarily discard some occurrences from the corpus, thus limiting the model’s exposure to idiom usage. In our experiments, we found that greedy rewriting discarded as many as 75% potential idiom occurrences from the dataset. Therefore, a successful training strategy must preserve all occurrences and instead let the model learn a rewriting strategy that optimizes end-to-end synthesis accuracy.

To this end, we present a novel training setup for code generation that encourages the model to choose the most useful subset of idioms and the best representation of each program in terms of the idioms. It works by (a) marking occurrences of the idioms $\tilde{I}$ in the training set $D$, (b) at
training time, encouraging the model to emit either the whole idiom or its body for every potential idiom occurrence in the AST, and (c) at inference time, replacing the model’s state after emitting an idiom \( I \) with the state the model would have if it had emitted \( I \)’s body step by step.

5.4.1 Model Architecture

The synthesis model \( f \) of PATOIS combines a spec encoder \( f_{\text{enc}} \) and an AST decoder \( f_{\text{dec}} \), following the formulation of Yin and Neubig (2017). The encoder \( f_{\text{enc}} \) embeds the NL specification \( X = x_1 \cdots x_n \) into word representations \( \hat{X} = \hat{x}_1 \cdots \hat{x}_n \). The decoder \( f_{\text{dec}} \) uses an LSTM to model the sequential generation of the AST in the depth-first order, wherein each timestep \( t \) corresponds to an action \( a_t \) — either (a) expanding a production from the grammar, (b) expanding an idiom, or (c) generating a terminal token. Thus, the probability of generating an AST \( T \) given \( \hat{X} \) is

\[
\Pr(T \mid \hat{X}) = \prod_t \Pr(a_t \mid T_t, \hat{X})
\]  

(5.1)

where \( a_t \) is the action taken at timestep \( t \), and \( T_t \) is the partial AST generated before \( t \). The probability \( \Pr(a_t \mid T_t, \hat{X}) \) is computed from the decoder’s hidden state \( h_{t-1} \) depending on \( a_t \).

Production Actions For actions \( a_t = \text{APPLYRULE}[R] \) corresponding to expanding production rules \( R \in G \) from the original CFG \( G \), we compute the probability \( \Pr(a_t \mid T_t, \hat{X}) \) by encoding the current partial AST structure similarly to Yin and Neubig (2017). Specifically, we compute the new hidden state as

\[
h_t = f_{\text{LSTM}} ([a_{t-1} \parallel c_t \parallel h_{p_t} \parallel a_{p_t} \parallel n_{f_t} \parallel h_{t-1}])
\]

where \( a_{t-1} \) is the embedding of the previous action, \( c_t \) is the result of soft attention applied to the spec embeddings \( \hat{X} \) as per Bahdanau et al. (2015), \( p_t \) is the timestep corresponding to expanding the parent AST node of the current node, and \( n_{f_t} \) is the embedding of the current node type. The hidden state \( h_t \) is then used to compute probabilities of the syntactically appropriate production rules \( R \in G \):

\[
\Pr(a_t = \text{APPLYRULE}[R] \mid T_t, \hat{X}) = \text{softmax}_R \langle g(h_t) \rangle
\]  

(5.2)

where \( g(\cdot) \) is a 2-layer MLP with a tanh non-linearity.

Terminal Actions For actions \( a_t = \text{GETTOKEN}[y] \), we compute the probability \( \Pr(a_t \mid T_t, \hat{X}) \) by combining a small vocabulary \( \mathcal{V} \) of tokens commonly observed in the training data with a copying mechanism (Ling et al. 2016; See et al. 2017) over the input \( X \) to handle UNK tokens. Specifically, we learn two functions \( p_{\text{gen}}(h_t) \) and \( p_{\text{copy}}(h_t, X) \) such that \( p_{\text{gen}} \) produces a score for each vocabulary token \( y \in \mathcal{V} \) and \( p_{\text{copy}} \) computes a score for copying the token \( y \) from the input. The scores are then normalized across the entries corresponding to the same constant, as in (Yin and Neubig 2017; Brockschmidt et al. 2018).
5.4.2 Training to Emit Idioms

As discussed earlier, training the model to emit idioms presents computational and learning challenges. Ideally, we would like to extend Eq. (5.1) to maximize

\[ J = \sum_{\tau \in \mathcal{T}} \prod_{i=1}^{\left| \tau \right|} \Pr(a_{\tau_i} \mid T_{\tau_i}, \hat{X}) \]  

(5.3)

where \( \mathcal{T} \) is a set of different action traces that may produce the output AST \( T \). The traces \( \tau \in \mathcal{T} \) differ only in their possible choices of idiom actions \( \text{APPLYRULE}[\text{op}_T] \) that emit some tree fragments of \( T \) in a single step. However, computing Eq. (5.3) is intractable because idiom occurrences overlap and cause combinatorial explosion in the number of traces \( \mathcal{T} \). Instead, we apply Jensen’s inequality and maximize a lower bound:

\[
\log J = \log \sum_{\tau \in \mathcal{T}} \prod_{i=1}^{\left| \tau \right|} \Pr(a_{\tau_i} \mid T_{\tau_i}, \hat{X}) \geq \log(|\mathcal{T}|) + \frac{1}{|\mathcal{T}|} \sum_{\tau \in \mathcal{T}} \sum_{i=1}^{\left| \tau \right|} \log \Pr(a_{\tau_i} \mid T_{\tau_i}, \hat{X})
\]

(5.4)

Let \( A(T_i) = \{a_t^*\} \cup I(T_i) \) be the set of all valid actions to expand the AST \( T_i \) at timestep \( t \). Here, \( a_t^* \) is the action from the original action trace that generates \( T \) using the original CFG and \( I(T_i) \) is the set of idiom actions \( \text{APPLYRULE}[\text{op}_T] \) also applicable at the node to be expanded in \( T_i \). Let \( c(\mathcal{T}, t) \) also denote the number of traces \( \tau \in \mathcal{T} \) that admit an action choice for the AST \( T_i \) from the original action trace. Since each action \( a \in A(T_i) \) occurs in the sum in Eq. (5.4) with probability \( c(\mathcal{T}, t) / |A(T_i)| \), we can rearrange this sum over traces as a sum over timesteps of the original trace:

\[
\frac{1}{|\mathcal{T}|} \sum_{\tau \in \mathcal{T}} \sum_{i=1}^{\left| \tau \right|} \log \Pr(a_{\tau_i} \mid T_{\tau_i}, \hat{X}) = \frac{1}{|\mathcal{T}|} \sum_{t} \sum_{a \in A(T_i)} \frac{c(\mathcal{T}, t)}{|A(T_i)|} \log \Pr(a \mid T_{\tau_i}, \hat{X})
\]

\[ = \sum_{t} \frac{1}{|A(T_i)|} \sum_{a \in A(T_i)} \frac{c(\mathcal{T}, t)}{|\mathcal{T}|} \log \Pr(a \mid T_{\tau_i}, \hat{X}) = \mathbb{E}_{T_i \sim \mathcal{T}} \frac{1}{|A(T_i)|} \sum_{a \in A(T_i)} \log \Pr(a \mid T_{\tau_i}, \hat{X})
\]

\[ \approx \sum_{t} \frac{1}{|A(T_i)|} \log \Pr(a_t^* \mid T_t, \hat{X}) + \sum_{\mathcal{I} \in M(T_i)} \log \Pr(a_t = \text{APPLYRULE}[\text{op}_T] \mid T_i, \hat{X})
\]

(5.5)

In the last step of Equation (5.5), we approximate the expectation over ASTs randomly drawn from all traces \( \mathcal{T} \) using only the original trace (containing all possible \( T_i \)) as a Monte Carlo estimate.

Intuitively, at each timestep during training we encourage the model to emit either the original AST action for this timestep or any applicable idiom that matches the AST at this step, with no penalty to either choice. However, to avoid the combinatorial explosion, we only teacher-force the original generation trace (not the idiom bodies), thus optimizing the bound in Eq. (5.5). Figure 5.3 illustrates this optimization process on an example.

At inference time, whenever the model emits an \( \text{APPLYRULE}[\text{op}_T] \) action, we teacher-force the body of \( \mathcal{I} \) by substituting the embedding of the previous action \( a_{t-1} \) with embedding of the previous action in the idiom definition, thus emulating the tree fragment expansion. Outside the bounds of \( \mathcal{I} \) (i.e. within the hole subtrees of \( \mathcal{I} \)) we use the actual \( a_{t-1} \) as usual.
Figure 5.3: Decoding the AST $\text{sorted}(\text{my}\_\text{list},\text{reverse}=\text{True})$, figure adapted from (Yin and Neubig 2017). Suppose an idiom $\mathcal{I} = \text{sorted}(\ell,\text{reverse}=\text{True})$ is mined and added as an operator $\text{op}_{\mathcal{I}}(\ell)$ to the grammar. At training time, PATOIS adjusts the cross-entropy objective at timestep $t_2$ to additionally allow $\text{op}_{\mathcal{I}}$ as a valid production, with no change to further decoding. At inference time, if decoder emits an action $a_{t_2} = \text{APPLYRULE}[\text{op}_{\mathcal{I}}]$, PATOIS unrolls $\mathcal{I}$ on the fly by teacher-forcing the shaded portion of the AST generation.

5.5 Evaluation

Datasets We evaluate PATOIS on two semantic parsing datasets: Hearthstone (Ling et al. 2016) and Spider (Yu et al. 2018c).

Hearthstone is a dataset of 665 card descriptions from the trading card game of the same name, along with the implementations of their effects in Python using the game APIs. The descriptions act as NL specs $X$, and are on average 39.1 words long.

Spider is a dataset of 10,181 questions describing 5,693 unique SQL queries over 200 databases with multiple tables each. Each question pertains to a particular database, whose schema is given to the synthesizer. Database schemas do not overlap between the train and test splits, thus challenging the model to generalize across different domains. The questions are on average 13 words long and databases have on average 27.6 columns and 8.8 foreign keys.

Implementation We mine the idioms using the training split of each dataset. Thus PATOIS cannot indirectly overfit to the test set by learning its idioms, but it also cannot generalize beyond the idioms that occur in the training set. We run type-based MCMC (Section 5.3) for 10 iterations with $\alpha = 5$ and $d = 0.5$. After ranking (with either $\text{Score}_{\text{COV}}$ or $\text{Score}_{\text{CXE}}$) and filtering, we use $K$ top-ranked
idioms to train the generative model. We ran ablation experiments with $K \in \{10, 20, 40, 80\}$.

As described in Section 5.4, for all our experiments we used a tree-based decoder with a pointer mechanism as the synthesizer $f$, which we implemented in PyTorch (Paszke et al. 2019). For the Hearthstone dataset, we use a bidirectional LSTM (Hochreiter and Schmidhuber 1997) to implement the description encoder $\hat{X} = f_{\text{enc}}(X)$, similarly to Yin and Neubig (2017). The word embeddings $\hat{x}$ and hidden LSTM states $h$ have dimension 256. The models are trained using the Adadelta optimizer (Zeiler 2012) with learning rate $1.0$, $\rho = 0.95$, $\varepsilon = 10^{-6}$ for up to 2,600 steps with a batch size of 10.

For the Spider dataset, word embeddings $\hat{x}$ have dimension 300, and hidden LSTM states $h$ have dimension 256. The models are trained using the Adam optimizer (Kingma and Ba 2015) with $\beta_1 = 0.9$, $\beta_2 = 0.999$, $\varepsilon = 10^{-9}$ for up to 40,000 steps with a batch size of 10. The learning rate warms up linearly up to $2.5 \times 10^{-4}$ during the first 2,000 steps, and then decays polynomially by $(1 - t/T)^{-0.5}$ where $T$ is the total number of steps. Each model configuration is trained on one NVIDIA GTX 1080 Ti GPU.

The Spider tasks additionally include the database schema as an input in the description. We follow a recent approach of embedding the schema using relation-aware self-attention within the encoder (Shin 2019). Specifically, we initialize a representation for each column, table, and word in the question, and then update these representations using 4 layers of relation-aware self-attention (Shaw et al. 2018) using a graph that describes the relations between columns and tables in the schema. See Chapter 4 for more details about the Spider schema encoder.

### 5.5.1 Experimental Results

In each configuration, we compare the performance of equivalent trained models on the same dataset with and without idiom-based training of PATOIS. For fairness, we show the performance of the same decoder implementation described in Section 5.4.1 as a baseline rather than the state-of-the-art results achieved by different approaches from the literature. Thus, our baseline is the decoder described in Section 5.4.1 trained with a regular cross-entropy objective rather than the PATOIS objective in Equation (5.5). Following prior work, we evaluate program generation as a semantic parsing task, and measure (i) exact match accuracy and BLEU scores for Hearthstone and (ii) exact match accuracy of program sketches for Spider.

Tables 5.2 and 5.3 show our ablation analysis of different configurations of PATOIS on the Hearthstone and Spider dev sets, respectively. Table 5.4 shows the test set results of the best model configuration for Hearthstone (the test instances for the Spider dataset are unreleased). As the results show, small numbers of idioms do not significantly change the exact match accuracy but improve BLEU score, and $K = 80$ gives a significant improvement in both the exact match accuracy and BLEU scores. The improvement is even more pronounced on the test set with 4.5% improvement in exact match accuracy and more than 4 BLEU points, which shows that mined training set idioms generalize well to the whole data distribution. As mentioned above, we compare only to the same baseline architecture for fairness, but PATOIS could also be easily implemented on top of the structural CNN decoder of Sun et al. (2019), the current state of the art on the Hearthstone dataset.
Table 5.2: Ablation tests on the Hearthstone dev set.

<table>
<thead>
<tr>
<th>Model</th>
<th>$K$</th>
<th>Exact match</th>
<th>Sentence BLEU</th>
<th>Corpus BLEU</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline decoder</td>
<td>0.197</td>
<td>0.767</td>
<td>0.763</td>
<td></td>
</tr>
<tr>
<td>PATOIS, ScoreCov</td>
<td>10</td>
<td>0.151</td>
<td>0.781</td>
<td>0.785</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>0.091</td>
<td>0.745</td>
<td>0.745</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>0.167</td>
<td>0.765</td>
<td>0.764</td>
</tr>
<tr>
<td></td>
<td>80</td>
<td>0.197</td>
<td>0.780</td>
<td>0.774</td>
</tr>
</tbody>
</table>

Table 5.3: Ablation tests on the Spider dev set.

<table>
<thead>
<tr>
<th>Model</th>
<th>$K$</th>
<th>Exact match</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline decoder</td>
<td>—</td>
<td>0.395</td>
</tr>
<tr>
<td>PATOIS, ScoreCov</td>
<td>10</td>
<td>0.394</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>0.379</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>0.395</td>
</tr>
<tr>
<td></td>
<td>80</td>
<td>0.407</td>
</tr>
</tbody>
</table>

Table 5.4: Test set results on Hearthstone (using the best configurations on the dev set).

<table>
<thead>
<tr>
<th>Model</th>
<th>Exact match</th>
<th>Sentence BLEU</th>
<th>Corpus BLEU</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>0.152</td>
<td>0.743</td>
<td>0.723</td>
</tr>
<tr>
<td>PATOIS</td>
<td>0.197</td>
<td>0.780</td>
<td>0.766</td>
</tr>
</tbody>
</table>

```python
def __init__(self):
    super().__init__(
        ℓ₀:id = copy.copy(ℓ₁:expr),
        ℓ₀:id = ℓ₀:col)
    if ℓ₀:id:
        SELECT COUNT(ℓ₀:col), ℓ₁:id
        INTERSECT ℓ₄:sql
        EXCEPT ℓ₅:sql
        WHERE ℓ₀:col = $terminal`%
```

Figure 5.4: Five examples of commonly used idioms from the Hearthstone and Spider datasets.

Figure 5.4 shows some examples of idioms that were frequently used by the model. On Hearthstone, the most popular idioms involve common syntactic elements (e.g. class and function definitions) and domain-specific APIs commonly used in card implementations (e.g. CARD_RARITY enumerations or copy.copy calls). On Spider, they capture the most common combinations of SQL syntax, such as a SELECT query with a single COUNT column and optional INTERSECT or EXCEPT clauses. Notably, popular idioms are also often big: for instance, the first idiom in Figure 5.4 expands to a tree fragment with more than 20 nodes. Emitting it in a single step vastly simplifies the decoding process.

We further conducted qualitative experiments to analyze actual idiom usage by PATOIS on the
Figure 5.5: The distribution of used idioms in the inferred ASTs on the Hearthstone test set. Left: in the ASTs exactly matched with ground truth; Right: all ASTs.

Hearthstone test set. Figure 5.5 shows the distribution of idioms used in the inferred (not ground truth) ASTs. A typical program involves 7 idioms on average, or 6 for the programs that exactly match the ground truth. Despite the widespread usage of idioms, not all of the mined idioms \( \tilde{I} \) were useful: only 51 out of \( K = 80 \) idioms appear in the inferred ASTs. This highlights the need for an end-to-end version of PATOIS where idiom mining would be directly optimized to benefit synthesis.

5.6 Related Work

**Program synthesis & Semantic parsing** Program synthesis from natural language has a long history in Programming Languages (PL) and Machine Learning (ML) communities. When an input specification is limited to natural language, the resulting problem can be considered semantic parsing (Liang 2016). There has been a lot of recent interest in applying recurrent sequence-based and tree-based neural networks to semantic parsing (Yin and Neubig 2017; Li et al. 2016; Dong and Lapata 2016; Jia and Liang 2016; Yin et al. 2018b). These approaches commonly use insights from the PL literature, such as grammar-based constraints to reduce the search space, non-deterministic training oracles to enable multiple executable interpretations of intent, and supervision from program execution. They typically either supervise the training on one or more golden programs, or use reinforcement learning to supervise the training from a neural program execution result (Neelakantan et al. 2017). Our PATOIS approach is applicable to any underlying neural semantic parsing model, as long as it is supervised by a corpus of golden programs. It is, however, most easily applicable to tree-based and graph-based models, which directly emit the AST of the target program. In this work we have evaluated PATOIS as applied on top of the sequence-to-tree decoder of Yin and Neubig (2017), and extended it with a novel training regime that teaches the decoder to emit idiom operators.
in place of the idiomatic code fragments.

**Sketch generation**  Two recent works (Dong and Lapata 2018; Murali et al. 2017) learn abstractions of the target program to compress and abstract the reasoning process of a neural synthesizer. Both of them split the generation process into *sketch generation* and *sketch completion*, wherein the first stage emits a partial tree/sequence (i.e. a *sketch* of the program) and the second stage fills in the holes in this sketch. While sketch generation is typically implemented with a neural model, sketch completion can be either a different neural model or a combinatorial search. In contrast to PATOIS, both works define the grammar of sketches manually by a deterministic *program abstraction* procedure and only allow a single top-level sketch for each program. In addition, an earlier work of Bonjak et al. (2017) also formulates program synthesis as sketch completion, but in their work program sketches are manually provided rather than learned. In PATOIS, we learn the abstractions (code idioms) automatically from a corpus and allow them to appear anywhere in the program, as is common in real-life programming.

**Learning abstractions**  Recently, Ellis et al. (2018a) developed an Explore, Compress & Compile (EC^2) framework for automatically learning DSLs for program synthesis from I/O examples (such as the DSLs used by FlashFill (Gulwani 2011) and DeepCoder (Balog et al. 2016)). The workflow of EC^2 is similar to PATOIS, with three stages: (a) learn new DSL subroutines from a corpus of tasks, (b) train a recognition model that maps a task specification to a distribution over DSL operators as in DeepCoder (Balog et al. 2016), and (c) use these operators in a program synthesizer. PATOIS differs from EC^2 in three aspects: (i) we assume a natural language specification instead of examples, (ii) to handle NL specifications, our synthesizer is a neural semantic parser instead of enumerative search, and (iii) most importantly, we discover idioms that compress general-purpose languages instead of extending DSLs. Unlike for inductive synthesis DSLs such as FlashFill, the existence of *useful* DSL abstractions for general-purpose languages is not obvious, and our work is the first to demonstrate them.

Similar to this chapter, Iyer et al. (2019) developed a different approach of learning code idioms for semantic parsing. They mine the idioms using a variation of *byte-pair encoding* (BPE) compression extended to ASTs and greedily rewrite all the dataset ASTs in terms of the found idioms for training. While the BPE-based idiom mining is more computationally efficient than non-parametric Bayesian inference of PATOIS, introducing ASTs greedily tends to lose information about overlapping idioms, which we address in PATOIS using our novel training objective described in Section 5.4.2.

As described previously, our code idiom mining is an extension of the procedure developed by Allamanis et al. (Allamanis and Sutton 2014; Allamanis et al. 2018). They are the first to use the tree substitution grammar formalism and Bayesian inference to find non-trivial common idioms in a corpus of code. However, their problem formalization does not involve any application for the learned idioms beyond their explanatory power.
5.7 Discussion

Semantic parsing, or neural program synthesis from natural language, has made tremendous progress over the past years, but state-of-the-art models still struggle with program generation at multiple levels of abstraction. In this work, we present a framework that allows incorporating learned coding patterns from a corpus into the vocabulary of a neural synthesizer, thus enabling it to emit high-level or low-level program constructs interchangeably at each generation step. Our current instantiation, PATOIS, uses Bayesian inference to mine common code idioms, and employs a novel nondeterministic training regime to teach a tree-based generative model to optionally emit whole idiom fragments. Such dataset abstraction using idioms improves the performance of neural program synthesis.

PATOIS is only the first step toward learned abstractions in program synthesis. While code idioms often correlate with latent semantic concepts and our training regime allows the model to learn which idioms to use and in which context, our current method does not mine them with the intent to directly optimize their usefulness for generation. In future work, we want to alleviate this by jointly learning the mining and synthesis models, thus optimizing the idioms’ usefulness for synthesis by construction. We also want to incorporate program semantics into the idiom definition, such as data flow patterns or natural language phrases from task specs.
Chapter 6

Conclusion

Program synthesis is a long-standing problem in computer science with significant practical applications. In recent years, program synthesis with deep learning, or neural program synthesis, has arisen as a promising direction and catalyzed progress in the field. This dissertation has considered three challenges in machine learning that also apply to neural program synthesis, and addressed them in several concrete instantiations of neural program synthesis.

In the first part, we looked at program synthesis from input-output examples as the specification. First, we presented a technique to improve synthesis of imperative Karel programs by breaking down the problem into two simpler parts of predicting execution traces from input-output examples and then predicting the program from the traces (Chapter 2; addressing issues of embodiment with imperative programs through the specification encoder). Next, we showed how synthetic data generation for program synthesis can be trickier than assumed by previous work, as the exact procedure used for random sampling of the training data has significant effect on the ability of the resulting model to generalize (Chapter 3; addressing generalization through the training procedure). In the second part, we examine program synthesis from natural language specifications, or semantic parsing. We show that relation-aware self-attention, by facilitating learned interactions within the input while also incorporating structured information, enables better generalization when synthesizing database queries from a multi-modal specification containing a natural language question and a database schema (Chapter 4; addressing generalization through the specification encoder). We also demonstrate a method to help a neural program synthesizer switch between high-level and low-level reasoning by incorporating learned idioms (Chapter 5; addressing abstraction through the program decoder).

Reaching the goal of creating computers that program themselves will require many advances beyond the contributions in this dissertation. Some of these advances will undoubtedly originate from unanticipated places with little direct relation to program synthesis; nevertheless, our work also suggests many open questions and future directions to bring us closer to the goal. Here are some of them.

**Human factors.** The overall paradigm for program synthesis envisioned in this dissertation is the following: the system receives a program specification, and then it does its best to generate a
program that fulfills it. If all goes well, the system would correctly understand the specification, and generate the right program. Unfortunately, the capabilities of current neural program synthesis is not sufficient so that all would go well most of the time, but there are no explicit provisions for recovering from errors.

First, it may be difficult for the user to understand the generated program sufficiently enough to realize that there has been an error. The easiest setting is when the user is expected to be a proficient programmer already, and the system generates first drafts for the user to review and correct. For program synthesis from input-output examples, a user can still double-check whether the program generates the expected output when applied to additional inputs, without knowing the programming language. However, this can be challenging when there are many inputs (like rows in a spreadsheet) but the program may fail only on a small number. More challenging is the setting of generating a database query from natural language. Without knowledge of SQL, the user cannot check the generated query for errors. Since the user presumably does not know the expected answer for the question, simply displaying the results of the query would not help much either.

Therefore, it would be important to empower the user to understand what the generated program does and provide a correction if needed. Using rules to generate a natural language explanation are likely sufficient for simple SQL queries, but maintaining conciseness and fluency becomes more challenging for longer and complex queries. If the user provides an explanation for the error, we need additional mechanisms to make the fix based on the explanation. Prior work has explained some of these questions (for example, Elgohary et al. (2020)) and we will need to integrate everything together to obtain a useful system.

Learning and using abstractions. In Chapter 5, we showed that a program decoder can successfully make use of common idioms to generate programs. We first create a set of candidate idioms, and then encourage the decoder to use them; this is the same in the concurrent work Iyer et al. (2019). When training the decoder, we cannot change the set of idioms based on some form of feedback from the decoder. If this were possible, we may be able to choose more useful idioms that the decoder can use more profitably.

More generally, there are many kinds of abstractions used in programming languages, ranging from functions and classes to more implicit constructs like design patterns. Existing work is largely limited to learning how to use existing functions, but cannot create new ones when needed. The ability to create and use these kinds of abstractions will pave the way for synthesizing larger and more complex programs.

Improved structured decoders. In Chapters 4 and 5, we used Yin and Neubig (2017) as the basis for the program decoder. Structured decoders often work better compared to generating programs as a sequence of tokens, by freeing the model from needing to enforce syntactic correctness of its outputs, and containing inductive biases suited to program generation.

However, they do not enforce other properties needed for correctness of the output other than syntactic correctness. They operate in a fixed and inflexible order from the beginning to the end. They cannot review or edit their past outputs. In contrast, human programmers will write different
parts of a program in a non-linear order, and make edits to past decisions when errors become apparent.

**Better synthetic data generation.** We showed the importance of synthetic data generation in Chapter 3, wherein changes to *salient random variables* had an outsized impact on the model’s ability to generalize to new inputs. We found that straightforward ways to generate data can lead to unusually skewed distributions in these salient random variables, like program length and nesting depth, but our methods to re-balance the distributions are based on rejection sampling which can be inefficient. We also need to manually define the salient random variables. Adversarially training a data generation model to generate unusual examples for the program synthesis model might be one approach to enable greater efficiency and avoid the need to specify variables explicitly.
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Appendix A

Synthetic Datasets

A.1 Salient Variable Homogenization Algorithm

The following is a more formal description of the Algorithm described in Section 3.2, as well as proofs of correctness, and an investigation of the $\epsilon$ parameter’s practical effect.

A.1.1 Full Pseudocode

Let $S$ be some space that is sampled by some original distribution $q : S \to [0, 1]$. Let $X$ be the space of a salient variable which is calculated by $\nu : S \to X$; it is a finite set. Let $\epsilon$ be our tolerance.

```
procedure SAMPLEDHOMOGENIZE($q : S \to [0, 1], \nu : S \to X, \epsilon \in \mathbb{R}, n \in \mathbb{N}$)
  $C \leftarrow \{x \to 0 : x \in X\}$  \hspace{1cm} \triangleright Set up a dictionary of counts of each value of $X$
  $t \leftarrow 0$
  $\mathcal{D} \leftarrow \{\}$  \hspace{1cm} \triangleright The total number of samples seen
  \hspace{1cm} \triangleright $\mathcal{D}$ is originally an empty multiset
  \hspace{1cm} \while $|\mathcal{D}| < n$ do
    $s \leftarrow$ a sample from $q$
    $C[\nu(s)] \leftarrow C[\nu(s)] + 1$
    $t \leftarrow t + 1$
    $p_{\text{min}} \leftarrow \min_{x \in X} C[x]$
    $p_{\text{curr}} \leftarrow \frac{C[\nu(s)]}{t}$
    $g \leftarrow \frac{p_{\text{min}} + \epsilon}{p_{\text{curr}} + \epsilon}$
    $h \leftarrow \begin{cases} 1 & \text{with probability } g \\ 0 & \text{with probability } 1 - g \end{cases}$
    \hspace{1cm} \if $h = 1$
      \hspace{1cm} \hspace{1cm} $\mathcal{D} \leftarrow \mathcal{D} \cup \{s\}$
    \hspace{1cm} \endif
  \hspace{1cm} \endwhile
  \hspace{1cm} \return $\mathcal{D}$

end procedure
```
A.1.2 Proof of Correctness

Let the initial sampling distribution be \( q \) and the resulting distribution be \( r \). We use the notation \( P_r[X = x] \) to refer to the probability that \( X = x \) given that \( S \) is sampled from the distribution \( r \). \( C[x] \) refers to the count for the salient variable value \( x \in \mathbb{X} \) among past samples from \( q \), as defined in \textsc{SampledHomogenize}.

**Theorem.** The Salient Variable Homogenization algorithm produces samples from a distribution close to uniform. Formally, after \( 48 \log_2 \frac{|\mathbb{X}|}{p_m} \) samples are drawn from distribution \( q \), we have that the resulting homogenized distribution satisfies

\[
|P_r[X = x] - \frac{1}{|\mathbb{X}|}| \leq \xi
\]

with probability at least \( 1 - \delta \), where \( p_m = \min_{x \in \mathbb{X}} P_q[X = x] > 0 \) and \( \varepsilon \) has been set to 0.

**Proof.** We can simplify the probability as

\[
P_r[X = x] = \frac{P_q[X = x]/C[x]}{\sum_{z \in \mathbb{X}} P_q[X = z]/C[z]}
\]

(for \( \varepsilon = 0 \); see Probability Simplification Lemma below).

Let \( \alpha = \frac{\xi|\mathbb{X}|}{4} \). We have that \( n > \frac{3 \log_2 \frac{|\mathbb{X}|}{\alpha^2 p_m}}{\alpha^2 p_m} \) by assumption and substituting in \( \alpha \). By the Count Bounding Lemma we have that \( \left| \frac{n P_q[X = x]}{C[x]} - 1 \right| \leq \alpha \) for all \( x \) with probability at least \( 1 - \delta \). The following computations assume \( \left| \frac{n P_q[X = x]}{C[x]} - 1 \right| \leq \alpha \) for all \( x \) and thus are valid with probability \( 1 - \delta \).

We have \( \frac{n P_q[X = x]}{C[x]} \in [1 - \alpha, 1 + \alpha] \). We also have

\[
\left| \frac{1}{|\mathbb{X}|} \sum_{z \in \mathbb{X}} n P[X = z]/C[z] - 1 \right| = \left| \frac{1}{|\mathbb{X}|} \sum_{z \in \mathbb{X}} (n P[X = z]/C[z] - 1) \right| \\
\leq \frac{1}{|\mathbb{X}|} \sum_{z \in \mathbb{X}} |n P[X = z]/C[z] - 1| \\
\leq \frac{1}{|\mathbb{X}|} \sum_{z \in \mathbb{X}} \alpha \\
= \alpha
\]

and thus \( \frac{1}{|\mathbb{X}|} \sum_{z \in \mathbb{X}} \frac{n P_q[X = z]}{C[z]} \in [1 - \alpha, 1 + \alpha] \).

Combining the previous two ranges via a division, we have

\[
|\mathbb{X}| P_r[X = x] = \frac{n P_q[X = x]}{\frac{1}{|\mathbb{X}|} \sum_{z \in \mathbb{X}} n P_q[X = z]/C[z]} \in \left[ \frac{1 - \alpha}{1 + \alpha}, \frac{1 + \alpha}{1 - \alpha} \right]
\]
We have that \( \frac{1-\alpha}{1+\alpha} = 1 - \frac{2\alpha}{1+\alpha} \geq 1 - 2\alpha \geq 1 - 4\alpha \) and \( \frac{1+\alpha}{1-\alpha} = 1 + \frac{2\alpha}{1-\alpha} = 1 + \frac{4\alpha}{2-2\alpha} \leq 1 + 4\alpha \) since \( 2 - 2\alpha > 1 \) for small \( \alpha \). Thus, we have that \( \left[ \frac{1-\alpha}{1+\alpha}, \frac{1+\alpha}{1-\alpha} \right] \subseteq [1 - 4\alpha, 1 + 4\alpha] \) and therefore we have

\[
|X| P_r[X = x] \in [1 - 4\alpha, 1 + 4\alpha]
\]

we thus have that \( P_r[X = x] - \frac{1}{|X|} \leq \frac{4\alpha}{|X|} = \xi \), completing our proof. \( \square \)

**Lemma** (Count Bounding). We have that if \( n \geq \frac{3 \log \frac{2|X|}{\alpha^2 p_m}}{\alpha} \) samples have been drawn from \( q \) that

\[
P\left[ \exists x \in X, \left| \frac{n P_q[X = x]}{C[x]} - 1 \right| \geq \alpha \right] \leq \delta
\]

where \( p_m = \min_{x \in X} P_q[X = x] \)

**Proof.** We can model \( C[x] \) as a sum of \( n \) independent Bernoulli trials with probability \( P_q[X = x] \). Using Chernoff bound, we have that

\[
P[C[x] \geq n P_q[X = x](1 + \alpha)] \leq e^{-\alpha^2 n P_q[X=x]/3}
\]

and

\[
P[C[x] \geq n P_q[X = x](1 - \sqrt{2/3}\alpha)] \leq e^{-\alpha^2 n P_q[X=x]/3}
\]

Thus, we have by union bound that

\[
P\left[ \frac{n P_q[X = x]}{C[x]} \geq \frac{1}{1 - \sqrt{2/3}\alpha} \lor \frac{n P_q[X = x]}{C[x]} \leq \frac{1}{1 + \alpha} \right] \leq 2e^{-\alpha^2 n P_q[X=x]/3}
\]

For \( \alpha \leq \sqrt{\frac{3}{2}} - 1 \) we have that \( \frac{1}{1 - \sqrt{2/3}\alpha} = 1 + \frac{\sqrt{2/3}\alpha}{1 - \sqrt{2/3}\alpha} = 1 + \frac{\alpha}{\sqrt{3/2} - \alpha} \leq 1 + \alpha \) and \( \frac{1}{1 + \alpha} = 1 - \frac{\alpha}{1 + \alpha} \geq 1 - \alpha \). Thus, we can restate the previous inequality as

\[
P\left[ \frac{n P_q[X = x]}{C[x]} \geq 1 + \alpha \lor \frac{n P_q[X = x]}{C[x]} \leq 1 - \alpha \right] \leq 2e^{-\alpha^2 n P_q[X=x]/3}
\]

or in other words

\[
P\left[ \left| \frac{n P_q[X = x]}{C[x]} - 1 \right| \geq \alpha \right] \leq 2e^{-\alpha^2 n P_q[X=x]/3}
\]

Thus we can bound the RHS as

\[
2e^{-\alpha^2 n P_q[X=x]/3} \leq 2e^{-\alpha^2 n p_m/3} < 2e^{-\alpha^2 \frac{3 \log \frac{2|X|}{\alpha^2 p_m}}{\alpha^2 p_m}/3} = 2e^{-\log \frac{2|X|}{\alpha^2 p_m}/3} = \delta
\]
where the first inequality is since \( P_q[X = x] \geq p_m \) and the second is since \( n > \frac{3 \log \frac{2|X|}{\delta}}{\alpha^2 p_m} \).

We can again apply union bound to get that

\[
P \left[ \exists x \in X, \left| \frac{n P_q[X = x]}{C[x]} - 1 \right| \geq \alpha \right] \leq \frac{1}{|X|^2} \delta = \delta
\]

\[\square\]

**Lemma** (Probability Simplification).

\[
P_r[X = x] = \frac{P_q[X = x]/C[x]}{\sum_{z \in X} P_q[X = z]/C[z]}
\]

**Proof.**

\[
P_r[X = x] = \sum_{s \in S : \nu(s) = x} P_r[S = s]
\]

\[
= \sum_{s \in S : \nu(s) = x} \frac{g(s)q(s)}{\sum_{s' \in S} g(s')q(s')}
\]

\[
= \sum_{s \in S : \nu(s) = x} \frac{g(s)q(s)}{\sum_{s' \in S} g(s')}
\]

\[
= \sum_{s \in S : \nu(s) = x} g(s)q(s)
\]

Since we can simplify

\[
\sum_{s \in S : \nu(s) = x} g(s)q(s) = \sum_{s \in S : \nu(s) = x} \frac{\min_{y \in X} C[y]}{C[\nu(s)]} q(s)
\]

\[
= \frac{\min_{y \in X} C[y]}{C[x]} \sum_{s \in S : \nu(s) = x} q(s)
\]

\[
= \frac{\min_{y \in X} C[y]}{C[x]} P_q[X = x]
\]

we have that

\[
P_r[X = x] = \frac{\sum_{s \in S : \nu(s) = x} g(s)q(s)}{\sum_{y \in X} \sum_{s' \in S : \nu(s') = y} g(s')q(s')}
\]

\[
= \frac{\min_{y \in X} C[y]}{C[x]} P_q[X = x]
\]

\[
= \frac{\sum_{y \in X} \min_{y \in X} C[y]}{C[z]} P_q[X = z]
\]

\[
= \frac{P_q[X = x]}{C[x]}
\]

\[
\sum_{z \in X} P_q[X = z]/C[z]
\]

\[\square\]
A.1.3 Efficiency Analysis

We show that the number of samples from the original distribution required to produce a sample
from the homogenized distribution is $O\left(\frac{1}{\varepsilon}\right)$ in expectation.

In the Salient Variable Homogenization algorithm, we have the probability of not rejecting a
given sample as $g(s) = \min_x \frac{P[X=x] + \varepsilon}{P[X=v(s)] + \varepsilon}$. We know that

$$g(s) = \min_x \frac{P[X = x]}{P[X = v(s)] + \varepsilon} \geq \frac{\varepsilon}{P[X = v(s)] + \varepsilon} \geq \frac{\varepsilon}{1 + \varepsilon}$$

Since each sample is independent, we can model this as a geometric distribution, and thus we
have that the expected number of tries $t = \frac{1}{g(s)} \leq 1 + \frac{1}{\varepsilon}$. We thus have that in expectation, we need
to sample $O\left(\frac{1}{\varepsilon}\right)$ samples from the original distribution to produce one homogenized sample.

A.1.4 Empirical Effect Of Varying $\varepsilon$

![Figure A.1: Number of samples required by salient variable homogenization parameterized by an $\varepsilon$ before a new sample is returned.](image)

Figure A.1: Number of samples required by salient variable homogenization parameterized by an $\varepsilon$
before a new sample is returned.

The solid line is an upper bound $\frac{\varepsilon}{1+\varepsilon}$ derived in Section A.1.3. Seen in the measured samples
for different values of $\varepsilon$, the upper bound appropriately reflects the maximum height of the samples,
with very little remaining space on the DCFG dataset and some but not much on the T2T dataset,
and is thus a close bound. As the values of $\varepsilon \to \infty$ the bound approaches the limit 1, indicating no samples are rejected by the algorithm.

Increasing the parameter $\varepsilon$ has the theoretical affect of causing the homogenized distribution to deviate more from uniform in its salient random variables, as shown in A.1.3. In practice, we discover that performance boosts tend to decrease with increasing $\varepsilon$, although the effect was not as pronounced on the T2T dataset, potentially because the unhomogenized T2T distribution is closer to uniform and thus homogenization has a limited effect for any larger $\varepsilon$ values.

### A.1.5 Empirical Evidence for Increase in Uniformity

Empirically, the Salient Variable Homogenization algorithm led to increases in uniformity in the variable being homogenized. We measure uniformity by KL divergence between the distribution being measured and the uniform distribution. A table of relative improvements is given in Table A.2.

<table>
<thead>
<tr>
<th></th>
<th>Length</th>
<th>Max Depth</th>
<th>Mean Depth</th>
<th>#Operations</th>
<th>#Parens</th>
</tr>
</thead>
<tbody>
<tr>
<td>DCFG</td>
<td>42.98%</td>
<td>30.77%</td>
<td>27.05%</td>
<td>43.95%</td>
<td>23.63%</td>
</tr>
<tr>
<td>T2T</td>
<td>46.68%</td>
<td>30.45%</td>
<td>13.99%</td>
<td>38.82%</td>
<td>36.91%</td>
</tr>
</tbody>
</table>

Table A.2: Percentage reductions in KL-divergence from uniform of the given salient variable when homogenized at $\varepsilon = 0.025$. 

---

Table A.1: Improvements in Calculator performance with homogenized datasets of various sampling parameters $\varepsilon$. See Section 3.5 for details on performance metrics.