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We study the connections between optimization and sampling. In one direction, we study sampling algorithms from an optimization perspective. We will see how the Langevin MCMC algorithm can be viewed as a deterministic gradient descent in probability space, which enables us to do convergence analysis in KL divergence. We will also see how adding a momentum term improves the convergence rate of Langevin MCMC, much like acceleration in gradient descent. Finally, we will study the problem of sampling from non-logconcave distributions, which is roughly analogous to non-convex optimization.

Conversely, we will also study optimization algorithms from a sampling perspective. We will approximate stochastic gradient descent by a Langevin-like stochastic differential equation, and use this to explain some of its remarkable generalization properties.
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## Part I

## Introduction

## Chapter 1

## Preliminaries

### 1.1 Convexity and Smoothness

We say that a twice-differentiable function $f: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ is $m$ strongly convex if

$$
\begin{equation*}
\forall x \quad \nabla^{2} f(x) \succ m I \tag{1.1}
\end{equation*}
$$

A very useful consequence of (1.1) is that for all $x, y,\langle\nabla f(x)-\nabla f(y), x-y\rangle \geq m\|x-y\|_{2}^{2}$, which ensures that the gradient flow is contractive.

We say that $f: \mathbb{R}^{d} \rightarrow \mathbb{R}$ has $L$-Lipschitz gradients, or equivalently $L$-smooth, if

$$
\begin{equation*}
\forall x, y \quad\|\nabla f(x)-\nabla f(y)\|_{2} \leq L\|x-y\|_{2} \tag{1.2}
\end{equation*}
$$

If $f(x)$ is twice differentiable, the above is equivalent to $\nabla^{2} f(x) \prec L I$ for all $x$.

### 1.2 Sampling

We will be concerned with the problem of sampling from a distribution

$$
\begin{equation*}
p^{*}(x) \propto e^{-U(x)} \tag{1.3}
\end{equation*}
$$

where $x \in \mathbb{R}^{d}$. We will refer to $U(x)$ as the potential function, and we will assume that we can compute $\nabla U(x)$ for all $x$.

We will mostly focus on the problem of sampling from $p^{*}(x)$ when $U(x)$ is $m$ strongly convex and has $L$ Lipschitz Gradients, given access to the gradient oracle of $U$, though in certain parts of this thesis, we will relax the convexity/regularity assumptions on $U(x)$.

### 1.3 The Langevin Dynamics

The Langevin Diffusion, with respect to the potential $U(x)$, is given by the following stochastic differential equation:

$$
\begin{equation*}
d x_{t}=-\nabla U\left(x_{t}\right) d t+\sqrt{2} d B_{t} \tag{1.4}
\end{equation*}
$$

where $B_{t}$ is the standard Brownian motion. The invariant distribution of 1.4$)$ is $p^{*}(x) \propto$ $e^{-U(x)}$. For the purposes of this thesis, we can assume that $U(x)$ is smooth, and that $e^{-U(x)}$ is integrable.

To convert (1.4) to a computationally tractable algorithm, a common approach is to use the Euler-Murayama discretization scheme:

$$
\begin{equation*}
x_{k+1}=x_{k}-\delta \nabla U\left(x_{k}\right)+\sqrt{2 \delta} \xi_{k}, \tag{1.5}
\end{equation*}
$$

where $\delta$ is the step-size and $\xi_{k} \sim \mathcal{N}(0, I)$.

### 1.4 The Wasserstein Metric

Denote by $\mathcal{B}\left(\mathbb{R}^{d}\right)$ the Borel $\sigma$-field of $\mathbb{R}^{d}$. Given probability measures $\mu$ and $\nu$ on $\left(\mathbb{R}^{d}, \mathcal{B}\left(\mathbb{R}^{d}\right)\right)$, we define a transference plan $\zeta$ between $\mu$ and $\nu$ as a probability measure on $\left(\mathbb{R}^{d} \times \mathbb{R}^{d}, \mathcal{B}\left(\mathbb{R}^{d} \times\right.\right.$ $\left.\mathbb{R}^{d}\right)$ ) such that for all sets $A \in \mathcal{B}\left(\mathbb{R}^{d}\right), \zeta\left(A \times \mathbb{R}^{d}\right)=\mu(A)$ and $\zeta\left(\mathbb{R}^{d} \times A\right)=\nu(A)$. We denote by $\Gamma(\mu, \nu)$ the set of all transference plans. A pair of random variables $(X, Y)$ is called a coupling if there exists a $\zeta \in \Gamma(\mu, \nu)$ such that $(X, Y)$ are distributed according to $\zeta$. (With some abuse of notation, we will also refer to $\zeta$ as the coupling.)

The $k$-Wasserstein distance between $\mu$ and $\nu$ is given by

$$
W_{k}(\mu, \nu)=\inf _{\zeta \in \Gamma(\mu, \nu)}\left(\mathbb{E}_{(x, y) \sim \zeta}\left[\|x-y\|_{2}^{k}\right]\right)^{1 / k}
$$

In this thesis, we will mainly be concerned with $W_{1}$ and $W_{2}$.

### 1.5 Optimization

Given an optimization objective $f(x): \Xi \rightarrow \mathbb{R}$, the goal is to find

$$
\begin{equation*}
x^{*} \in \arg \min _{\Xi} f(x) . \tag{1.6}
\end{equation*}
$$

Very commonly, $\Xi$ is a subset of $\mathbb{R}^{d}$. In this thesis, we will also consider the specific case of $\Xi=\mathscr{P}\left(\mathbb{R}^{d}\right)$, the space of densities over $\mathbb{R}^{d}$, metrized by the 2-Wasserstein distance.

### 1.6 Overview

The goal of this thesis is to explore various connections between sampling and optimization. We will see how optimization ideas can help us analyze and design better sampling algorithms. Conversely, stochastic optimization algorithms such as SGD can be better understood by analogy with sampling procedures. This thesis is organized as follows:

- In Chapter 2, we show how the Langevin MCMC algorithm (1.5) is equivalent to a deterministic gradient descent algorithm over $\mathscr{P}\left(\mathbb{R}^{d}\right)$. This allows us to bound the distance between (1.5) and (1.4) in terms of KL divergence. Our analysis relies largely on the view of Langevin diffusion as the gradient flow of KL divergence with respect to the Wasserstein distance, shown in [45].
- In Chapter 3, we study a different SDE derived from adding momentum to (1.4). The SDE, given in (3.1), is often known as the underdamped Langevin diffusion. We give a MCMC algorithm, based on discretizing (3.1), and show that the convergence rate is quadratically faster in dimension $d$ and target accuracy $\varepsilon$. This curiously mirrors the acceleration phenomenon in optimization.
- In Chapter 4, we study the problem of sampling from a distribution $p^{*}(x) \propto e^{-U(x)}$ when the potential $U(x)$ is non-convex. This is roughly analogous to optimizing a non-convex objective. We show that the standard Langevin MCMC algorithm converges to $p^{*}(x)$, but the number of steps required is exponential in a quantity that measures how non-convex $U(x)$ is. We also show that underdamped Langevin MCMC achieves a quadratic speed-up even in this non-convex setting.
- In Chapter 5, we instead try to analyze stochastic gradient descent, an optimization algorithm, from a sampling point of view. We are motivated by the empirical observation that SGD solutions sometimes generalize better than gradient descent solutions. We show that SGD can be viewed as the discrete-time approximation of a SDE with a state-dependent diffusion coefficient. This view allows us to characterize the distribution of SGD solutions, in spite of the irregularity of SGD noise.


## Part II

## Sampling as Optimization

## Chapter 2

## Langevin MCMC as Gradient Descent over $\mathscr{P}\left(\mathbb{R}^{d}\right)$

### 2.1 Introduction

In this chapter, we study the problem of sampling from

$$
\mathbf{p}^{*}(x) \propto e^{-U(x)}
$$

where $U(x)$ is strongly convex (see 1.1).
We will study the MCMC algorithm given in (1.5), reproduced below for ease of reference:

$$
\begin{equation*}
u^{i+1}=u^{i}-h \cdot \nabla U\left(u^{i}\right)+\sqrt{2 h} \xi^{i} \tag{2.1}
\end{equation*}
$$

where $h$ is a step-size, and $\xi^{i i d} \stackrel{\sim}{\sim} N(0,1)$.
Recall that (2.1) is the Euler-Murayama discretization of the Langevin SDE:

$$
\begin{equation*}
d \bar{x}_{t}=-\nabla U\left(\bar{x}_{t}\right) d t+\sqrt{2} d B_{t}, \tag{2.2}
\end{equation*}
$$

where $B_{t}$ is the standard Brownian motion.
We verify that 2.1 is equivalent to the following Discretized Langevin SDE:

$$
\begin{equation*}
d x_{t}=-\nabla U\left(x_{\tau(t)}\right) d t+\sqrt{2} d B_{t} \tag{2.3}
\end{equation*}
$$

where $\tau(t) \triangleq\left\lfloor\frac{t}{h}\right\rfloor \cdot h$ (note that $\tau(t)$ is parameterized by $h$ ). Note that the difference between (2.2) and (2.3) is in the drift term: one is $\nabla U\left(\bar{x}_{t}\right)$, the other is $\nabla U\left(x_{\tau(t)}\right)$

Let $\mathbf{p}_{t}$ denote the distribution of $x_{t}$. Our main goal is to establish the convergence of $\mathbf{p}_{t}$ in (2.3) in $K L\left(\mathbf{p}_{t} \| \mathbf{p}^{*}\right)$. KL-divergence is perhaps the most natural notion of distance between probability distributions in this context, because of its close relationship to maximum likelihood estimation, its interpretation as information gain in Bayesian statistics, and its central role in information theory. Convergence in KL-divergence implies convergence in total variation and 2 -Wasserstein distance, thus we are able to obtain convergence rates in total variation and 2-Wasserstein that are comparable to the results shown in [20, 27, 29].

### 2.2 Assumptions and Definitions

We denote by $\mathscr{P}\left(\mathbb{R}^{d}\right)$ the space of all probability distributions over $\mathbb{R}^{d}$. In this chapter, only distributions with densities wrt the Lebesgue measure will appear (see Lemma 20), both in the algorithm and in the analysis. With abuse of notation, we use the same symbol (e.g. p) to denote both the probability distribution and its density wrt the Lebesgue measure.

For the rest of this chapter, we will use $p_{t}$ to exclusively denote the distribution of $x_{t}$ in (2.3).

We assume without loss of generality that

$$
\arg \min _{x} U(x)=0
$$

and that

$$
U(0)=0 .
$$

(We can always shift the origin to achieve this, and the minimizer of $U$ is easy to find using, say, gradient descent.)

For the rest of this chapter, we will let

$$
F(\boldsymbol{\mu})= \begin{cases}\int \boldsymbol{\mu}(x) \log \left(\frac{\boldsymbol{\mu}(x)}{\mathbf{p}^{*}(x)}\right) d x, & \text { if } \boldsymbol{\mu} \text { has a density wrt } \\ & \text { Lebesgue measure } \\ \infty & \text { otherwise }\end{cases}
$$

be the KL-divergence between $\boldsymbol{\mu}$ and $\mathbf{p}^{*}$. It is known that $F$ is minimized by $\mathbf{p}^{*}$, and $F\left(\mathbf{p}^{*}\right)=0$.

Finally, given a vector field $v: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ and a distribution $\boldsymbol{\mu} \in \mathscr{P}\left(\mathbb{R}^{d}\right)$, we define the $L^{2}(\boldsymbol{\mu})$-norm of $v$ as

$$
\|v\|_{L^{2}(\boldsymbol{\mu})} \triangleq \sqrt{\mathbb{E}_{\boldsymbol{\mu}}\left[\|v(x)\|_{2}^{2}\right]} .
$$

Recall that the Wasserstein distance defined in 1.4. In this chapter, we will use Wasserstein distance to exclusively refer to the 2 -Wasserstein distance, given by

$$
W_{2}(\boldsymbol{\mu}, \boldsymbol{\nu})=\sqrt{\inf _{\gamma \in \Gamma(\boldsymbol{\mu}, \boldsymbol{\nu})} \int\left(\|x-y\|_{2}^{2}\right), d \gamma(x, y)}
$$

where $\Gamma(\boldsymbol{\mu}, \boldsymbol{\nu})$ is the set of all couplings between $\boldsymbol{\mu}$ and $\boldsymbol{\nu}$.
Let $\left(X_{1}, \mathscr{B}\left(X_{1}\right)\right)$ and $\left(X_{2}, \mathscr{B}\left(X_{2}\right)\right)$ be two measurable spaces, $\boldsymbol{\mu}$ be a measure on $X_{1}$, and $r: X_{1} \rightarrow X_{2}$ be a measurable map. The push-forward measure of $\boldsymbol{\mu}$ through $r$ is defined as

$$
r_{\#} \boldsymbol{\mu}(B)=\boldsymbol{\mu}\left(r^{-1}(B)\right) \quad \forall B \in \mathscr{B}\left(X_{2}\right) l .
$$

Intuitively, for any $f, \mathbb{E}_{r_{\# \mu}}[f(x)]=\mathbb{E}_{\boldsymbol{\mu}}[f(r(x))]$.

It is known that for any two distributions $\boldsymbol{\mu}$ and $\boldsymbol{\nu}$ which have density wrt the Lebesgue measure, the optimal coupling is induced by a map $T_{\text {opt }}: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$; i.e., $W_{2}^{2}(\boldsymbol{\mu}, \boldsymbol{\nu})=$ $\int\left(\|x-y\|_{2}^{2}\right) d \gamma^{*}(x, y)$ for

$$
\gamma^{*}=\left(I d, T_{o p t}\right)_{\#} \boldsymbol{\mu}
$$

where $I d$ is the identity map, and $T_{\text {opt }}$ satisfies $T_{o p t \#} \boldsymbol{\mu}=\boldsymbol{\nu}$, so by definition, $\gamma^{*} \in \Gamma(\boldsymbol{\mu}, \boldsymbol{\nu})$. We call $T_{o p t}$ the optimal transport map, and $T_{\text {opt }}-I d$ the optimal displacement map.

Given two points $\boldsymbol{\nu}$ and $\boldsymbol{\pi}$ in $\mathscr{P}\left(\mathbb{R}^{d}\right)$, a curve $\boldsymbol{\mu}_{t}:[0,1] \rightarrow \mathscr{P}\left(\mathbb{R}^{d}\right)$ is a constant-speedgeodesic between $\boldsymbol{\nu}$ and $\boldsymbol{\pi}$ if $\boldsymbol{\mu}_{0}=\boldsymbol{\nu}, \boldsymbol{\mu}_{1}=\boldsymbol{\pi}$ and $W_{2}\left(\boldsymbol{\mu}_{s}, \boldsymbol{\mu}_{t}\right)=(t-s) W_{2}(\boldsymbol{\nu}, \boldsymbol{\pi})$ for all $0 \leq s \leq t \leq 1$. If $v_{\boldsymbol{\nu}}^{\boldsymbol{\pi}}$ is the optimal displacement map between $\boldsymbol{\nu}$ and $\boldsymbol{\pi}$, then the constant-speed-geodesic $\boldsymbol{\mu}_{t}$ is characterized by

$$
\begin{equation*}
\boldsymbol{\mu}_{t}=\left(I d+t v_{\boldsymbol{\nu}}^{\boldsymbol{\pi}}\right)_{\#} \boldsymbol{\nu} . \tag{2.4}
\end{equation*}
$$

Given a curve $\boldsymbol{\mu}_{t}: \mathbb{R}^{+} \rightarrow \mathscr{P}\left(\mathbb{R}^{d}\right)$, we define its metric derivative as

$$
\begin{equation*}
\left|\boldsymbol{\mu}_{t}^{\prime}\right| \triangleq \lim \sup _{s \rightarrow t} \frac{W_{2}\left(\boldsymbol{\mu}_{s}, \boldsymbol{\mu}_{t}\right)}{|s-t|} \tag{2.5}
\end{equation*}
$$

Intuitively, this is the speed of the curve in 2-Wasserstein distance. We say that a curve $\boldsymbol{\mu}_{t}$ is absolutely continuous if $\int_{a}^{b}\left|\boldsymbol{\mu}_{t}^{\prime}\right|^{2} d t<\infty$ for all $a, b \in \mathbb{R}$.

Given a curve $\boldsymbol{\mu}_{t}: \mathbb{R}^{+} \rightarrow \mathscr{P}\left(\mathbb{R}^{d}\right)$ and a sequence of velocity fields $v_{t}: \mathbb{R}^{+} \rightarrow\left(\mathbb{R}^{d} \rightarrow \mathbb{R}^{d}\right)$, we say that $\boldsymbol{\mu}_{t}$ and $v_{t}$ satisfy the continuity equation at $t$ if

$$
\begin{equation*}
\frac{d}{d t} \boldsymbol{\mu}_{t}(x)+\operatorname{div}\left(\boldsymbol{\mu}_{t}(x) \cdot v_{t}(x)\right)=0 \tag{2.6}
\end{equation*}
$$

(We assume that $\boldsymbol{\mu}_{t}$ has density wrt Lebesgue measure for all $t$ ).
Remark 1 If $\boldsymbol{\mu}_{t}$ is a constant-speed-geodesic between $\boldsymbol{\nu}$ and $\boldsymbol{\pi}$, then $\boldsymbol{\mu}_{t}$ and $v_{\boldsymbol{\nu}}^{\boldsymbol{\pi}}$ satisfy (2.6) at $t=0$, by the characterization in (2.4).

We say that $v_{t}$ is tangent to $\boldsymbol{\mu}_{t}$ at $t$ if the continuity equation holds and $\left\|v_{t}+w\right\|_{L^{2}\left(\boldsymbol{\mu}_{t}\right)} \geq$ $\left\|v_{t}\right\|_{L^{2}\left(\boldsymbol{\mu}_{t}\right)}$ for all $w$ such that $\operatorname{div}\left(\boldsymbol{\mu}_{t} \cdot w\right)=0$. Intuitively, $v_{t}$ is tangent to $\boldsymbol{\mu}_{t}$ if it minimizes $\left\|v_{t}\right\|_{L^{2}\left(\boldsymbol{\mu}_{t}\right)}$ among all velocity fields $v$ that satisfy the continuity equation.

### 2.3 Main Results

In Section 2.3.1, we state Theorem 1, which establishes a nonasymptotic convergence in Kullback-Leibler divergence for 2.3 when $U(x)$ is $m$ strongly convex and $L$ smooth (see (1.1) and (1.2)). As a consequence, we also unify the proof of convergence in total variation and $W_{2}$ as simple corollaries to the convergence in $K L$.

The following table compares the number of iterations of 2.1) required to achieve $\varepsilon$ error in each of the three quantities according to the analysis of various papers.

In Section 2.3.2, we state Theorem 2, which establishes a convergence rate for when $U$ is not strongly convex. The corollary for convergence in total variation has a better dependence on the dimension than the corresponding result in [20], but a worse dependence on $\varepsilon$.

|  | $T V$ | $W_{2}$ | $K L$ |
| :--- | ---: | ---: | ---: |
| $[20,[27]$ | $\tilde{O}\left(\frac{d}{\varepsilon^{2}}\right)$ | - | - |
| $[29]$ | $\tilde{O}\left(\frac{d}{\varepsilon^{2}}\right)$ | $\tilde{O}\left(\frac{d}{\varepsilon^{2}}\right)$ | - |
| our result | $\tilde{O}\left(\frac{d}{\varepsilon^{2}}\right)$ | $\tilde{O}\left(\frac{d}{\varepsilon^{2}}\right)$ | $\tilde{O}\left(\frac{d}{\varepsilon}\right)$ |

Table 2.1: Comparison of iteration complexity

### 2.3.1 Strong Convexity Result

In this section, we assume that $U(x)$ is $m$ strongly convex and $L$ smooth (see 1.1) and 1.2).
Theorem 1 Let $U(x)$ be $m$ strongly convex and have L Lipschitz gradient. Let $x_{t}$ and $\mathbf{p}_{t}$ be as defined in (2.3) with $\mathbf{p}_{0}=N\left(0, \frac{1}{m}\right)$.

If

$$
h=\frac{m \varepsilon}{16 d L^{2}}
$$

and

$$
k=16 \frac{L^{2}}{m^{2}} \frac{d \log \frac{d L}{m \varepsilon}}{\varepsilon},
$$

then $K L\left(\mathbf{p}_{k h} \| \mathbf{p}^{*}\right) \leq \varepsilon$.
This theorem immediately allows us to obtain the convergence rate of $\mathbf{p}_{k h}$ in both total variation and 2 -Wasserstein distance.

Corollary 1 Using the choice of $k$ and $h$ in Theorem 1, we get

1. $d_{T V}\left(\mathbf{p}_{k h}, \mathbf{p}^{*}\right) \leq \sqrt{\varepsilon}$
2. $W_{2}\left(\mathbf{p}_{k h}, \mathbf{p}^{*}\right) \leq \sqrt{\frac{2 \varepsilon}{m}}$.

The first assertion follows from Pinsker's inequality 69]. The second assertion follows from (2.15), where we take $\boldsymbol{\mu}_{0}$ to be $\mathbf{p}^{*}$ and $\boldsymbol{\mu}_{1}$ to be $\mathbf{p}_{k h}$. To achieve $\delta$ accuracy in total variation or $W_{2}$, we apply Theorem 1 with $\varepsilon=\delta^{2}$ and $\varepsilon=m \delta^{2}$ respectively.

Remark 2 The log term in Theorem 1 is not crucial. To avoid the log term, one can run (2.1) a few times, each time aiming to only halve the objective $K L\left(\mathbf{p}_{t} \| \mathbf{p}^{*}\right)$ (thus the stepsize starts out large and is also halved each subsequent run). The proof is straightforward and will be omitted.

### 2.3.2 Weak Convexity Result

In this section, we study the case when $\log \mathbf{p}^{*}$ is not $m$ strongly convex (but still convex and $L$ smooth). Let $\boldsymbol{\pi}_{h}$ be the stationary distribution of (2.3) with stepsize $h$.

We will assume that we can choose an initial distribution $\mathbf{p}_{0}$ which satisfies

$$
\begin{equation*}
W_{2}\left(\mathbf{p}_{0}, \mathbf{p}^{*}\right)=C_{1} \tag{2.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\sqrt{E_{\mathbf{p}^{*}}\|x\|_{2}^{2}}=C_{2} . \tag{2.8}
\end{equation*}
$$

Let $h^{\prime}$ be the largest stepsize such that

$$
\begin{equation*}
W_{2}\left(\boldsymbol{\pi}_{h}, p^{*}\right) \leq C_{1} \quad, \forall h \leq h^{\prime} \tag{2.9}
\end{equation*}
$$

Theorem 2 Let $x_{t}$ and $\mathbf{p}_{t}$ be as defined in (2.3) with $\mathbf{p}_{0}$ satisfying (2.7). If

$$
\begin{aligned}
h & =\frac{1}{48} \min \left\{\frac{\varepsilon}{C_{1}\left(C_{1}+C_{2}\right) L^{2}}, \frac{\varepsilon^{2}}{C_{1}^{2} d L^{2}}, h^{\prime}\right\} \\
& =\frac{1}{48} \min \left\{\frac{\varepsilon}{C_{1} C_{2} L^{2}}, \frac{\varepsilon^{2}}{C_{1}^{2} d L^{2}}, h^{\prime}\right\}
\end{aligned}
$$

and

$$
k=\frac{2 C_{1}^{2}}{\varepsilon h}+\frac{2 C_{1}^{2} \log \left(F\left(\mathbf{r}^{0}\right)-F\left(\mathbf{p}^{*}\right)\right)}{h}
$$

then $K L\left(\mathbf{p}_{k h} \| \mathbf{p}^{*}\right) \leq \varepsilon$
Once again, applying Pinsker's inequality, we get that the above choice of $k$ and $t$ yields $d_{T V}\left(\mathbf{p}_{k h}, \mathbf{p}^{*}\right) \leq \sqrt{\varepsilon}$. Without strong convexity, we cannot get a bound on $W_{2}$ from bounding $K L\left(\mathbf{p}_{k h} \| \mathbf{p}^{*}\right)$ like we did in Corollary 1 .

In [20], a proof in the non-strongly-convex case was obtained by running Langevin MCMC on

$$
\tilde{\mathbf{p}}^{*} \propto \mathbf{p}^{*} \cdot \exp \left(-\frac{\delta}{d}\|x\|_{2}^{2}\right)
$$

We see that $\log \tilde{\mathbf{p}}^{*}$ is thus strongly convex with $m=\frac{\delta}{d}$, and $d_{T V}\left(\mathbf{p}^{*}, \tilde{\mathbf{p}}^{*}\right) \leq \delta$. By the results of [20], or 27], or Theorem 1, we need

$$
\begin{equation*}
k=\tilde{O}\left(\frac{d^{3}}{\delta^{4}}\right) \tag{2.10}
\end{equation*}
$$

iterations to get $d_{T V}\left(\mathbf{p}_{k h}, \mathbf{p}^{*}\right) \leq \delta$.
On the other hand, if we assume $\log \left(F\left(\mathbf{p}_{0}\right)-F\left(\mathbf{p}^{*}\right)\right) \leq \frac{1}{\varepsilon}$ and $h^{\prime} \geq \frac{1}{10} \min \left\{\frac{\varepsilon}{C_{1} C_{2} L^{2}}, \frac{\varepsilon^{2}}{C_{1}^{2} d L^{2}}\right\}$, the results of Theorem 2 implies that with

$$
h=O\left(\frac{\varepsilon}{L^{2} C_{1}} \min \left\{\frac{1}{C_{2}}, \frac{\varepsilon}{d C_{1}}\right\}\right)
$$

to get $d_{T V}\left(\mathbf{p}_{k h}, \mathbf{p}^{*}\right) \leq \delta$, we need

$$
k=\Omega\left(\frac{L^{2} C_{1}^{3}}{\delta^{4}} \max \left\{C_{2}, \frac{d C_{1}}{\delta^{2}}\right\}\right)
$$

Even if we ignore $C_{1}$ and $C_{2}$, our result is not strictly better than 2.10 as we have a worse dependence on $\delta$. However, we do have a better dependence on $d$.

### 2.4 Proof Outline

In Section 2.4.1, we establish preliminary results which characterize curves over $\mathscr{P}\left(\mathbb{R}^{d}\right)$. In Section 2.4.2, we study the curve of steepest descent for $F(\cdot)$, as well as its discretization.

In section 2.4.3, we outline the proofs of Theorem 1 and 2 ,

### 2.4.1 Calculus over $\mathscr{P}\left(\mathbb{R}^{d}\right)$

In this section, we present some crucial lemmas which allow us to study the evolution of $F\left(\boldsymbol{\mu}_{t}\right)$ along a curve $\boldsymbol{\mu}_{t}: \mathbb{R}^{+} \rightarrow \mathscr{P}\left(\mathbb{R}^{d}\right)$. These results are all immediate consequences of results proven in [2].

Lemma 2 For any $\boldsymbol{\mu} \in \mathscr{P}\left(\mathbb{R}^{d}\right)$, let $\frac{\delta F}{\delta \boldsymbol{\mu}}(\boldsymbol{\mu}): \mathbb{R}^{d} \rightarrow \mathbb{R}$ be the first variation of $F$ at $\boldsymbol{\mu}$ defined as $\left(\frac{\delta F}{\delta \boldsymbol{\mu}}(\boldsymbol{\mu})\right)(x) \triangleq \log \left(\frac{\boldsymbol{\mu}(x)}{\mathbf{p}^{*}(x)}\right)+1$. Let the subdifferential of $F$ at $\boldsymbol{\mu}$ be given by

$$
w_{\mu} \triangleq \nabla\left(\frac{\delta F}{\delta \boldsymbol{\mu}}(\boldsymbol{\mu})\right): \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}
$$

For any curve $\boldsymbol{\mu}_{t}: \mathbb{R}^{+} \rightarrow \mathscr{P}\left(\mathbb{R}^{d}\right)$, and for any $v_{t}$ that satisfies the continuity equation for $\boldsymbol{\mu}_{t}$ (see Equation (2.6), the following holds:

$$
\frac{d}{d t} F\left(\boldsymbol{\mu}_{t}\right)=\mathbb{E}_{\boldsymbol{\mu}_{t}}\left[\left\langle w_{\boldsymbol{\mu}_{t}}(x), v_{t}(x)\right\rangle\right] .
$$

Based on Lemma 2, we define (for any $\boldsymbol{\mu} \in \mathscr{P}\left(\mathbb{R}^{d}\right)$ ) the operator

$$
\begin{equation*}
\mathcal{D}_{\boldsymbol{\mu}}(v) \triangleq \mathbb{E}_{\boldsymbol{\mu}}\left[\left\langle w_{\boldsymbol{\mu}}(x), v(x)\right\rangle\right]:\left(\mathbb{R}^{d} \rightarrow \mathbb{R}^{d}\right) \rightarrow \mathbb{R} \tag{2.11}
\end{equation*}
$$

$\mathcal{D}_{\mu}(v)$ is linear in $v$.
Lemma 3 Let $\boldsymbol{\mu}_{t}$ be an absolutely continuous curve in $\mathscr{P}\left(\mathbb{R}^{d}\right)$ with tangent velocity field $v_{t}$. Let $\left|\boldsymbol{\mu}_{t}^{\prime}\right|$ be the metric derivative of $\boldsymbol{\mu}_{t}$, then

$$
\left\|v_{t}\right\|_{L^{2}\left(\boldsymbol{\mu}_{t}\right)}=\left|\boldsymbol{\mu}_{t}^{\prime}\right| .
$$

Lemma 4 For any $\boldsymbol{\mu} \in \mathscr{P}\left(\mathbb{R}^{d}\right)$, let $\left\|\mathcal{D}_{\boldsymbol{\mu}}\right\|_{*} \triangleq \sup _{\|v\|_{L^{2}(\mu)} \leq 1} \mathcal{D}_{\boldsymbol{\mu}}(v)$, then

$$
\left\|\mathcal{D}_{\boldsymbol{\mu}}\right\|_{*}=\sqrt{\int\left\|\nabla\left(\frac{\delta F}{\delta \boldsymbol{\mu}}(\boldsymbol{\mu})\right)(x)\right\|_{2}^{2} \boldsymbol{\mu}(x) d x}
$$

Furthermore, for any absolutely continuous curve $\boldsymbol{\mu}_{t}: \mathbb{R}^{+} \rightarrow \mathscr{P}\left(\mathbb{R}^{d}\right)$ with tangent velocity $v_{t}$, we have

$$
\left|\frac{d}{d t} F\left(\boldsymbol{\mu}_{t}\right)\right| \leq\left\|\mathcal{D}_{\boldsymbol{\mu}_{t}}\right\|_{*}\left\|v_{t}\right\|_{L^{2}\left(\boldsymbol{\mu}_{t}\right)} .
$$

As a corollary of Lemma 3 and Lemma 4, we have the following result:
Corollary 5 Let $\boldsymbol{\mu}_{t}$ be an absolutely continuous curve with tangent velocity field $v_{t}$. Then

$$
\frac{d}{d t} F\left(\boldsymbol{\mu}_{t}\right) \leq\left\|\mathcal{D}_{\boldsymbol{\mu}_{t}}\right\|_{*} \cdot\left|\boldsymbol{\mu}_{t}^{\prime}\right|
$$

### 2.4.2 Exact and Discrete Gradient Flow for $F(\mathbf{p})$

In this section, we will study the curve $\mathbf{p}_{t}: \mathbb{R}^{+} \rightarrow \mathscr{P}\left(\mathbb{R}^{d}\right)$ defined in (2.3). Unless otherwise specified, we will assume that $\mathbf{p}_{0}$ is an arbitrary distribution.

Let $x_{t}$ be as defined in (2.3). For any given $t$ and for all $s$, we define a stochastic process $y_{s}^{t}$ as

$$
\begin{align*}
y_{s}^{t}=x_{s} & \text { for } s \leq t \\
d y_{s}^{t}=-\nabla U\left(y_{s}^{t}\right) d s+\sqrt{2} d B_{s} & \text { for } s \geq t  \tag{2.12}\\
\text { let } \mathbf{q}_{s}^{t} \text { denote the distribution for } y_{s}^{t} . &
\end{align*}
$$

From $s=t$ onwards, this is the exact Langevin diffusion with $\mathbf{p}_{t}$ as the initial distribution (compare with expression (2.2)).

Finally, for each $t$, we define a sequence $z_{s}^{t}$ by

$$
\begin{aligned}
z_{s}^{t} & =x_{s} & & \text { for } s \leq t \\
d z_{s}^{t} & =\left(-\nabla U\left(z_{\tau(t)}^{t}\right)+\nabla U\left(z_{s}^{t}\right)\right) d s, & & \text { for } s \geq t
\end{aligned}
$$

$$
\text { let } \mathbf{g}_{s}^{t} \text { denote the distribution for } z_{s}^{t} \text {. }
$$

$z_{s}^{t}$ represents the discretization error of $\mathbf{p}_{s}$ through the divergence between $\mathbf{q}_{s}^{t}$ and $\mathbf{p}_{s}$ (formally stated in Lemma 6). Note that $z_{\tau(t)}^{t}=x_{\tau(t)}^{t}$ because $\tau(t) \leq t$.

Remark 3 The $B_{s}$ in (2.3), (2.12) and (2.13) are the same. Thus, $x_{s}$ (from (2.3)), $y_{s}^{t}$ (from (2.12) and $z_{s}^{t}$ (from (2.13) define a coupling between the curves $\mathbf{p}_{s}, \mathbf{q}_{s}^{t}$ and $\mathbf{g}_{s}^{t}$.

Our proof strategy is as follows:

1. In Lemma 6, we demonstrate that the divergence between $\mathbf{p}_{s}$ (discretized Langevin) and $\mathbf{q}_{s}^{t}$ (exact Langevin) can be represented as a curve $\mathbf{g}_{s}^{t}$.
2. In Lemma 7, we demonstrate that the "decrease in $F\left(\mathbf{p}_{t}\right)$ due to exact Langevin" given by $\left.\frac{d}{d s} F\left(\mathbf{q}_{s}^{t}\right)\right|_{s=t}$ is sufficiently negative.
3. In Lemma 8, we show that the "discretization error" given by $\left.\frac{d}{d s}\left(F\left(\mathbf{p}_{s}\right)-F\left(\mathbf{q}_{s}^{t}\right)\right)\right|_{s=t}$ is small.
4. Added together, they imply that $\left.\frac{d}{d s} F\left(\mathbf{p}_{s}\right)\right|_{s=t}$ is sufficiently negative.

Lemma 6 For all $x \in \mathbb{R}^{d}$ and $t \in \mathbb{R}^{+}$,

$$
\left.\frac{d}{d s} \mathbf{g}_{s}^{t}(x)\right|_{s=t}=\left.\left(\frac{d}{d s} \mathbf{p}_{s}(x)-\frac{d}{d s} \mathbf{q}_{s}^{t}(x)\right)\right|_{s=t}
$$

Lemma 7 For all $s, t \in \mathbb{R}^{+}$,

$$
\frac{d}{d s} F\left(\mathbf{q}_{s}^{t}\right)=-\left\|\mathcal{D}_{\mathbf{q}_{s}^{t}}\right\|_{*}^{2}
$$

Lemma 8 For all $t \in \mathbb{R}^{+}$,

$$
\left.\frac{d}{d s}\left(F\left(\mathbf{p}_{s}\right)-F\left(\mathbf{q}_{s}^{t}\right)\right)\right|_{s=t} \leq\left(2 L^{2} h \sqrt{\mathbb{E}_{\mathbf{p}_{\tau(t)}}\left[\|x\|_{2}^{2}\right]}+2 L \sqrt{h d}\right) \cdot\left\|\mathcal{D}_{\mathbf{p}_{t}}\right\|_{*}
$$

### 2.4.3 Proof of Main Theorems

We now state the lemmas needed to prove Theorem 1. We first establish a notion of strong convexity of $F(\boldsymbol{\mu})$ with respect to $W_{2}$ metric.

Lemma 9 For all $\boldsymbol{\mu}_{0}, \boldsymbol{\mu}_{1} \in \mathscr{P}\left(\mathbb{R}^{d}\right)$ and $t \in[0,1]$, let $\boldsymbol{\mu}_{t}:[0,1] \rightarrow \mathscr{P}\left(\mathbb{R}^{d}\right)$ be the constantspeed geodesic between $\boldsymbol{\mu}_{0}$ and $\boldsymbol{\mu}_{1}$. If $\log \mathbf{p}^{*}(x)$ is $m$ strongly convex, then

$$
\begin{equation*}
F\left(\boldsymbol{\mu}_{t}\right) \leq(1-t) F\left(\boldsymbol{\mu}_{0}\right)+t F\left(\boldsymbol{\mu}_{1}\right)-\frac{m}{2} t(1-t) W_{2}^{2}\left(\boldsymbol{\mu}_{0}, \boldsymbol{\mu}_{1}\right) \tag{2.14}
\end{equation*}
$$

(Recall from (2.4) that if $v_{\boldsymbol{\mu}_{0}}^{\boldsymbol{\mu}_{1}}$ is the optimal displacement map from $\boldsymbol{\mu}_{0}$ to $\boldsymbol{\mu}_{1}$, then $\boldsymbol{\mu}_{t}=$ $\left.\left(I d+t \cdot v_{\boldsymbol{\mu}_{0}}^{\boldsymbol{\mu}_{1}}\right)_{\#} \boldsymbol{\mu}_{0}.\right)$

Equivalently,

$$
\begin{equation*}
F\left(\boldsymbol{\mu}_{1}\right) \geq F\left(\boldsymbol{\mu}_{0}\right)+\mathcal{D}_{\boldsymbol{\mu}_{0}}\left(v_{\boldsymbol{\mu}_{0}}^{\boldsymbol{\mu}_{1}}\right)+\frac{m}{2} W_{2}^{2}\left(\boldsymbol{\mu}_{0}, \boldsymbol{\mu}_{1}\right) \tag{2.15}
\end{equation*}
$$

We call this the " $m$ strong geodesic convexity" of $F$ wrt the $W_{2}$ distance.
Next, we use the $m$ strong geodesic convexity of $F$ to upper bound $F(\boldsymbol{\mu})-F\left(\mathbf{p}^{*}\right)$ by $\frac{1}{2 m}\left\|\mathcal{D}_{\boldsymbol{\mu}}\right\|_{*}^{2}\left(\right.$ for any $\left.\boldsymbol{\mu} \in \mathscr{P}\left(\mathbb{R}^{d}\right)\right)$. This is analogous to how $f(x)-f\left(x^{*}\right) \leq \frac{1}{2 m}\|\nabla f(x)\|_{2}^{2}$ for standard $m$ strongly convex functions in $R^{d}$.

Lemma 10 Under our assumption that $-\log \mathbf{p}^{*}(x)$ is $m$ strongly convex, we have that for all $\boldsymbol{\mu} \in \mathscr{P}\left(\mathbb{R}^{d}\right)$,

$$
F(\boldsymbol{\mu})-F\left(\mathbf{p}^{*}\right) \leq \frac{1}{2 m}\left\|\mathcal{D}_{\boldsymbol{\mu}}\right\|_{*}^{2}
$$

Now, recall $\mathbf{p}_{t}$ from (2.3). We use strong convexity to obtain a bound on $\mathbb{E}_{\mathbf{p}_{t}}\left[\|x\|_{2}^{2}\right]$ for all $t$. This will be important for bounding the discretization error in conjunction with Lemma 8 .

Lemma 11 Let $\mathbf{p}_{t}$ be as defined in (2.3). If $\mathbf{p}_{0}$ is such that $\mathbb{E}_{\mathbf{p}_{0}}\left[\|x\|_{2}^{2}\right] \leq \frac{4 d}{m}$, and $h \leq \frac{1}{L}$ in the definition of (2.3), then for all $t \in \mathbb{R}^{+}$,

$$
E_{\mathbf{p}_{t}}\|x\|^{2} \leq \frac{4 d}{m}
$$

Finally, we put everything together to prove Theorem 1 .

## Proof of Theorem 1

We first note that $h=\frac{m \varepsilon}{16 L^{2}} \leq \frac{1}{L}$.
By Lemma 11, for all $t, \mathbb{E}_{\mathbf{p}_{t}}\left[\|x\|_{2}^{2}\right] \leq \frac{4 d}{m}$. Combined with Lemma 8 , we get that for all $t \in \mathbb{R}^{+}$

$$
\frac{d}{d s} F\left(\mathbf{p}_{s}\right)-\left.F\left(\mathbf{q}_{s}^{t}\right)\right|_{s=t} \leq\left(4 L^{2} h \sqrt{\frac{d}{m}}+2 L \sqrt{h d}\right) \cdot\left\|\mathcal{D}_{\mathbf{p}_{t}}\right\|_{*}
$$

Suppose that $F\left(\mathbf{p}_{t}\right)-F\left(\mathbf{p}^{*}\right) \geq \varepsilon$, and let

$$
h=\frac{m \varepsilon}{16 d L^{2}} \leq \frac{1}{16} \min \left\{\frac{m}{L^{2}} \sqrt{\frac{\varepsilon}{d}}, \frac{m \varepsilon}{L^{2} d}\right\}
$$

Then $\forall t$

$$
\begin{aligned}
\frac{d}{d s} F\left(\mathbf{p}_{s}\right)-\left.F\left(\mathbf{q}_{s}^{t}\right)\right|_{s=t} & \leq\left(4 L^{2} h \sqrt{\frac{d}{m}}+2 L \sqrt{h d}\right) \\
& \leq \frac{1}{2} \sqrt{m \varepsilon}\left\|\mathcal{D}_{\mathbf{p}_{t}}\right\|_{*} \leq \frac{1}{2}\left\|\mathcal{D}_{\mathbf{p}_{t}}\right\|_{*}^{2}
\end{aligned}
$$

where the last inequality holds because Lemma 10 and the assumption that $F\left(\mathbf{p}_{t}\right)-F\left(\mathbf{p}^{*}\right) \geq \varepsilon$ together imply that $\left\|\mathcal{D}_{\mathbf{p}_{t}}\right\|_{*} \geq \sqrt{2 m \varepsilon}$.

So combining Lemma 7 and Lemma 6, we have

$$
\begin{align*}
\frac{d}{d t} F\left(\mathbf{p}_{t}\right) & =\left.\frac{d}{d s} F\left(\mathbf{q}_{s}^{t}\right)\right|_{s=t}+\frac{d}{d s} F\left(\mathbf{p}_{s}\right)-\left.F\left(\mathbf{q}_{s}^{t}\right)\right|_{s=t} \\
& \leq-\left\|\mathcal{D}_{\mathbf{p}_{t}}\right\|_{*}^{2}+\frac{1}{2}\left\|\mathcal{D}_{\mathbf{p}_{t}}\right\|_{*}^{2} \\
& =-\frac{1}{2}\left\|\mathcal{D}_{\mathbf{p}_{t}}\right\|_{*}^{2} \\
& \leq-m\left(F\left(\mathbf{p}_{t}\right)-F\left(\mathbf{p}^{*}\right)\right) \tag{2.16}
\end{align*}
$$

where the last line once again follows from Lemma 10 .
To handle the case when $F\left(\mathbf{p}_{t}\right)-F\left(\mathbf{p}^{*}\right) \leq \varepsilon$, we use the following argument:

1. We can conclude that $F\left(\mathbf{p}_{t}\right)-F\left(\mathbf{p}^{*}\right)>\varepsilon$ implies $\frac{d}{d t} F\left(\mathbf{p}_{t}\right) \leq 0$.
2. By the results of Lemma 20 and Lemma 21, for all $t,\left|\mathbf{p}_{t}^{\prime}\right|$ is finite and $\left\|\mathcal{D}_{\mathbf{p}_{t}}\right\|$ is finite, so $\frac{d}{d t} F\left(\mathbf{p}_{t}\right)$ is finite and $F\left(\mathbf{p}_{t}\right)$ is continuous in $t$.
3. Thus, if $F\left(\mathbf{p}_{t}\right) \leq \varepsilon$ for some $t \leq k h$, then $F\left(\mathbf{p}_{s}\right) \leq \varepsilon$ for all $s \geq t$ as $F\left(\mathbf{p}_{t}\right)>\varepsilon$ implies $\frac{d}{d t} F\left(\mathbf{p}_{t}\right) \leq 0$ and $F\left(\mathbf{p}_{t}\right)$ is continuous in $t$. Thus $F\left(\mathbf{p}_{k h}\right)-F\left(\mathbf{p}^{*}\right) \leq \varepsilon$.

Thus, we need only consider the case that $F\left(\mathbf{p}_{t}\right)>\varepsilon$ for all $t \leq k h$. This means that (2.16) holds for all $t \leq k h$.

By Gronwall's inequality, we get

$$
F\left(\mathbf{p}_{k h}\right)-F\left(\mathbf{p}^{*}\right) \leq\left(F\left(\mathbf{p}_{0}\right)-F\left(\mathbf{p}^{*}\right)\right) \exp (-m k h) .
$$

We thus need to pick

$$
k=\frac{\frac{1}{m} \log \frac{F\left(\mathbf{p}_{0}\right)-F\left(\mathbf{p}^{*}\right)}{\varepsilon}}{h}=16 \frac{L^{2}}{m^{2}} \frac{d \log \frac{F\left(\mathbf{p}_{0}\right)-F\left(\mathbf{p}^{*}\right)}{\varepsilon}}{\varepsilon}
$$

Using the fact that $\mathbf{p}_{0}=N\left(0, \frac{1}{m}\right)$. Using $L$-smoothness and $m$ strong convexity, we can show that

$$
-\log \mathbf{p}^{*}(x) \leq \frac{L}{2}\|x\|_{2}^{2}+\frac{d}{2} \log \left(\frac{2 \pi}{m}\right)
$$

and

$$
\log \mathbf{p}_{0}(x)=-\frac{m}{2}\|x\|_{2}^{2}-\frac{d}{2} \log \left(\frac{2 \pi}{m}\right) .
$$

We thus get that $F\left(\mathbf{p}_{0}\right)-F\left(\mathbf{p}^{*}\right)=K L\left(\mathbf{p}_{0} \| \mathbf{p}^{*}\right) \leq \frac{d L}{m}$, so

$$
k=16 \frac{L^{2}}{m^{2}} \frac{d \log \frac{d L}{m \varepsilon}}{\varepsilon}
$$

The proof of Theorem 2 is quite similar to that of Theorem 1, so we defer it to Appendix A.

### 2.5 Related Work

The first explicit proof of non-asymptotic convergence of overdamped Langevin MCMC for log-smooth and strongly log-concave distributions was given by Dalalyan [20], where it was shown that discrete, overdamped Langevin diffusion achieves $\varepsilon$ error, in total variation distance, in $\mathcal{O}\left(\frac{d}{\varepsilon^{2}}\right)$ steps. Following this, Durmus et al. [29] proved that the same algorithm
achieves $\varepsilon$ error, in 2-Wasserstein distance, in $\mathcal{O}\left(\frac{d}{\varepsilon^{2}}\right)$ steps. We remark that the proofs of Lemma 8, 11 and 17 are essentially taken from [29]. Recently Raginsky et al. [72] and Dalalyan and Karagulyan [21] also analyzed convergence of Langevin MCMC with stochastic gradient updates. Asymptotic guarantees for Langevin MCMC was established much earlier by Gelfand and Mitter [38], Roberts and Tweedie [75].

Our work also relies heavily on the theory established in the book of Ambrosio, Gigli and Savare [2], which studies the underlying probability distribution $\overline{\mathbf{p}}_{t}$ induced by (2.2) as a gradient flow in probability space. This allows us to view (2.3) as a deterministic convex optimization procedure over the probability space, with KL-divergence as the objective. This beautiful line of work relating SDEs with gradient flows in probability space was begun by Jordan, Kinderlehrer and Otto [45]. We refer any interested reader to an excellent survey by Santambrogio in [76].

Finally, we remark that the theory in [2] has some very interesting connections with the study of normalization flows in [73] and [55]. For example, the tangent velocity of (2.2), given by $v_{t}=\nabla \log \mathbf{p}^{*}-\nabla \log \mathbf{p}_{t}$, can be thought of as a deterministic transformation that induces a normalizing flow.

## Chapter 3

## Underdamped Langevin MCMC and Acceleration

### 3.1 Introduction

In this chapter, we study the continuous time underdamped Langevin diffusion represented by the following stochastic differential equation (SDE):

$$
\begin{align*}
d v_{t} & =-\gamma v_{t} d t-u \nabla U\left(x_{t}\right) d t+(\sqrt{2 \gamma u}) d B_{t}  \tag{3.1}\\
d x_{t} & =v_{t} d t,
\end{align*}
$$

where $\left(x_{t}, v_{t}\right) \in \mathbb{R}^{2 d}, U$ is a twice continuously-differentiable function and $B_{t}$ represents standard Brownian motion in $\mathbb{R}^{d}$. Under fairly mild conditions, it can be shown that the invariant distribution of the continuous-time process (3.1) is proportional to $\exp (-(U(x)+$ $\left.\|v\|_{2}^{2} / 2 u\right)$ ). Thus the marginal distribution of $x$ is proportional to $\exp (-U(x))$. There is a discretized version of (3.1) which can be implemented algorithmically, and provides a useful way to sample from $p^{*}(x) \propto e^{-U(x)}$ when the normalization constant is not known.

We establish the convergence of SDE (3.1) as well as its discretization to the invariant distribution $p^{*}$. This provides explicit rates for sampling from log-smooth and strongly logconcave distributions using the underdamped Langevin Markov chain Monte Carlo (MCMC) algorithm (Algorithm 1).

Underdamped Langevin diffusion is particularly interesting because it contains a Hamiltonian component, and its discretization can be viewed as a form of Hamiltonian MCMC. Hamiltonian MCMC [see review of HMC in 5, 63] has been empirically observed to converge faster to the invariant distribution compared to standard Langevin MCMC which is a discretization of overdamped Langevin diffusion that we studied in Chapter 2.

$$
\begin{equation*}
d x_{t}=-\nabla U\left(x_{t}\right) d t+\sqrt{2} d B_{t}, \tag{3.2}
\end{equation*}
$$

the first order SDE corresponding to the high friction limit of (3.1). This chapter provides a non-asymptotic quantitative explanation for these observations.

### 3.2 Assumptions and Definitions

In this section, we present basic definitions and notational conventions. Throughout, we let $\|v\|_{2}$ denote the Euclidean norm, for a vector $v \in \mathbb{R}^{d}$.

### 3.2.1 Assumptions on $U$

We make the following assumptions regarding the function $U$.
(A1) The function $U$ is twice continuously-differentiable on $\mathbb{R}^{d}$ and has Lipschitz continuous gradients; that is, there exists a positive constant $L>0$ such that for all $x, y \in \mathbb{R}^{d}$ we have

$$
\|\nabla U(x)-\nabla U(y)\|_{2} \leq L\|x-y\|_{2} .
$$

(A2) $U$ is $m$ strongly convex, that is, there exists a positive constant $m>0$ such that for all $x, y \in \mathbb{R}^{d}$,

$$
U(y) \geq U(x)+\langle\nabla U(x), y-x\rangle+\frac{m}{2}\|x-y\|_{2}^{2}
$$

It is fairly easy to show that under these two assumptions the Hessian of $U$ is positive definite throughout its domain, with $m I_{d \times d} \preceq \nabla^{2} U(x) \preceq L I_{d \times d}$. We define $\kappa=L / m$ as the condition number. Throughout the paper we denote the minimum of $U(x)$ by $x^{*}$. Finally, we assume that we have a gradient oracle $\nabla U(\cdot)$; that is, we have access to $\nabla U(x)$ for all $x \in \mathbb{R}^{d}$.

### 3.2.2 Underdamped Langevin Diffusion

Throughout the paper we use $B_{t}$ to denote standard Brownian motion [62]. Next we set up the notation specific to the continuous and discrete processes that we study in this chapter.

1. Consider the exact underdamped Langevin diffusion defined by the SDE (3.1), with an initial condition $\left(x_{0}, v_{0}\right) \sim p_{0}$ for some distribution $p_{0}$ on $\mathcal{R}^{2 d}$. Let $p_{t}$ denote the distribution of $\left(x_{t}, v_{t}\right)$ and let $\Phi_{t}$ denote the operator that maps from $p_{0}$ to $p_{t}$ :

$$
\begin{equation*}
\Phi_{t} p_{0}=p_{t} \tag{3.3}
\end{equation*}
$$

2. One step of the discrete underdamped Langevin diffusion is defined by the SDE

$$
\begin{align*}
& d \tilde{v}_{t}=-\gamma \tilde{v}_{t} d t-u \nabla U\left(\tilde{x}_{0}\right) d t+(\sqrt{2 \gamma u}) d B_{t}  \tag{3.4}\\
& d \tilde{x}_{t}=\tilde{v}_{s} d t
\end{align*}
$$

with an initial condition $\left(\tilde{x}_{0}, \tilde{v}_{0}\right) \sim \tilde{p}_{0}$. Let $\tilde{p}_{t}$ and $\tilde{\Phi}_{t}$ be defined analogously to $p_{t}$ and $\Phi_{t}$ for $\left(x_{t}, v_{t}\right)$.
Note 1: The discrete update differs from (3.1) by using $\tilde{x}_{0}$ instead of $\tilde{x}_{t}$ in the drift of $\tilde{v}_{s}$.
Note 2: We will only be analyzing the solutions to (3.4) for small $t$. Think of an integral solution of (3.4) as a single step of the discrete Langevin MCMC.

```
Algorithm 1: Underdamped Langevin MCMC
    Input : Step size \(\delta<1\), number of iterations \(n\), initial point \(\left(x^{0}, 0\right)\), smoothness
                parameter \(L\) and gradient oracle \(\nabla U(\cdot)\)
    for \(i=0,1, \ldots, n-1\) do
        Sample \(\left(x^{i+1}, v^{i+1}\right) \sim Z^{i+1}\left(x^{i}, v^{i}\right)\)
    end
```


### 3.2.3 Stationary Distributions

Throughout the chapter, we denote by $p^{*}$ the unique distribution which satisfies $p^{*}(x, v) \propto$ $\exp -\left(U(x)+\frac{1}{2 u}\|v\|_{2}^{2}\right)$. It can be shown that $p^{*}$ is the unique invariant distribution of (3.1) [see Proposition 6.1 in 68]. Let $g(x, v)=(x, x+v)$. We let $q^{*}$ be the distribution of $g(x, v)$ when $(x, v) \sim p^{*}$.

### 3.3 Main Results

Our main result is a proof that Algorithm 1, a variant of HMC algorithm, converges to $\varepsilon$ error in 2-Wasserstein distance after $\mathcal{O}\left(\frac{\sqrt{d \kappa^{2}}}{\varepsilon}\right)$ iterations, under the assumption that the target distribution is of the form $p^{*} \propto \exp (-(U(x))$, where $U$ is $L$ smooth and $m$ strongly convex (see section 3.2.1), with $\kappa=L / m$ denoting the condition number. Compared to the results of [26] on the convergence of Langevin MCMC in $W_{2}$ in $\mathcal{O}\left(\frac{d \kappa^{2}}{\varepsilon^{2}}\right)$ iterations, this is an improvement in both $d$ and $\varepsilon$. We also analyze the convergence when we have noisy gradients with bounded variance and establish non-asymptotic convergence guarantees in this setting.

### 3.3.1 Algorithm

The underdamped Langevin MCMC algorithm that we analyze in this chapter in shown in Algorithm 1.

The random vector $Z^{i+1}\left(x_{i}, v_{i}\right) \in \mathbb{R}^{2 d}$, conditioned on $\left(x^{i}, v^{i}\right)$, has a Gaussian distribution
with conditional mean and covariance obtained from the following computations:

$$
\begin{aligned}
& \mathbb{E}\left[v^{i+1}\right]=v^{i} e^{-2 \nu}-\frac{1}{2 L}\left(1-e^{-2 \nu}\right) \nabla U\left(x^{i}\right) \\
& \mathbb{E}\left[x^{i+1}\right]=x^{i}+\frac{1}{2}\left(1-e^{-2 \nu}\right) v^{i}-\frac{1}{2 L}\left(\nu-\frac{1}{2}\left(1-e^{-2 \nu}\right)\right) \nabla U\left(x^{i}\right) \\
& \mathbb{E}\left[\left(x^{i+1}-\mathbb{E}\left[x^{i+1}\right]\right)\left(x^{i+1}-\mathbb{E}\left[x^{i+1}\right]\right)^{\top}\right]=\frac{1}{L}\left[\nu-\frac{1}{4} e^{-4 \nu}-\frac{3}{4}+e^{-2 \nu}\right] \cdot I_{d \times d} \\
& \mathbb{E}\left[\left(v^{i+1}-\mathbb{E}\left[v^{i+1}\right]\right)\left(v^{i+1}-\mathbb{E}\left[v^{i+1}\right]\right)^{\top}\right]=\frac{1}{L}\left(1-e^{-4 \nu}\right) \cdot I_{d \times d} \\
& \mathbb{E}\left[\left(x^{i+1}-\mathbb{E}\left[x^{i+1}\right]\right)\left(v^{i+1}-\mathbb{E}\left[v^{i+1}\right]\right)^{\top}\right]=\frac{1}{2 L}\left[1+e^{-4 \nu}-2 e^{-2 \nu}\right] \cdot I_{d \times d} .
\end{aligned}
$$

The distribution is obtained by integrating the discrete underdamped Langevin diffusion (3.4) up to time $\delta$, with the specific choice of $\gamma=2$ and $u=1 / L$. In other words, if $p^{(i)}$ is the distribution of $\left(x^{i}, v^{i}\right)$, then $Z^{i+1}\left(x^{i}, v^{i}\right) \sim p^{(i+1)}=\tilde{\Phi}_{\nu} p^{(i)}$. Refer to Lemma 23 in Appendix B. 1 for the derivation.

### 3.3.2 Convergence under Exact Gradient

Theorem 3 Let $p^{(n)}$ be the distribution of the iterate of Algorithm 1 after $n$ steps starting with the initial distribution $p^{(0)}(x, v)=1_{x=x^{(0)}} \cdot 1_{v=0}$. Let the initial distance to optimum satisfy $\left\|x^{(0)}-x^{*}\right\|_{2}^{2} \leq \mathcal{D}^{2}$. If we set the step size to be

$$
\nu=\min \left\{\frac{\varepsilon}{104 \kappa} \sqrt{\frac{1}{d / m+\mathcal{D}^{2}}}, 1\right\}
$$

and run Algorithm 1 for $n$ iterations with

$$
n \geq \max \left\{\frac{208 \kappa^{2}}{\varepsilon} \cdot \sqrt{\frac{d}{m}+\mathcal{D}^{2}}, 2 \kappa\right\} \cdot \log \left(\frac{24\left(\frac{d}{m}+\mathcal{D}^{2}\right)}{\varepsilon}\right)
$$

then we have the guarantee that

$$
W_{2}\left(p^{(n)}, p^{*}\right) \leq \varepsilon
$$

Remark 4 The dependence of the runtime on $d, \varepsilon$ is thus $\tilde{\mathcal{O}}\left(\frac{\sqrt{d}}{\varepsilon}\right)$, which is a significant improvement over the corresponding $\mathcal{O}\left(\frac{d}{\varepsilon^{2}}\right)$ runtime of (overdamped) Langevin diffusion by [26].

We note that the $\log \left(24\left(d / m+\mathcal{D}^{2}\right) / \varepsilon\right)$ factor can be shaved off by using a time-varying step size.

### 3.3.3 Convergence under Stochastic Gradient

Now we state convergence guarantees when we have access to noisy gradients, $\hat{\nabla} U(x)=$ $\nabla U(x)+\xi$, where $\xi$ is a independent random variable that satisfies

1. The noise is unbiased : $\mathbb{E}[\xi]=0$.
2. The noise has bounded variance : $\mathbb{E}\left[\|\xi\|_{2}^{2}\right] \leq d \sigma^{2}$.

Each step of the dynamics is now driven by the SDE,

$$
\begin{align*}
& d \hat{v}_{t}=-\gamma \hat{v}_{t} d t-u \hat{\nabla} U\left(\hat{x}_{0}\right) d t+(\sqrt{2 \gamma u}) d B_{t}  \tag{3.5}\\
& d \hat{x}_{t}=\hat{v}_{s} d t
\end{align*}
$$

with an initial condition $\left(\hat{x}_{0}, \hat{v}_{0}\right) \sim \hat{p}_{0}$. Let $\hat{p}_{t}$ and $\hat{\Phi}_{t}$ be defined analogously to $p_{t}$ and $\Phi_{t}$ for $\left(x_{t}, v_{t}\right)$ in Section 3.2.2.

Theorem 4 Let $p^{(n)}$ be the distribution of the iterate of Algorithm 3 (presented in Appendix B.3) after $n$ steps starting with the initial distribution $p^{(0)}(x, v)=1_{x=x^{(0)}} \cdot 1_{v=0}$. Let the initial distance to optimum satisfy $\left\|x^{(0)}-x^{*}\right\|_{2}^{2} \leq \mathcal{D}^{2}$. If we set the step size to be

$$
\nu=\min \left\{\frac{\varepsilon}{310 \kappa} \sqrt{\frac{1}{d / m+\mathcal{D}^{2}}}, \frac{\varepsilon^{2} L^{2}}{1440 \sigma^{2} d \kappa}, 1\right\}
$$

and run Algorithm 1 for $n$ iterations with

$$
n \geq \max \left\{\frac{2880 \kappa^{2} \sigma^{2} d}{\varepsilon^{2} L^{2}}, \frac{620 \kappa^{2}}{\varepsilon} \cdot \sqrt{\frac{d}{m}+\mathcal{D}^{2}}, 2 \kappa\right\} \cdot \log \left(\frac{36\left(\frac{d}{m}+\mathcal{D}^{2}\right)}{\varepsilon}\right)
$$

then we have the guarantee that

$$
W_{2}\left(p^{(n)}, p^{*}\right) \leq \varepsilon .
$$

Remark 5 Note that when the variance in the gradients $\sigma^{2} d$ is large we recover the rate of overdamped Langevin diffusion and we need $\tilde{\mathcal{O}}\left(\sigma^{2} \kappa^{2} d / \varepsilon^{2}\right)$ steps to achieve accuracy of $\varepsilon$ in $W_{2}$.

### 3.4 Proof Outline

In this section, we outline the proof of Theorem 3. The proof of Theorem 4 is similar, and will be relegated to Appendix B.3.

In Section 3.4.1, we establish the convergence rate for the continuous-time SDE (3.1).
In Section 3.4.2, we bound the discretization error between (3.1) and (4.7).
The proof of Theorem 3, given in Section 3.4.3, follows from combining these two results.

### 3.4.1 Convergence of the Continuous-Time Process

In this section we prove Theorem 5, which demonstrates a contraction for solutions of the SDE (3.1). We will use Theorem 5 along with a bound on the discretization error between (3.1) and (3.4) to establish guarantees for Algorithm 1 .

Theorem 5 Let $\left(x_{0}, v_{0}\right)$ and $\left(y_{0}, w_{0}\right)$ be two arbitrary points in $\mathcal{R}^{2 d}$. Let $p_{0}$ be the Dirac delta distribution at $\left(x_{0}, v_{0}\right)$ and let $p_{0}^{\prime}$ be the Dirac delta distribution at $\left(y_{0}, w_{0}\right)$. We let $u=1 / L$ and $\gamma=2$. Then for every $t>0$, there exists a coupling $\zeta_{t}\left(x_{0}, v_{0}, y_{0}, w_{0}\right) \in \Gamma\left(\Phi_{t} p_{0}, \Phi_{t} p_{0}^{\prime}\right)$ such that

$$
\begin{align*}
\mathbb{E}_{\left(x_{t}, v_{t}, y_{t}, w_{t}\right) \sim \zeta_{t}\left(\left(x_{0}, v_{0}, y_{0}, w_{0}\right)\right)}\left[\left\|x_{t}-y_{t}\right\|_{2}^{2}+\left\|\left(x_{t}+v_{t}\right)-\left(y_{t}+w_{t}\right)\right\|_{2}^{2}\right]  \tag{3.6}\\
\leq e^{-t / \kappa}\left\{\left\|x_{0}-y_{0}\right\|_{2}^{2}+\left\|\left(x_{0}+v_{0}\right)-\left(y_{0}+w_{0}\right)\right\|_{2}^{2}\right\} .
\end{align*}
$$

Remark 6 A similar objective function was used in [33] to prove contraction.
Given this theorem it is fairly easy to establish the exponential convergence of the continuoustime process to the stationary distribution in $W_{2}$.

Corollary 12 Let $p_{0}$ be arbitrary distribution with $\left(x_{0}, v_{0}\right) \sim p_{0}$. Let $q_{0}$ and $\Phi_{t} q_{0}$ be the distributions of $\left(x_{0}, x_{0}+v_{0}\right)$ and $\left(x_{t}, x_{t}+v_{t}\right)$, respectively (i.e., the images of $p_{0}$ and $\Phi_{t} p_{0}$ under the map $g(x, v)=(x, x+v))$. Then

$$
W_{2}\left(\Phi_{t} q_{0}, q^{*}\right) \leq e^{-t / 2 \kappa} W_{2}\left(q_{0}, q^{*}\right)
$$

## Proof

We let $\zeta_{0} \in \Gamma\left(p_{0}, p^{*}\right)$ be such that $\mathbb{E}_{\zeta_{0}}\left[\left\|x_{0}-y_{0}\right\|_{2}^{2}+\left\|x_{0}-y_{0}+v_{0}-w_{0}\right\|_{2}^{2}\right]=W_{2}^{2}\left(q_{0}, q^{*}\right)$. For every $x_{0}, v_{0}, y_{0}, w_{0}$ we let $\zeta_{t}\left(x_{0}, v_{0}, y_{0}, w_{0}\right)$ be the coupling as prescribed by Theorem 5 . Then we have,

$$
\begin{aligned}
& W_{2}^{2}\left(q_{t}, q^{*}\right) \\
& \stackrel{(i)}{\leq} \mathbb{E}_{\left(x_{0}, v_{0}, y_{0}, w_{0}\right) \sim \zeta_{0}}\left[\mathbb{E}_{\left(x_{t}, v_{t}, y_{t}, w_{t}\right) \sim \zeta_{t}\left(x_{0}, v_{0}, y_{0}, w_{0}\right)}\left[\left\|x_{t}-y_{t}\right\|_{2}^{2}+\left\|x_{t}-y_{t}+v_{t}-w_{t}\right\|_{2}^{2} \mid x_{0}, y_{0}, v_{0}, w_{0}\right]\right] \\
& \stackrel{(i i)}{\leq} \mathbb{E}_{\left(x_{0}, v_{0}, y_{0}, w_{0}\right) \sim \zeta_{0}}\left[e^{-t / \kappa}\left(\left\|x_{0}-y_{0}\right\|_{2}^{2}+\left\|x_{0}-y_{0}+v_{0}-w_{0}\right\|_{2}^{2}\right)\right] \\
& \stackrel{(i i i)}{=} e^{-t / \kappa} W_{2}^{2}\left(q_{0}, q^{*}\right),
\end{aligned}
$$

where ( $i$ ) follows as the Wasserstein distance is defined by the optimal coupling and by the tower property of expectation, (ii) follows by applying Theorem 5 and finally (iii) follows by choice of $\zeta_{0}$ to be the optimal coupling. One can verify that the random variables $\left(x_{t}, x_{t}+v_{t}, y_{t}, y_{t}+w_{t}\right)$ defines a valid coupling between $q_{t}$ and $q^{*}$. Taking square roots completes the proof.

Lemma 13 (Sandwich Inequality) The triangle inequality for the Euclidean norm implies that

$$
\begin{equation*}
\frac{1}{2} W_{2}\left(p_{t}, p^{*}\right) \leq W_{2}\left(q_{t}, q^{*}\right) \leq 2 W_{2}\left(p_{t}, p^{*}\right) \tag{3.7}
\end{equation*}
$$

Thus we also get convergence of $\Phi_{t} p_{0}$ to $p^{*}$ :

$$
W_{2}\left(\Phi_{t} p_{0}, p^{*}\right) \leq 4 e^{-t / 2 \kappa} W_{2}\left(p_{0}, p^{*}\right)
$$

## Proof of Lemma 13

Using Young's inequality, we have

$$
\left\|x+v-\left(x^{\prime}+v^{\prime}\right)\right\|_{2}^{2} \leq 2\left\|x-x^{\prime}\right\|_{2}^{2}+2\left\|v-v^{\prime}\right\|_{2}^{2}
$$

Let $\gamma_{t} \in \Gamma_{\text {opt }}\left(p_{t}, p^{*}\right)$. Then

$$
\begin{aligned}
W_{2}\left(q_{t}, q^{*}\right) & \leq \sqrt{\mathbb{E}_{\left(x, v, x^{\prime}, v^{\prime}\right) \sim \gamma_{t}}\left[\left\|x-x^{\prime}\right\|_{2}^{2}+\left\|x+v-\left(x^{\prime}+v^{\prime}\right)\right\|_{2}^{2}\right]} \\
& \leq \sqrt{\mathbb{E}_{\left(x, v, x^{\prime}, v^{\prime}\right) \sim \gamma_{t}}\left[3\left\|x-x^{\prime}\right\|_{2}^{2}+2\left\|v-v^{\prime}\right\|_{2}^{2}\right]} \\
& \leq 2 \sqrt{\mathbb{E}_{\left(x, v, x^{\prime}, v^{\prime}\right) \sim \gamma_{t}}\left[\left\|x-x^{\prime}\right\|_{2}^{2}+\left\|v-v^{\prime}\right\|_{2}^{2}\right]}=2 W_{2}\left(p_{t}, p^{*}\right) .
\end{aligned}
$$

The other direction follows identical arguments, using instead the inequality

$$
\left\|v-v^{\prime}\right\|_{2}^{2} \leq 2\left\|x+v-\left(x^{\prime}+v^{\prime}\right)\right\|_{2}^{2}+2\left\|x-x^{\prime}\right\|_{2}^{2}
$$

We now turn to the proof of Theorem 5.

## Proof of Theorem 5

We will prove Theorem 5 in four steps. Our proof relies on a synchronous coupling argument, where $p_{t}$ and $p_{t}^{\prime}$ are coupled (trivially) through independent $p_{0}$ and $p_{0}^{\prime}$, and through shared Brownian motion $B_{t}$.

Step 1: By the definition of the continuous time process (3.1), we get

$$
\frac{d}{d t}\left[\left(x_{t}+v_{t}\right)-\left(y_{t}+w_{t}\right)\right]=-(\gamma-1) v_{t}-u \nabla U\left(x_{t}\right)-\left\{-(\gamma-1) w_{t}-u \nabla U\left(y_{t}\right)\right\}
$$

The two processes are coupled synchronously which ensures that the Brownian motion terms cancel out. For ease of notation, we define $z_{t} \triangleq x_{t}-y_{t}$ and $\psi_{t} \triangleq v_{t}-w_{t}$. As $U$ is twice differentiable, by Taylor's theorem we have

$$
\nabla U\left(x_{t}\right)-\nabla U\left(y_{t}\right)=\underbrace{\left[\int_{0}^{1} \nabla^{2} U\left(x_{t}+h\left(y_{t}-x_{t}\right)\right) d h\right]}_{\triangleq \mathcal{H}_{t}} z_{t} .
$$

Using the definition of $\mathcal{H}_{t}$ we obtain

$$
\frac{d}{d t}\left[z_{t}+\psi_{t}\right]=-\left((\gamma-1) \psi_{t}+u \mathcal{H}_{t} z_{t}\right)
$$

Similarly we also have the following derivative for the position update:

$$
\frac{d}{d t}\left[x_{t}-y_{t}\right]=\frac{d}{d t}\left[z_{t}\right]=\psi_{t}
$$

Step 2: Using the result from Step 1, we get

$$
\begin{align*}
& \frac{d}{d t}\left[\left\|z_{t}+\psi_{t}\right\|_{2}^{2}+\left\|z_{t}\right\|_{2}^{2}\right] \\
& =-2\left\langle\left(z_{t}+\psi_{t}, z_{t}\right),\left((\gamma-1) \psi_{t}+u \mathcal{H}_{t} z_{t},-\psi_{t}\right)\right\rangle \\
& =-2\left[\begin{array}{ll}
z_{t}+\psi_{t} & z_{t}
\end{array}\right] \underbrace{\left[\begin{array}{cc}
(\gamma-1) I_{d \times d} & u \mathcal{H}_{t}-(\gamma-1) I_{d \times d} \\
-I_{d \times d} & I_{d \times d}
\end{array}\right]}_{\triangleq S_{t}}\left[\begin{array}{c}
z_{t}+\psi_{t} \\
z_{t}
\end{array}\right] \tag{3.8}
\end{align*}
$$

Here $\left(z_{t}+\psi_{t}, z_{t}\right)$ denotes the concatenation of $z_{t}+\psi_{t}$ and $z_{t}$.
Step 3: Note that for any vector $x \in \mathbb{R}^{2 d}$ the quadratic form $x^{\top} S_{t} x$ is equal to

$$
x^{\top} S_{t} x=x^{\top}\left(\frac{S_{t}+S_{t}^{\top}}{2}\right) x
$$

Let us define the symmetric matrix $Q_{t}=\left(S_{t}+S_{t}^{\top}\right) / 2$. We now compute and lower bound the eigenvalues of the matrix $Q_{t}$ by making use of an appropriate choice of the parameters $\gamma$ and $u$. The eigenvalues of $Q_{t}$ are given by the characteristic equation

$$
\operatorname{det}\left(\left[\begin{array}{cc}
(\gamma-1-\lambda) I_{d \times d} & \frac{u \mathcal{H}_{t}-\gamma I_{d \times d}}{2} \\
\frac{u \mathcal{H}_{t}-\gamma I_{d \times d}}{2} & (1-\lambda) I_{d \times d}
\end{array}\right]\right)=0 .
$$

By invoking a standard result of linear algebra (stated in the appendix as Lemma 28), this is equivalent to solving the equation

$$
\operatorname{det}\left((\gamma-1-\lambda)(1-\lambda) I_{d \times d}-\frac{1}{4}\left(u \mathcal{H}_{t}-\gamma I_{d \times d}\right)^{2}\right)=0
$$

Next we diagonalize $\mathcal{H}_{t}$ and get $d$ equations of the form

$$
(\gamma-1-\lambda)(1-\lambda)-\frac{1}{4}\left(u \Lambda_{j}-\gamma\right)^{2}=0
$$

where $\Lambda_{j}$ with $j \in\{1, \ldots d\}$ are the eigenvalues of $\mathcal{H}_{t}$. By the strong convexity and smoothness assumptions we have $0<m \leq \Lambda_{j} \leq L$. We plug in our choice of parameters, $\gamma=2$ and $u=1 / L$, to get the following solutions to the characteristic equation:

$$
\lambda_{j}^{*}=1 \pm\left(1-\frac{\Lambda_{j}}{2 L}\right)
$$

This ensures that the minimum eigenvalue of $Q_{t}$ satisfies $\lambda_{\min }\left(Q_{t}\right) \geq 1 / 2 \kappa$.
Step 4: Putting this together with our results in Step 2 we have the lower bound

$$
\left[z_{t}+\psi_{t}, z_{t}\right]^{\top} S_{t}\left[z_{t}+\psi_{t}, z_{t}\right]=\left[z_{t}+\psi_{t}, z_{t}\right]^{\top} Q_{t}\left[z_{t}+\psi_{t}, z_{t}\right] \geq \frac{1}{2 \kappa}\left[\left\|z_{t}+\psi_{t}\right\|_{2}^{2}+\left\|z_{t}\right\|_{2}^{2}\right]
$$

Combining this with (3.8) yields

$$
\frac{d}{d t}\left[\left\|z_{t}+\psi_{t}\right\|_{2}^{2}+\left\|z_{t}\right\|_{2}^{2}\right] \leq-\frac{1}{\kappa}\left[\left\|z_{t}+\psi_{t}\right\|_{2}^{2}+\left\|z_{t}\right\|_{2}^{2}\right] .
$$

The convergence rate of Theorem 5 follows immediately from this result by applying Grönwall's inequality [Corollary 3 in 25].

### 3.4.2 Discretization Analysis

In this section, we study the solutions of the discrete process (3.4) up to $t=\delta$ for some small $\delta$. Here, $\delta$ represents a single step of the Langevin MCMC algorithm. In Theorem 6. we will bound the discretization error between the continuous-time process (3.1) and the discrete process (3.4) starting from the same initial distribution. In particular, we bound $W_{2}\left(\Phi_{\delta} p_{0}, \tilde{\Phi}_{\delta} p_{0}\right)$. This will be sufficient to get the convergence rate stated in Theorem 3 . Recall the definition of $\Phi_{t}$ and $\tilde{\Phi}_{t}$ from (3.3).

Furthermore, we will assume for now that the kinetic energy (second moment of velocity) is bounded for the continuous-time process,

$$
\begin{equation*}
\forall t \in[0, \nu] \quad \mathbb{E}_{p_{t}}\left[\|v\|_{2}^{2}\right] \leq \mathcal{E}_{K} \tag{3.9}
\end{equation*}
$$

We derive an explicit bound on $\mathcal{E}_{K}$ (in terms of problem parameters $d, L, m$ etc.) in Lemma 24 in Appendix B. 2 .

In this section, we will repeatedly use the following inequality:

$$
\left\|\int_{0}^{t} v_{s} d s\right\|_{2}^{2}=\left\|\frac{1}{t} \int_{0}^{t} t \cdot v_{s} d s\right\|_{2}^{2} \leq t \int_{0}^{t}\left\|v_{s}\right\|_{2}^{2} d s
$$

which follows from Jensen's inequality using the convexity of $\|\cdot\|_{2}^{2}$.
We now present our main discretization theorem:
Theorem 6 Let $\Phi_{t}$ and $\tilde{\Phi}_{t}$ be as defined in (3.3) corresponding to the continuous-time and discrete-time processes respectively. Let $p_{0}$ be any initial distribution and assume that the step size $\delta \leq 1$. As before we choose $u=1 / L$ and $\gamma=2$. Then the distance between the continuous-time process and the discrete-time process is upper bounded by

$$
W_{2}\left(\Phi_{\nu} p_{0}, \tilde{\Phi}_{\nu} p_{0}\right) \leq \nu^{2} \sqrt{\frac{2 \mathcal{E}_{K}}{5}}
$$

## Proof

We will once again use a standard synchronous coupling argument, in which $\Phi_{\nu} p_{0}$ and $\tilde{\Phi}_{\nu} p_{0}$ are coupled through the same initial distribution $p_{0}$ and common Brownian motion $B_{t}$.

First, we bound the error in velocity. By using the expression for $v_{t}$ and $\tilde{v}_{t}$ from Lemma 63, we have

$$
\begin{aligned}
\mathbb{E}\left[\left\|v_{s}-\tilde{v}_{s}\right\|_{2}^{2}\right] & \stackrel{(i)}{=} \mathbb{E}\left[\left\|u \int_{0}^{s} e^{-2(s-r)}\left(\nabla U\left(x_{r}\right)-\nabla U\left(x_{0}\right)\right) d r\right\|_{2}^{2}\right] \\
& =u^{2} \mathbb{E}\left[\left\|\int_{0}^{s} e^{-2(s-r)}\left(\nabla U\left(x_{r}\right)-\nabla U\left(x_{0}\right) d r\right)\right\|_{2}^{2}\right] \\
& \stackrel{(i i)}{\leq} s u^{2} \int_{0}^{s} \mathbb{E}\left[\left\|e^{-2(s-r)}\left(\nabla U\left(x_{r}\right)-\nabla U\left(x_{0}\right)\right)\right\|_{2}^{2}\right] d r \\
& \stackrel{(i i i)}{\leq} s u^{2} \int_{0}^{s} \mathbb{E}\left[\left\|\left(\nabla U\left(x_{r}\right)-\nabla U\left(x_{0}\right)\right)\right\|_{2}^{2}\right] d r \stackrel{(i v)}{\leq} s u^{2} L^{2} \int_{0}^{s} \mathbb{E}\left[\left\|x_{r}-x_{0}\right\|_{2}^{2}\right] d r \\
& \stackrel{(v)}{=} s u^{2} L^{2} \int_{0}^{s} \mathbb{E}\left[\left\|\int_{0}^{r} v_{w} d w\right\|_{2}^{2}\right] d r \stackrel{(v i)}{\leq} s u^{2} L^{2} \int_{0}^{s} r\left(\int_{0}^{r} \mathbb{E}\left[\left\|v_{w}\right\|_{2}^{2}\right] d w\right) d r \\
& \stackrel{(v i i)}{\leq} s u^{2} L^{2} \mathcal{E}_{K} \int_{0}^{s} r\left(\int_{0}^{r} d w\right) d r=\frac{s^{4} u^{2} L^{2} \mathcal{E}_{K}}{3},
\end{aligned}
$$

where ( $i$ ) follows from Lemma 63 and $v_{0}=\tilde{v}_{0}$, (ii) follows from application of Jensen's inequality, ( iii) follows as $\left|e^{-4(s-r)}\right| \leq 1,(i v)$ is by application of the $L$-smoothness property of $U(x),(v)$ follows from the definition of $x_{r}$, (vi) follows from Jensen's inequality and (vii) follows by the uniform upper bound on the kinetic energy assumed in (3.9), and proven in Lemma 24. This completes the bound for the velocity variable. Next we bound the discretization error in the position variable:

$$
\begin{aligned}
\mathbb{E}\left[\left\|x_{s}-\tilde{x}_{s}\right\|_{2}^{2}\right] & =\mathbb{E}\left[\left\|\int_{0}^{s}\left(v_{r}-\tilde{v}_{r}\right) d r\right\|_{2}^{2}\right] \leq s \int_{0}^{s} \mathbb{E}\left[\left\|v_{r}-\tilde{v}_{r}\right\|_{2}^{2}\right] d r \\
& \leq s \int_{0}^{s} \frac{r^{4} u^{2} L^{2} \mathcal{E}_{K}}{3} d r=\frac{s^{6} u^{2} L^{2} \mathcal{E}_{K}}{15}
\end{aligned}
$$

where the equality is by coupling through the initial distribution $p_{0}$, the first inequality is by Jensen's inequality and the second inequality uses the preceding bound. Setting $s=\delta$ and by our choice of $u=1 / L$ we have that the squared Wasserstein distance is bounded as

$$
W_{2}^{2}\left(\Phi_{\delta} p_{0}, \tilde{\Phi} p_{0}\right) \leq \mathcal{E}_{K}\left(\frac{\delta^{4}}{3}+\frac{\delta^{6}}{15}\right)
$$

Given our assumption that $\delta$ is chosen to be smaller than 1 , this gives the upper bound:

$$
W_{2}^{2}\left(\Phi_{\delta} p_{0}, \tilde{\Phi} p_{0}\right) \leq \frac{2 \mathcal{E}_{K} \delta^{4}}{5}
$$

Taking square roots establishes the desired result.

### 3.4.3 Proof of Theorem 3

From Corollary 12, we have that for any $i \in\{1, \ldots, n\}$

$$
W_{2}\left(\Phi_{\nu} q^{(i)}, q^{*}\right) \leq e^{-\delta / 2 \kappa} W_{2}\left(q^{(i)}, q^{*}\right)
$$

By the discretization error bound in Theorem 6 and the Sandwich Inequality (3.7), we get

$$
W_{2}\left(\Phi_{\nu} q^{(i)}, \tilde{\Phi}_{\nu} q^{(i)}\right) \leq 2 W_{2}\left(\Phi_{\nu} p^{(i)}, \tilde{\Phi}_{\nu} p^{(i)}\right) \leq \nu^{2} \sqrt{\frac{8 \mathcal{E}_{K}}{5}}
$$

By the triangle inequality for $W_{2}$,

$$
\begin{align*}
W_{2}\left(q^{(i+1)}, q^{*}\right)=W_{2}\left(\tilde{\Phi}_{\nu} q^{(i)}, q^{*}\right) & \leq W_{2}\left(\Phi_{\nu} q^{(i)}, \tilde{\Phi}_{\nu} q^{(i)}\right)+W_{2}\left(\Phi_{\nu} q^{(i)}, q^{*}\right)  \tag{3.10}\\
& \leq \nu^{2} \sqrt{\frac{8 \mathcal{E}_{K}}{5}}+e^{-\delta / 2 \kappa} W_{2}\left(q^{(i)}, q^{*}\right) \tag{3.11}
\end{align*}
$$

Let us define $\eta=e^{-\delta / 2 \kappa}$. Then by applying (3.11) $n$ times we have:

$$
\begin{aligned}
W_{2}\left(q^{(n)}, q^{*}\right) & \leq \eta^{n} W_{2}\left(q^{(0)}, q^{*}\right)+\left(1+\eta+\ldots+\eta^{n-1}\right) \nu^{2} \sqrt{\frac{8 \mathcal{E}_{K}}{5}} \\
& \leq 2 \eta^{n} W_{2}\left(p^{(0)}, p^{*}\right)+\left(\frac{1}{1-\eta}\right) \nu^{2} \sqrt{\frac{8 \mathcal{E}_{K}}{5}}
\end{aligned}
$$

where the second step follows by summing the geometric series and by applying the upper bound (3.7). By another application of (3.7) we get:

$$
\begin{equation*}
W_{2}\left(p^{(n)}, p^{*}\right) \leq \underbrace{4 \eta^{n} W_{2}\left(p^{(0)}, p^{*}\right)}_{\triangleq T_{1}}+\underbrace{\left(\frac{1}{1-\eta}\right) \nu^{2} \sqrt{\frac{32 \mathcal{E}_{K}}{5}}}_{\triangleq T_{2}} \tag{3.12}
\end{equation*}
$$

Observe that,

$$
1-\eta=1-e^{-\delta / 2 \kappa} \geq \delta /(4 \kappa)
$$

This inequality follows as $\delta / \kappa<1$. We now bound both terms $T_{1}$ and $T_{2}$ at a level $\varepsilon / 2$ to bound the total error $W_{2}\left(p^{(n)}, p^{*}\right)$ at a level $\varepsilon$. Note that choice of $\delta=\varepsilon \kappa^{-1} \sqrt{1 / 10816\left(d / m+\mathcal{D}^{2}\right)} \leq$ $\varepsilon \kappa^{-1} \sqrt{5 / 2048 \mathcal{E}_{K}}$ (by upper bound on $\mathcal{E}_{K}$ in Lemma 24 ensures that,

$$
T_{2}=\left(\frac{1}{1-\eta}\right) \nu^{2} \sqrt{\frac{32 \mathcal{E}_{K}}{5}} \leq \frac{4 \kappa}{\delta}\left(\delta^{2} \sqrt{\frac{32 \mathcal{E}_{K}}{5}}\right) \leq \frac{\varepsilon}{2}
$$

To ensure $T_{1}<\varepsilon / 2$ it is enough to ensure that

$$
n>\frac{1}{\log (\eta)} \log \left(\frac{8 W_{2}\left(p^{(0)}, p^{*}\right)}{\varepsilon}\right)
$$

In Lemma 25 we establish a bound on $W_{2}^{2}\left(p^{(0)}, p^{*}\right) \leq 3\left(d / m+\mathcal{D}^{2}\right)$. This motivates our choice of $n>\frac{2 \kappa}{\delta} \log \left(\frac{24\left(\frac{d}{m}+\mathcal{D}^{2}\right)}{\varepsilon}\right)$, which establishes our claim.

### 3.5 Related Work

Hamiltonian Monte Carlo (HMC) is a broad class of algorithms which involve Hamiltonian dynamics in some form. We refer to Ma et al. [56] for a survey of the results in this area. Among these, the variant studied in this paper (Algorithm 2), based on the discretization of (3.1), has a natural physical interpretation as the evolution of a particle's dynamics under a force field and drag. This equation was first proposed by Kramers [49] in the context of chemical reactions. The continuous-time process has been studied extensively [4, 6, 11, 24, 33, 39, 42, 61, 83].

However, to the best of our knowledge, prior to this work, there was no polynomial-in-dimension convergence result for any version of HMC under a log-smooth or strongly log-concave assumption for the target distribution. Most closely related to our work is the recent paper Eberle et al. [33] who demonstrated a contraction property of the continuous-time process defined in (3.2). That result deals, however, with a much larger class of functions, and because of this the distance to the invariant distribution scales exponentially with dimension $d$. Subsequent to the appearance of the arXiv version of this work, two recent papers also analyzed and provided non-asymptotic guarantees for different versions of HMC. Lee and Vempala [52] analyzed Riemannian HMC for sampling from polytopes using a logarithmic barrier function. Mangoubi and Smith [59] studied a different variant of HMC under similar assumptions to this paper to get a mixing time bound of $\mathcal{O}\left(\frac{\sqrt{d} \kappa^{6.5}}{\varepsilon}\right)$ in 1-Wasserstein distance (same as our result in $d$ and $\varepsilon$ but worse in the condition number $\kappa$ ). They also establish mixing time bounds for higher order integrators (both with and without a Metropolis correction) which have improved dependence in both $d$ and $\varepsilon$ but under a much stronger separability assumption ${ }^{11}$.

Also related is the recent work on understanding acceleration of first-order optimization methods as discretizations of second-order differential equations [50, 81, 84].
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## Chapter 4

## Non-convex Sampling

### 4.1 Introduction

We study the problem of sampling from a target distribution of the following form:

$$
p^{*}(x) \propto \exp (-U(x)),
$$

where $x \in \mathbb{R}^{d}$, and the potential function $U: \mathbb{R}^{d} \mapsto \mathbb{R}$ is $L$-smooth everywhere and $m$ strongly convex outside a ball of radius $R$ (see detailed assumptions in Section 4.2.1).

In both optimization and sampling, while the classical theory focused on convex problems, recent attention has turned to the more broadly useful setting of non-convex problems. While general non-convex problems are infeasible, it is possible to make reasonable assumptions that allow theory to proceed while still making contact with practice.

We again study the overdamped Langevin MCMC algorithm, which is a discretization of the following SDE:

$$
\begin{equation*}
d x_{t}=-\nabla U\left(x_{t}\right) d t+\sqrt{2} d B_{t}, \tag{4.1}
\end{equation*}
$$

whose invariant distribution is $p^{*}(x)$. We will also study the underdamped Langevin diffusion, which can be represented by the following SDE:

$$
\begin{align*}
& d x_{t}=u_{t} d t  \tag{4.2}\\
& d u_{t}=-\lambda_{1} u_{t}-\lambda_{2} \nabla U\left(x_{t}\right) d t+\sqrt{2 \lambda_{1} \lambda_{2}} d B_{t},
\end{align*}
$$

where $\lambda_{1}, \lambda_{2}>0$ are free parameters. This SDE can also be discretized appropriately to yield a corresponding MCMC algorithm (Algorithm 11). Second-order methods such as underdamped Langevin MCMC are particularly interesting as it has been previously observed both empirically [63] and theoretically [17, 59] that these methods can be faster to converge than the classical first-order methods.

In this chapter, we show that it is possible to sample from $p^{*}$ in time polynomial in the dimension $d$ and the target accuracy $\varepsilon$ (as measured in 1-Wasserstein distance). We also
show that the convergence depends exponentially on the product $L R^{2}$. Intuitively, $L R^{2}$ is a measure of the non-convexity of $U$. Our results establish rigorously that as long as the problem is not "too badly non-convex," sampling is provably tractable.

Our main results are presented in Theorem 8 and Theorem 9, and can be summarized informally as follows:

Theorem 7 (informal) Given a potential $U$ that is L-smooth everywhere and stronglyconvex outside a ball of radius $R$, we can output a sample from a distribution which is $\varepsilon$-close to $p^{*}(x) \propto \exp (-U(x))$ in $W_{1}$ distance by running $\widetilde{\mathcal{O}}\left(e^{c L R^{2}} d / \varepsilon^{2}\right)$ steps of overdamped Langevin MCMC (4.4), or $\widetilde{\mathcal{O}}\left(e^{c L R^{2}} \sqrt{d} / \varepsilon\right)$ steps of underdamped Langevin MCMC (Algorithm 2). Here, $c$ is an explicit positive constant.

For the case of strongly convex $U$, it has been shown by [17] that the iteration complexity of Algorithm 2 is $\widetilde{\mathcal{O}}(\sqrt{d} / \varepsilon)$, improving quadratically upon the best known iteration complexity of $\widetilde{\mathcal{O}}\left(d / \varepsilon^{2}\right)$ for overdamped Langevin MCMC [27]. We will find this quadratic speed-up in $d$ and $\varepsilon$ in our setting as well (see Theorem 8 versus Theorem 9 ).

### 4.2 Assumptions and Definitions

In this section, we present the basic definitions, notational conventions and assumptions used throughout the paper. For $q \in\{1,2\}$ and $v \in \mathbb{R}^{d}$ we let $\|v\|_{q}$ denote the $q$-norm. For $M \in \mathbb{R}^{d \times d}$, we let $\|M\|_{2}:=\sup _{\|v\|_{2} \leq 1, v \in \mathbb{R}^{d}}\|M v\|_{2}$. We use $B_{t}$ to denote standard Brownian motion [see, e.g., 62].

### 4.2.1 Assumptions on the potential $U$

We make the following assumptions on the potential function $U$ :
(A1) The function $U$ is continuously-differentiable on $\mathbb{R}^{d}$ and has Lipschitz-continuous gradients; that is, there exists a positive constant $L>0$ such that for all $x, y \in \mathbb{R}^{d}$,

$$
\|\nabla U(x)-\nabla U(y)\|_{2} \leq L\|x-y\|_{2} .
$$

(A2) The function has a stationary point at zero:

$$
\nabla U(0)=0
$$

(A3) The function is strongly convex outside of a ball; that is, there exist constants $m, R>0$ such that for all $x, y \in \mathbb{R}^{d}$ with $\|x-y\|_{2}>R$, we have:

$$
\langle\nabla U(x)-\nabla U(y), x-y\rangle \geq m\|x-y\|_{2}^{2} .
$$

Finally we define the condition number as $\kappa:=L / m$. Observe that Assumption (A2) is imposed without loss of generality, because we can always find a stationary point in polynomial time and shift the coordinate system so that this stationary point of $U$ is at zero. These conditions are similar to the assumptions made by Eberle [32]. Note that crucially Assumption (A3) is strictly stronger than the assumption made in recent papers by Durmus and Moulines [27], Raginsky et al. [72] and Zhang et al. [87]. To see this observe that these papers only require Assumption (A3) to hold for a fixed $y=0$, while we require this condition to hold for all $y \in \mathbb{R}^{d}$. One can also think of the difference between these two conditions as being analogous to the difference between strong convexity (outside a ball) and one-point strong convexity (outside a ball).

### 4.3 Main Results

In this section, we state our main theorems. Our first result, Theorem 8, shows that overdamped Langevin MCMC needs $O\left(d / \varepsilon^{2}\right)$ steps to achieve $\varepsilon$ error in Wasserstein distance. The proof is quite simple, and serves as a warm-up to Theorem 9 , which shows that under Langevin MCMC needs $O(\sqrt{d} / \varepsilon)$ steps to achieve $\varepsilon$ error in Wasserstein distance. This is a quadratic improvement over the overdamped Langevin MCMC algorithm in terms of $d$ and $\varepsilon$, which mirrors the results when $U$ is convex.

### 4.3.1 Overdamped Langevin diffusion

Our first result studies the convergence of overdamped Langevin diffusion, given in (1.4), and reproduced below for ease of reference:

$$
\begin{equation*}
d y_{t}=-\nabla U\left(y_{t}\right) d t+\sqrt{2} d B_{t} . \tag{4.3}
\end{equation*}
$$

The discretized overdamped Langevin diffusion as

$$
\begin{equation*}
d x_{t}=-\nabla U\left(x_{\left\lfloor\frac{t}{\delta}\right\rfloor}\right) d t+\sqrt{2} d B_{t}, \tag{4.4}
\end{equation*}
$$

where $\delta$ is the step-size of the discretization and $\lfloor\cdot\rfloor$ denotes the floor function.
Our first result, stated as Theorem 8, establishes the rate at which the distribution of the solution of Eq. (4.4) converges to $p^{*}$.

Theorem 8 Assume that $m \geq \frac{\exp \left(-L R^{2} / 2\right)}{R^{2}}$, and let $0<\varepsilon \leq \frac{d R^{2}}{\sqrt{d / m+R^{2}}}$ be the desired accuracy. Also let the initial point $x^{(0)}$ be such that $\left\|x^{(0)}\right\|_{2} \leq R$. Then if the step size scales as:

$$
\delta=\frac{\varepsilon^{2} \exp \left(-L R^{2}\right)}{2^{10} R^{2} d}
$$

and number of iterations scales as:

$$
n=\widetilde{\Omega}\left(\exp \left(\frac{3 L R^{2}}{2}\right) \cdot \frac{d}{\varepsilon^{2}}\right)
$$

we have the following guarantee:

$$
W_{1}\left(p_{n \delta}, p^{*}\right) \leq \varepsilon
$$

where $p_{n \delta}$ is the distribution of $x_{n \delta}$ in (4.4) and the distribution $p^{*}(y) \propto e^{-U(y)}$.
For potentials where $L R^{2}$ is a constant, the number of iterations taken by overdamped MCMC scales as $\widetilde{\Omega}\left(d / \varepsilon^{2}\right)$. This matches the rate obtained in the strongly log-concave setting by Durmus and Moulines [27].

Intuitively, $L R^{2}$ measures the extent of non-convexity. When this quantity is large, it is possible for $U$ to contain numerous local minima that are deep. It is therefore reasonable that the runtime of the algorithm should be exponential in this quantity.

The assumption on the strong convexity parameter, $m$, is made to simplify the presentation of the theorem. Note that this assumption is without loss of generality, since we can always take the radius $R$ to be sufficiently large in Assumption (A3). Similarly, our assumption on the target accuracy can also be easily removed, but we make this assumption in the interest of clarity.

The proof of Theorem 8 is relegated to Appendix C.3. The proof follows by carefully combining the continuous-time argument of [32] together with the discretization bound of [27].

### 4.3.2 Underdamped Langevin diffusion

In this section, we present our results for underdamped Langevin diffusion. The underdamped Langevin diffusion is a second-order stochastic process described by the following SDE:

$$
\begin{align*}
& d y_{t}=v_{t} d t  \tag{4.5}\\
& d v_{t}=-2 v_{t}-\frac{c_{\kappa}}{L} \nabla U\left(y_{t}\right) d t+\sqrt{\frac{4 c_{\kappa}}{L}} d B_{t}
\end{align*}
$$

where we define the constant:

$$
\begin{equation*}
c_{\kappa}:=1 /(1000 \kappa) \tag{4.6}
\end{equation*}
$$

where $\kappa=L / m$ is the condition number. Similar to the case of overdamped Langevin diffusion, it can be verified that the invariant distribution of the $\operatorname{SDE}$ is $p^{*}(y, v) \propto e^{-U(y)-\frac{L}{2 c_{\kappa}}\|v\|_{2}^{2}}$. This ensures that the marginal along $y$ is the distribution that we are interested in. Based on the SDE in Eq. (4.5), we define the discretized underdamped Langevin diffusion as:

$$
\begin{align*}
& d x_{t}=u_{t} d t  \tag{4.7}\\
& d u_{t}=-2 u_{t}-\frac{c_{\kappa}}{L} \nabla U\left(x_{\left\lfloor\frac{t}{\delta}\right\rfloor \delta}\right) d t+\sqrt{\frac{4 c_{\kappa}}{L}} d B_{t}
\end{align*}
$$

where $\delta$ is the step size of discretization. The SDE in Eq. 4.7) is implementable as the following algorithm:

```
Algorithm 2: Underdamped Langevin MCMC
    Input : Step-size \(\delta<1\), number of iterations \(n\), initial point \(\left(x^{(0)}, 0\right)\), smoothness
            parameter \(L\), condition number \(\kappa\) and gradient oracle \(\nabla U(\cdot)\).
    for \(i=0,1, \ldots, n-1\) do
        Sample \(\left(x_{(i+1) \delta}, u_{(i+1) \delta}\right) \sim Z^{(i)}\left(x_{i \delta}, u_{i \delta}\right)\)
    end
```

In this algorithm $Z^{(i)}\left(x_{i \delta}, u_{i \delta}\right) \in \mathbb{R}^{2 d}$ is a Gaussian random vector with the following mean and covariance (which are functions of the previous iterates $\left(x_{i \delta}, u_{i \delta}\right)$ ):

$$
\begin{aligned}
& \mathbb{E}\left[u_{(i+1) \delta}\right]=u_{i \delta} e^{-2 \delta}-\frac{c_{\kappa}}{2 L}\left(1-e^{-2 \delta}\right) \nabla U\left(x_{i \delta}\right), \\
& \mathbb{E}\left[x_{(i+1) \delta}\right]=x_{i \delta}+\frac{1}{2}\left(1-e^{-2 \delta}\right) u_{i \delta}-\frac{c_{\kappa}}{2 L}\left(\delta-\frac{1}{2}\left(1-e^{-2 \delta}\right)\right) \nabla U\left(x_{i \delta}\right), \\
& \mathbb{E}\left[\left(x_{(i+1) \delta}-\mathbb{E}\left[x_{(i+1) \delta}\right]\right)\left(x_{(i+1) \delta}-\mathbb{E}\left[x_{(i+1) \delta}\right]\right)^{\top}\right]=\frac{c_{\kappa}}{L}\left[\delta-\frac{1}{4} e^{-4 \delta}-\frac{3}{4}+e^{-2 \delta}\right] \cdot I_{d \times d}, \\
& \mathbb{E}\left[\left(u_{(i+1) \delta}-\mathbb{E}\left[u_{(i+1) \delta}\right]\right)\left(u_{(i+1) \delta}-\mathbb{E}\left[u_{(i+1) \delta}\right]\right)^{\top}\right]=\frac{c_{\kappa}}{L}\left(1-e^{-4 \delta}\right) \cdot I_{d \times d}, \\
& \mathbb{E}\left[\left(x_{(i+1) \delta}-\mathbb{E}\left[x_{(i+1) \delta}\right]\right)\left(u_{(i+1) \delta}-\mathbb{E}\left[u_{(i+1) \delta}\right]\right)^{\top}\right]=\frac{c_{\kappa}}{2 L}\left[1+e^{-4 \delta}-2 e^{-2 \delta}\right] \cdot I_{d \times d} .
\end{aligned}
$$

We show that the iterates at round $i$ of Algorithm 2 and the solution to the SDE in Eq. (4.7) at time $t=i \delta$ have the same distribution (see Lemma 64 in Appendix C.8).

In Theorem 9, we establish a bound on the rate at which the distribution of the iterates produced by this algorithm converge to the target distribution $p^{*}$.
Theorem 9 Assume that $m \geq \frac{\exp \left(-6 L R^{2}\right)}{64 R^{2}}$ and let $0<\varepsilon \leq \frac{d R^{2}}{\sqrt{d / m+R^{2}}}$ be the desired accuracy. Also let the initial point $x^{(0)}$ be such that $\left\|x^{(0)}\right\|_{2} \leq R$. Assume also that $e^{72 L R^{2}} \geq 2$.

Then if the step size scales as:

$$
\delta=\frac{\varepsilon}{R+\sqrt{d / m}} \cdot e^{-12 L R^{2}} \cdot 2^{-35} \min \left(\frac{1}{L R^{2}}, \frac{1}{\kappa}\right)
$$

and the number of iterations as:

$$
n=\widetilde{\Omega}\left(\frac{\sqrt{d}}{\varepsilon} \exp \left(18 L R^{2}\right)\right)
$$

we have the guarantee that

$$
W_{1}\left(p_{n \delta}, p^{*}\right) \leq \varepsilon,
$$

where $p_{n \delta}$ is the distribution of $x_{n \delta}$ and we have $p^{*}(y) \propto e^{-U(y)}$.

If we consider potentials for which $L R^{2}$ is a constant, the iteration complexity of underdamped Langevin MCMC grows as $\widetilde{\mathcal{O}}(\sqrt{d} / \varepsilon)$, which is a quadratic improvement over the first-order overdamped Langevin MCMC algorithm. Again, the iteration complexity grows exponentially in $L R^{2}$ which is to be expected. As before, the condition on the strong convexity parameter and the target accuracy is made in the interest of clarity and can be removed..

### 4.4 Proof Outline

In this section, we sketch the proof of Theorem 9. The heart of the proof of this theorem is a somewhat intricate coupling argument. We begin by defining two processes, $\left(x_{t}, u_{t}\right)$ and $\left(y_{t}, v_{t}\right)$, and then couple them appropriately. The first set of variables, $\left(x_{t}, u_{t}\right)$, represent a solution to the discretized SDE in Eq. (4.7). On the other hand, the variables $\left(y_{t}, v_{t}\right)$ represent a solution of the continuous-time SDE in Eq. (4.5) with the initial conditions being $\left(y_{0}, v_{0}\right) \sim p^{*}(y, v)$. Thus the variables $\left(y_{t}, v_{t}\right)$ evolve according to the invariant distribution for all $t>0$. The noise that underlies both processes is coupled, and with an appropriate choice of a Lyapunov function we are able to demonstrate that the distributions of these variables converge in 1-Wasserstein distance.

In section D.1.2 we explicitly construct a coupling. In section 4.4.3, we describe the Lyapunov function that we will use. Finally, in the section 4.4.4, we describe how the Lyapunov function contracts to 0 under the stated coupling, which in turns implies a convergence in Wasserstein distance.

In Section D.1.2,

### 4.4.1 A coupling construction

Let $\beta=1 / \operatorname{poly}\left(L, 1 / m, d, R, 1 / C_{m}\right)$ be a small constant (see proof of Theorem 9 for the exact value), and let $\ell(x)=q\left(\|x\|_{2}\right)$ be a smoothed approximation of $\|x\|_{2}$ at a scale of $\beta$, as defined in (C.2).

Additionally, let $\nu=1 / \operatorname{poly}\left(L, 1 / m, d, R, 1 / C_{m}\right)$ be another small constant (see proof of Theorem 9 for the exact value). In designing our coupling, we ensure that certain values are only updated at intervals of size $\nu$. These are needed to ensure that the stochastic process that we work with is sufficiently regular.

While reading the proofs it might be convenient for the reader to think of both $\beta$ and $\nu$ to be arbitrarily close to zero, and to think of $\ell(x)$ as equal to $\|x\|_{2} ; \beta$ and $\nu$ do not impact the bound on the iteration complexity in Theorem 9. For a detailed discussion see Appendix C.2,

We define a time $T_{\text {sync }}$ as

$$
\begin{equation*}
T_{\text {sync }}:=\frac{3 \log 100}{c_{\kappa}^{2}} . \tag{4.8}
\end{equation*}
$$

We then choose $\nu$ to be such that $\frac{T_{s y n c}}{\nu}$ is a positive integer, and define the constant

$$
\begin{align*}
& C_{m}:  \tag{4.9}\\
&=\min \left\{\frac{e^{-6 L R^{2}}}{6000 \kappa\left(1+L R^{2}\right)}, \frac{e^{-6 L R^{2}}}{200 T_{\text {sync }}}, \frac{c_{\kappa}^{2}}{3}\right\} \\
&=\min \left\{\frac{e^{-6 L R^{2}}}{2^{13} \kappa\left(1+L R^{2}\right)}, \frac{e^{-6 L R^{2}}}{2^{29} \cdot \log (100) \cdot \kappa^{2}}, \frac{1}{2^{22} \kappa^{2}}\right\} .
\end{align*}
$$

This constant $C_{m}$ will be the rate at which our Lyapunov function contracts.
With these definitions in place we are ready to define a coupling between variables $\left(x_{t}, u_{t}\right)$ that evolve according to the discretized process described in Eq. (4.11), and variables ( $y_{t}, v_{t}$ ) that evolve according to the SDE in Eq. (4.13).

Let the initial conditions for these processes be given by,

$$
\begin{align*}
\left(x_{0}, u_{0}\right) & =\left(x^{(0)}, 0\right) \\
\left(y_{0}, v_{0}\right) & \sim p^{*}(y, v) \tag{4.10}
\end{align*}
$$

Define a variable $\tau_{t}$ that will be useful in determining how the noise underlying the processes is coupled. We initialize this variable as follows: $\tau_{0}=0$, if $\sqrt{\left\|x_{0}-y_{0}\right\|_{2}^{2}+\left\|x_{0}-y_{0}+u_{0}-w_{0}\right\|_{2}^{2}} \geq$ $\sqrt{5} R$, and $\tau_{0}=-T_{\text {sync }}$ otherwise.

Let $A_{t}$ and $B_{t}$ denote independent $d$-dimensional Brownian motions. We then let the complete set of variables $\left(x_{t}, u_{t}, y_{t}, v_{t}, \tau_{\left\lfloor\frac{t}{\nu}\right\rfloor}\right)$ evolve according to the following stochastic dynamics:

$$
\begin{align*}
& d x_{t}=u_{t} d t  \tag{4.11}\\
& d u_{t}=-2 u_{t} d t-\frac{c_{\kappa}}{L} \nabla U\left(x_{\left\lfloor\frac{t}{\delta}\right\rfloor \delta}\right) d t+2 \sqrt{\frac{c_{\kappa}}{L}} d B_{t}  \tag{4.12}\\
& d y_{t}=  \tag{4.13}\\
& v_{t} d t  \tag{4.14}\\
& d v_{t}= \\
& \quad-2 v_{t}-\frac{c_{\kappa}}{L} \nabla U\left(y_{t}\right) d t+2 \sqrt{\frac{c_{\kappa}}{L}} d B_{t} \\
& \quad-\mathbb{1}\left\{k \nu \geq \tau_{\left\lfloor\frac{t}{\nu}\right\rfloor}+T_{\text {sync }}\right\} \cdot\left(4 \sqrt{\frac{c_{\kappa}}{L}} \gamma_{t} \gamma_{t}^{T} d B_{t}+2 \sqrt{\frac{c_{\kappa}}{L}} \bar{\gamma}_{t} \bar{\gamma}_{t}^{T} d A_{t}\right),
\end{align*}
$$

where the functions $\mathcal{M}, \gamma_{t}$ and $\bar{\gamma}_{t}$ are defined as follows:

$$
\begin{align*}
\mathcal{M}(r) & := \begin{cases}1, & \text { for } r \in[\beta, \infty) \\
\frac{1}{2}+\frac{1}{2} \cos \left(r \cdot \frac{2 \pi}{\beta}\right), & \text { for } r \in[\beta / 2, \beta] \\
0, & \text { for } r \in[0, \beta / 2]\end{cases} \\
\gamma_{t} & :=\left(\mathcal{M}\left(\left\|z_{t}+w_{t}\right\|_{2}\right)\right)^{1 / 2} \frac{z_{t}+w_{t}}{\left\|z_{t}+w_{t}\right\|_{2}} \\
\bar{\gamma}_{t} & :=\left(1-\left(1-2 \mathcal{M}\left(\left\|z_{t}+w_{t}\right\|_{2}\right)\right)^{2}\right)^{1 / 4} \frac{z_{t}+w_{t}}{\left\|z_{t}+w_{t}\right\|_{2}}, \tag{4.15}
\end{align*}
$$

and where for convenience we have defined

$$
\begin{align*}
& z_{t}:=x_{t}-y_{t} \\
& w_{t}:=u_{t}-v_{t} . \tag{4.16}
\end{align*}
$$

Note that the function $\mathcal{M}$ essentially is a Lipschitz approximation to the indicator function $\mathbb{1}\{r>0\}$.

Let us unpack the definition of the SDE. First, note that when the indicator $\mathbb{1}\left\{k \nu \geq \tau_{\left\lfloor\frac{t}{\nu}\right\rfloor}+T_{\text {sync }}\right\}$ is equal to zero, then both $\left(x_{t}, u_{t}\right)$ and $\left(y_{t}, v_{t}\right)$ are evolved by the same Brownian motion $B_{t}$. This is called a synchronous coupling between the processes.

Second, when this indicator is equal to one, the processes are evolved by the same Brownian motion in the directions perpendicular to $z_{t}+w_{t}$, and (roughly) by the reflected Brownian motion along the direction $z_{t}+w_{t}$. This is called a reflection coupling between the two processes.

In the following lemma, we show that the variables $\left(y_{t}, v_{t}\right)$ have the same marginal distributions as the solution to the SDE defined in Eq. (4.13).

Lemma 14 The dynamics in defined by Eq. (4.13) and Eq. (4.14) is distributionally equivalent to the dynamics defined by Eq. (4.5).

We give the proof in Appendix C.8. It is easy to verify that $\left(x_{t}, u_{t}\right)$ have the same marginal distribution as the solution to the SDE defined in Eq. (4.11) so we omit the proof.

Finally, we define an update rule for $\tau$ which dictates how the noise is coupled. For any $k \in \mathbb{Z}^{+}, \tau_{k}$ is defined as follows:

$$
\tau_{k}:=\left\{\begin{array}{l}
k \nu  \tag{4.17}\\
\text { if }\left(k \nu-\tau_{k-1} \geq T_{s y n c} \text { AND } \sqrt{\left\|z_{k \nu}\right\|_{2}^{2}+\left\|z_{k \nu}+w_{k \nu}\right\|_{2}^{2}} \geq \sqrt{5} R\right)
\end{array} \tau_{k-1} \text { otherwise } .\right.
$$

From the dynamics in Eq. (4.14), we see that $\tau_{k}$ is used for determining whether $\left(x_{t}, y_{t}, u_{t}, v_{t}\right)$ evolves by synchronous or reflection coupling over the interval $t \in[k \nu,(k+1) \nu)$. From its definition in Eq. 4.17), we see that, roughly speaking, $\tau_{k}$ is "the last time (up to $k \nu)$ that $\left(z_{t}, w_{t}\right)$ ends up outside the ball $\sqrt{\left\|z_{t}\right\|_{2}^{2}+\left\|z_{t}+w_{t}\right\|_{2}^{2}}=\sqrt{5} R$," but with a caveat: we do not update the value of $\tau_{k}$ more than once in a $T_{\text {sync }}$ interval of time.

Let $\left(\Omega, \mathcal{F}_{t}, P\right)$ be the probability space, where $\mathcal{F}_{t}$ is the $\sigma$-algebra generated by $\left(y_{0}, v_{0}\right)$, $B_{s}$ and $A_{s}$ for all $s \in[0, t)$. In the following Lemma, we prove that $\left(x_{t}, u_{t}, v_{t}, y_{t}, \tau_{\left\lfloor\frac{t}{\nu}\right\rfloor}\right)$ has a unique strong solution $\left(x_{t}, u_{t}, y_{t}, v_{t}, \tau_{\left\lfloor\frac{t}{\nu}\right\rfloor}\right)(\omega)(\omega \in \Omega)$, which is adapted to the filtration $\mathcal{F}_{t}$. Furthermore, with probability one, $\left(x_{t}, u_{t}, y_{t}, v_{t}\right)(\omega)$ is $t$-continuous:

Lemma 15 Let $B_{t}$ and $A_{t}$ be two independent Brownian motions, and let $\mathcal{F}_{t}$ be the $\sigma$-algebra generated by $B_{s}, A_{s} ; s \leq t$, and $\left(x_{0}, u_{0}, y_{0}, v_{0}\right)$.

For all $t \geq 0$, the stochastic process $\left(x_{t}, u_{t}, y_{t}, v_{t}, \tau_{\left\lfloor\frac{t}{\nu}\right\rfloor}\right)(\omega)$ defined in Eqs. 4.11) 4.17) has a unique solution such that $\left(x_{s}, u_{s}, y_{s}, v_{s}\right)$ is t-continuous with probability one, and satisfies the following, for all $s \geq 0$,

1. $\left(x_{s}, u_{s}, y_{s}, v_{s}, \tau_{\left\lfloor\frac{s}{\nu}\right\rfloor}\right)$ is adapted to the filtration $\mathcal{F}_{s}$.
2. $\mathbb{E}\left[\left\|x_{s}\right\|_{2}^{2}+\left\|y_{s}\right\|_{2}^{2}+\left\|u_{s}\right\|_{2}^{2}+\left\|v_{s}\right\|_{2}^{2}\right] \leq \infty$.

We defer the proof of this lemma to Appendix C.7.
Finally, for notational convenience, we define the following quantities, for any $k \in \mathbb{Z}^{+}$:

$$
\begin{align*}
\mu_{k} & :=\mathbb{1}\left\{k \nu \geq \tau_{k}+T_{\text {sync }}\right\}  \tag{4.18}\\
r_{t} & :=\left(1+2 c_{\kappa}\right) \ell\left(z_{t}\right)+\ell\left(z_{t}+w_{t}\right)  \tag{4.19}\\
\nabla_{t} & :=\nabla U\left(x_{t}\right)-\nabla U\left(y_{t}\right) \\
\Delta_{t} & :=\nabla U\left(x_{\left\lfloor\frac{t}{\delta}\right\rfloor \delta}\right)-\nabla U\left(x_{t}\right) . \tag{4.20}
\end{align*}
$$

As described above, when $\mu_{k}=0$ the processes are synchronously coupled, and when $\mu_{k}=1$ they are coupled via reflection coupling. Roughly, $r_{t}$ corresponds to the sum of $\left\|z_{t}\right\|_{2}$ and $\left\|z_{t}+w_{t}\right\|_{2} . \nabla_{t}$ is the difference of the gradients of $U$ at $x_{t}$ and $y_{t}$, while $\Delta_{t}$ is the difference of the gradients at $x_{\left\lfloor\frac{t}{\delta}\right\rfloor \delta}$ and $x_{t}$.

### 4.4.2 A concave upper bound on $\|\cdot\|_{2}$

We follow Eberle [32] in our specification of the distance function $f: \mathbb{R}^{+} \rightarrow \mathbb{R}$ that is used in the definition of our Lyapunov function.

Let $\alpha_{f}$ and $\mathcal{R}_{f}$ be two positive constants, to be specified later.
We define auxiliary functions $\psi, \Psi$ and $g$, all mapping from $\mathbb{R}^{+}$to $\mathbb{R}^{+}$:

$$
\left.\begin{array}{rl}
h(r) & := \begin{cases}1, & \text { for } r \in\left[0, \mathcal{R}_{f}\right] \\
1-\frac{1}{\mathcal{R}_{f}}\left(r-\mathcal{R}_{f}\right), & \text { for } r \in\left[\mathcal{R}_{f}, 2 \mathcal{R}_{f}\right] \\
0, & \text { for } r \in\left[2 \mathcal{R}_{f}, \infty\right)\end{cases} \\
\psi(r):=e^{-2 \alpha_{f} \int_{0}^{r} h(s) d s}, \quad \Psi(r):=\int_{0}^{r} \psi(s) d s \tag{4.21}
\end{array}\right\}
$$

Let us summarize some important properties of the functions $\psi$ and $g$ :

- $\psi$ is decreasing, $\psi(0)=1$, and $\psi(r)=\psi\left(2 \mathcal{R}_{f}\right)$ for any $r>2 \mathcal{R}_{f}$.
- $g$ is decreasing, $g(0)=1$, and $g(r)=\frac{1}{2}$ for any $r>2 \mathcal{R}_{f}$.

Finally we define $f$ as

$$
\begin{equation*}
f(r):=\int_{0}^{r} \psi(s) g(s) d s \tag{4.22}
\end{equation*}
$$

In Lemma 55 in Appendix C.5, we state and prove various several useful properties of the distance function $f$. Most importantly, $f$ is designed to be concave, and $f(r) \geq C \cdot r$ for some constant $C$.

### 4.4.3 Lyapunov Function

In this section, we define a Lyapunov function that will be useful in demonstrating that the distributions of $\left(x_{t}, u_{t}\right)$ and $\left(y_{t}, v_{t}\right)$ converge in 1-Wasserstein distance. Let $f$ be as defined in (4.22), with $\alpha_{f}$ and $\mathcal{R}_{f}$ defined as:

$$
\begin{equation*}
\alpha_{f}:=\frac{L}{4}, \quad \text { and }, \quad \mathcal{R}_{f}:=12 R \tag{4.23}
\end{equation*}
$$

Recall the constant $C_{m}$ defined in (4.9).
Additionally define the stochastic processes:

$$
\begin{align*}
\xi_{t} & =\int_{0}^{t} e^{-C_{m}(t-s)} c_{\kappa}\left\|x_{s}-x_{\left\lfloor\frac{s}{\delta}\right\rfloor \delta}\right\|_{2} d s  \tag{4.24}\\
\sigma_{t} & =\int_{0}^{t} \mu_{\left\lfloor\frac{s}{\nu}\right\rfloor} \cdot e^{-C_{m}(t-s)} \cdot \mathbb{1}\left\{r_{s} \geq \sqrt{12} R\right\} 4 r_{s} d s  \tag{4.25}\\
\phi_{t} & =\int_{0}^{t} \mu_{\left\lfloor\frac{s}{\nu}\right\rfloor} \cdot e^{-C_{m}(t-s)}\left\langle\nabla_{w_{s}}\left(f\left(r_{s}\right)\right), 4 \sqrt{\frac{c_{\kappa}}{L}}\left(\gamma_{s} \gamma_{s}^{T} d B_{s}+\frac{1}{2} \bar{\gamma}_{s} \bar{\gamma}_{s}^{T} d A_{s}\right)\right\rangle . \tag{4.26}
\end{align*}
$$

The processes $\xi_{t}$ and $\sigma_{t}$ will be used to track the discretization error arising due to the time increments $\delta$ and $\nu$. We refer to Lemma 62 in Appendix C. 7 for a proof of the existence of $\phi_{t}$.

The following stochastic process $\mathcal{L}_{t}$ acts as our Lyapunov function:

$$
\begin{equation*}
\mathcal{L}_{t}:=\mu_{k} \cdot\left(f\left(r_{t}\right)-\xi_{t}\right)+\left(1-\mu_{k}\right) \cdot \exp \left(-C_{m}\left(t-\tau_{k}\right)\right) \cdot\left(f\left(r_{\tau_{k}}\right)-\xi_{\tau_{k}}\right)-\left(\sigma_{t}+\phi_{t}\right), \tag{4.27}
\end{equation*}
$$

where $k:=\left\lfloor\frac{t}{\nu}\right\rfloor$. Note that $\mathcal{L}_{t}$ (the Lyapunov function at time $t$ ) depends on $r_{\tau_{k}}$ (at time $\tau_{k}$ ). In Lemma 50, we demonstrate that this function contracts at a rate of $e^{-C_{m} t}$. The convergence bound then follows by showing that the convergence of this Lyapunov function implies convergence of the distributions in 1-Wasserstein distance.

### 4.4.4 Proof Sketch

We present a full proof of Theorem 9 in Appendix C.4. In this section we provide a high-level sketch of our proof.

The proof proceeds by a path-wise analysis of the evolution of the Lyapunov function. In Figure 4.1a, we illustrate a sample path of the process when $d=1$ (the $d>1$ case is identical, but harder to draw on paper).

(a) Illustration of Coupling

(b) Update for $\tau$ and $\nu$

First, let us highlight the features of the figure.

1. The red circle represents the set $\sqrt{\left\|z_{t}\right\|_{2}^{2}+\left\|z_{t}+w_{t}\right\|_{2}^{2}}=\sqrt{5} R$. It affects the updates of $\tau_{\left\lfloor\frac{t}{\nu}\right\rfloor}$, which, in turn, dictates how the processes are coupled.
2. The orange circle represents $\sqrt{\left\|z_{t}\right\|_{2}^{2}+\left\|z_{t}+w_{t}\right\|_{2}^{2}}=\frac{23}{50} \cdot \sqrt{5} R$. In relation to the red circle, it represents the contraction of $\sqrt{\left\|z_{t}\right\|_{2}^{2}+\left\|z_{t}+w_{t}\right\|_{2}^{2}}$ when evolved according to synchronous coupling.
3. The space enclosed by the dark green diamond represents $\left(1+2 c_{\kappa}\right)\left\|z_{t}\right\|_{2}+\left\|z_{t}+w_{t}\right\|_{2} \leq$ $\sqrt{5} R$. It is is contained in the set $\sqrt{\left\|z_{t}\right\|_{2}^{2}+\left\|z_{t}+w_{t}\right\|_{2}^{2}} \leq \sqrt{5} R$.
4. The space enclosed by the light green diamond represents $2\left(\left(1+2 c_{\kappa}\right)\left\|z_{t}\right\|_{2}+\left\|z_{t}+w_{t}\right\|_{2}\right) \leq$ $2 \cdot \frac{23}{50} \sqrt{5} R$. It contains the set $\left(1+2 c_{\kappa}\right)\left\|z_{t}\right\|_{2}+\left\|z_{t}+w_{t}\right\|_{2} \leq \frac{23}{50} \cdot \sqrt{5} R$.
5. It is not shown, but note that the red quarter circle is contained in $\left(1+2 c_{\kappa}\right)\left\|z_{t}\right\|_{2}+$ $\left\|z_{t}+w_{t}\right\|_{2} \leq \sqrt{12} R$, which is the radius $\mathcal{R}_{f}$ used for defining $f$ in Eq. (4.23).
6. The brown squiggly lines $\left(t_{0} \rightarrow t_{1}\right)$ and ( $t_{2} \rightarrow t_{3}$ ) represent the evolution of the process under reflection coupling.
7. The black line $t_{1} \rightarrow t_{2}$ represents the evolution of the process under synchronous coupling.

Below, we describe how $\left(z_{t}, w_{t}\right)$ evolves over $t \in\left[t_{0}, t_{3}\right]$, and illustrate the main ideas behind the proof. To simplify matters, assume that

1. $k_{i}:=t_{i} / \nu$ are integers, for $i=0,1,2,3$.
2. $t_{3}-t_{2}=T_{\text {sync }}$.
3. $\xi_{t}=\sigma_{t}=0$ as these terms correspond to discretization errors.
4. $r_{t} \approx\left\|z_{t}\right\|_{2}+\left(1+2 c_{\kappa}\right)\left\|z_{t}+w_{t}\right\|_{2}$.

Then

- From $t_{0} \rightarrow t_{1}$ :

Suppose that the process starts somewhere inside the red circle and stays inside for until time $t_{1}$, then $\tau_{\left\lfloor\frac{t}{\nu}\right\rfloor}=t_{0}$ and $\mu_{\left\lfloor\frac{t}{\nu}\right\rfloor}=1$ for $t \in\left[t_{0}, t_{1}\right.$ ), and the process $\left(z_{t}, w_{t}\right)$ undergoes reflection coupling.
In this case, we can show that when $r_{t} \leq \sqrt{12} R$ then $f\left(r_{t}\right)-\phi_{t}$ contracts at a rate of $\exp \left(-C_{m} t\right)$ with probability one (see Lemma 33). This in turn implies that our Lyapunov function $\mathcal{L}_{t}$ also contracts at the same rate with probability one (see Lemma 53 and Lemma 54 .

- From $t_{1} \rightarrow t_{2}$ :

At $t=t_{1}$, we update $\tau_{k_{1}}$ so that $\tau_{k_{1}}=t_{1}$. Thus $\mu_{s}=0$ for all $s \in\left[t_{1}, t_{2}\right)$. During this period, $\left(z_{t}, w_{t}\right)$ evolves under synchronous coupling. In Lemma 37, we show
 $e^{-C_{m}\left(t_{2}-t_{1}\right)} f\left(r_{t_{1}}\right)$ (Lemma 34). Again, this contraction is with probability one. Intuitively, we use synchronous coupling because when the value of $\left\|z_{t}\right\|_{2}+\left\|z_{t}+w_{t}\right\|_{2}$ is large, Assumption (A3) guarantees contraction even in the absence of noise.
This contraction in $f$ consequently results in a contraction of the Lyapunov function (see Lemma 52).

- After a duration $T_{\text {sync }}$ of synchronous coupling, we have $\mu_{k_{2}}=1$ and we resume reflection coupling over $\left[t_{2}, t_{3}\right]$. Note that at $t=t_{2}$, the Lyapunov function $\mathcal{L}_{t}$, undergoes a jump in value, from $\exp \left(-C_{m}\left(t_{2}-t_{1}\right)\right) f\left(r_{t_{1}}\right)$ to $f\left(r_{t_{2}}\right)$ (see 4.27). We show in Lemma 51 that this jump is negative with probability one.


### 4.5 Related Work

A convergence rate for overdamped Langevin diffusion, under assumptions (A1) - (A3) (see Section 4.2.1) has been established by [32], but the continuous-time diffusion studied in that paper is not implementable algorithmically. In a more algorithmic line of work, [20] bounded the discretization error of overdamped Langevin MCMC, and provided the first nonasymptotic convergence rate of overdamped Langevin MCMC under log-concavity assumptions. This was followed by a sequence of papers in the strongly log-concave setting [see, e.g., 16, 21, 27, 30].

Our result for overdamped Langevin MCMC is in line with this existing work; indeed, we combine the continuous-time convergence rate of Eberle [32] with a variant of the discretization error analysis by Durmus and Moulines [27]. The final number of timesteps needed is $\widetilde{\mathcal{O}}\left(e^{c L R^{2}} d / \varepsilon^{2}\right)$, which is expected, as the rate of [32] is $\mathcal{O}\left(e^{-c L R^{2}}\right)$ (for the continuous-time process) and the iteration complexity established by [27] is $\widetilde{\mathcal{O}}\left(d / \varepsilon^{2}\right)$.

On the other hand, convergence of underdamped Langevin MCMC under (strongly) log-concave assumptions was first established by Cheng et al. [17. Also very relevant to our results is the work of Eberle et al. [33], who demonstrated a contraction property of the continuous-time process stated in Eq. (4.2). That result deals, however, with a much larger class of potential functions, and accordingly the distance to the invariant distribution scales exponentially with dimension $d$. Our analysis yields a more favorable result by combining ideas from both Eberle et al. [33] and Cheng et al. [17], under new assumptions; see Section 4.3 .2 for a full discussion.

Also noteworthy is the fact that the problem of sampling from non-log-concave distributions has been studied by [72], but under weaker assumptions, with a worst-case convergence rate that is exponential in $d$. In [85], this technique is used to study the application of Stochastic Gradient Langevin Diffusion (and its variance-reduced version) to non-convex optimization. Similarly, Durmus and Moulines [27] analyze the overdamped Langevin MCMC algorithm under the assumption that $U$ is superlinear outside a ball. This is more general than our assumption of "strong convexity outside a ball"; in this setting, the authors prove a rate that is exponential in dimension. On the other hand, [37] established a poly $(d, 1 / \varepsilon)$ convergence rate for sampling from a distribution that is close to a mixture of Gaussians, where the mixture components have the same variance (which is subsumed by our assumptions).

Finally, there is a large class of sampling algorithms known as Hamiltonian Monte Carlo (HMC), which involve Hamiltonian dynamics in some form. We refer to Ma et al. [56] for a survey of the results in this area. Among these, the variant studied in this paper (Algorithm 2), based on the discretization of the SDE in Eq. (4.2), has a natural physical interpretation as the evolution of a particle's dynamics under a viscous force field. This model was first studied by Kramers [49] in the context of chemical reactions. The continuous-time process has been studied extensively [4, 6, 11, 24, 33, 39, 42, 61, 83]. Four recent papers-Mangoubi and Smith [59], Lee and Vempala [52], Mangoubi and Vishnoi 60] and [23]-study the convergence rate of (variants of) HMC under log-concavity assumptions. In [34], the authors study the convergence of HMC on general metric state spaces. Bou-Rabee et al. [8] study the convergence of HMC under assumptions similar to ours, and prove a convergence rate that depends on $e^{c L R^{2}}$ for some constant $c$. We remark that the algorithm studied in this case is different from the underdamped Langevin MCMC algorithm, because of the incorporation of an accept-reject step.

## Part III

## Optimization as Sampling

## Chapter 5

## Stochastic Gradient and Langevin Processes

### 5.1 Introduction

Stochastic Gradient Descent (SGD) is one of the workhorses of modern machine learning. In many non-convex optimization problems, such as training deep neural networks, SGD is able to produce solutions with good generalization error; indeed, there is evidence that the generalization error of an SGD solution can be significantly better than that of Gradient Descent (GD) 41, 44, 47]. This suggests that, to understand the behavior of SGD, it is not enough to consider the limiting cases such as small step size or large batch size where it degenerates to GD. In this paper, we take an alternate view of SGD as a sampling algorithm, and aim to understand its convergence to an appropriate stationary distribution.

There has been rapid recent progress in understanding the finite-time behavior of MCMC methods, by comparing them to stochastic differential equations (SDEs), such as the Langevin diffusion. It is natural in this context to think of SGD as a discrete-time approximation of an SDE. There are, however, two significant barriers to extending previous analyses to the case of SGD. First, these analysis are often restricted to isotropic Gaussian noise, whereas the noise in SGD can be far from Gaussian. Second, the noise depends significantly on the current state (the optimization variable). For instance, if the objective is an average over training data with a nonnegative loss, as the objective approaches zero the variance of minibatch SGD goes to zero. Any attempt to cast SGD as an SDE must be able to handle this kind of noise.

This motivates the study of Langevin MCMC-like methods that have a state-dependent noise term:

$$
\begin{equation*}
w_{(k+1) \delta}=w_{k \delta}-\delta \nabla U\left(w_{k \delta}\right)+\sqrt{\delta} \xi\left(w_{k \delta}, \eta_{k}\right), \tag{5.1}
\end{equation*}
$$

where $w_{t} \in \mathbb{R}^{d}$ is the state variable at time $t, \delta$ is the step size, $U: \mathbb{R}^{d} \rightarrow \mathbb{R}$ is a (possibly non-convex) potential, $\xi: \mathbb{R}^{d} \times \Omega \rightarrow \mathbb{R}^{d}$ is the noise function, and $\eta_{k}$ are sampled i.i.d. according to some distribution over $\Omega$ (for example, in minibatch $\operatorname{SGD}, \Omega$ is the set of subsets of indices in the training sample).

Throughout this paper, we assume that $\mathbb{E}_{\eta}[\xi(x, \eta)]=0$ for all $x$. We define a matrixvalued function $M(\cdot): \mathbb{R}^{d} \rightarrow \mathbb{R}^{d \times d}$ to be the square root of the covariance matrix of $\xi$; i.e., for all $x, M(x):=\sqrt{\mathbb{E}_{\eta}\left[\xi(x, \eta) \xi(x, \eta)^{T}\right]}$, where for a positive semidefinite matrix $G, A=\sqrt{G}$ is the unique positive semidefinite matrix such that $A^{2}=G$.

In studying the generalization behavior of SGD, earlier work [41, 44] propose that (5.1) be approximated by the stochastic process $y_{(k+1) \delta}=y_{k \delta}-\delta \nabla U\left(y_{k \delta}\right)+\sqrt{\delta} M\left(y_{k \delta}\right) \theta_{k}$ where $\theta_{k} \sim \mathcal{N}(0, I)$, or, equivalently:

$$
\begin{align*}
& d y_{t}=-\nabla U\left(y_{k \delta}\right) d t+M\left(y_{k \delta}\right) d B_{t}  \tag{5.2}\\
& \quad \text { for } t \in[k \delta,(k+1) \delta],
\end{align*}
$$

with $B_{t}$ denoting standard Brownian motion [46]. Specifically, the non-Gaussian noise $\xi(\cdot, \eta)$ is approximated by a Gaussian variable $M(\cdot) \theta$ with the same covariance, via an assumption that the minibatch size is large and an appeal to the central limit theorem.

The process in (5.2) can be seen as the Euler-Murayama discretization of the following SDE:

$$
\begin{equation*}
d x_{t}=-\nabla U\left(x_{t}\right) d t+M\left(x_{t}\right) d B_{t} . \tag{5.3}
\end{equation*}
$$

We let $p^{*}$ denote the invariant distribution of (5.3). Note the similarity between (5.3) and (1.4); the key difference is in $M\left(x_{t}\right)$, the diffusion coefficient.

We prove quantitative bounds on the discretization error between (5.2), (5.1) and (5.3), as well as convergence rates of (5.2) and (5.1) to $p^{*}$. Our bounds are in 1-Wasserstein distance (denoted by $W_{1}(\cdot, \cdot)$ in the following). We present the full theorem statements in Section 5.4 , and summarize our contributions below:

1. In Theorem 10, we bound the discretization error between (5.2) and (5.3). Informally, Theorem 10 states:

$$
\begin{aligned}
& \text { 1. If } x_{0}=y_{0} \text {, then for all } k, W_{1}\left(x_{k \delta}, y_{k \delta}\right)=O(\sqrt{\delta}) \text {; } \\
& \text { 2. For } n \geq \tilde{O}\left(\frac{1}{\delta}\right), W_{1}\left(p^{*}, \operatorname{Law}\left(y_{n \delta}\right)\right)=O(\sqrt{\delta}) \text {, }
\end{aligned}
$$

where $\operatorname{Law}(\cdot)$ denotes the distribution of a random vector. This is a crucial intermediate result that allows us to prove the convergence of (5.1) to (5.3). We highlight that the variable diffusion matrix: 1) leads to a very large discretization error, due to the scaling factor of $\sqrt{\delta}$ in the $M\left(y_{k \delta}\right) \theta_{k}$ noise term, and 2) makes the stochastic process non-contractive (this is further compounded by the non-convex drift). Our convergence proof relies on a carefully constructed Lyapunov function together with a specific coupling. Remarkably, the $\varepsilon$ dependence in our iteration complexity is the same as that in Langevin MCMC with constant isotropic diffusion [29].
2. In Theorem 11, we bound the discretization error between (5.1) and (5.3). Informally, Theorem 11 states:

$$
\begin{aligned}
& \text { 1. If } x_{0}=w_{0} \text {, then for all } k, W_{1}\left(x_{k \delta}, w_{k \delta}\right)=O\left(\delta^{1 / 8}\right) \text {; } \\
& \text { 2. For } n \geq \tilde{O}\left(\frac{1}{\delta}\right), W_{1}\left(p^{*}, \operatorname{Law}\left(w_{n \delta}\right)\right)=O\left(\delta^{1 / 8}\right)
\end{aligned}
$$

Notably, the noise in each step of (5.1) may be far from Gaussian, but for sufficiently small step size, (5.1) is nonetheless able to approximate (5.3). This is a weaker condition than earlier work, which must assume that the batch size is sufficiently large so that CLT ensures that the per-step noise is approximately Gaussian.
3. Based on Theorem 10, we predict that for sufficiently small $\delta$, two different processes of the form (5.1) will have similar distributions if their noise terms $\xi$ have the same covariance matrix, as that leads to the same limiting SDE (5.3). In Section 5.5, we evaluate this claim empirically: we design a family of SGD-like algorithms and evaluate their test error at convergence. We observe that the noise covariance alone is a very strong predictor for the test error, regardless of higher moments of the noise. This corroborates our theoretical prediction that the noise covariance approximately determines the distribution of the solution. This is also in line with, and extends upon, observations in earlier work that the ratio of batch size to learning rate correlates with test error [41, 44].

### 5.2 Motivating Example

It is generally difficult to write down the invariant distribution of 5.3). In this section, we consider a very simple one-dimensional setting which does admit an explicit expression for $p^{*}$, and serves to illustrate some remarkable properties of anisotropic diffusion matrices.

Let us define $D(x):=M^{2}(x)$. Our analysis will be based on the Fokker-Planck equation, which states that $p^{*}$ is the invariant distribution of 5.3 if

$$
\begin{equation*}
0=\operatorname{div}\left(p^{*}(x) \nabla U(x)\right)+\operatorname{div}\left(p^{*}(x) \Gamma(x)+D(x) \nabla p^{*}(x)\right) \tag{5.4}
\end{equation*}
$$

where $\Gamma(x)$ is a vector whose $i^{t h}$ coordinate equals $\sum_{j=1}^{d} \frac{\partial}{\partial x_{j}}[D(x)]_{i, j}$. In the one-dimensional setting, we can explicitly write down the density of $p^{*}(x)$. Note that in this case, $\Gamma(x)=$ $\nabla D(x)$. Let $V(x):=\int_{0}^{x}\left(\frac{\nabla U(x)}{D(x)}+\frac{\nabla D(X)}{D(x)}\right) d x=\int_{0}^{x}\left(\frac{\nabla U(x)}{D(x)}\right) d x+\log D(x)-\log D(0)$. We can verify that $p^{*}(x) \propto e^{-V(x)}$ satisfies (5.4).

For a concrete example, let the potential $U(x)$ and the diffusion function $M(x)$ be defined
as

$$
\left.\begin{array}{l}
U(x):= \begin{cases}\frac{1}{2} x^{2}, & \text { for } x \in[-1,4] \\
\frac{1}{2}(x+2)^{2}-1, & \text { for } x \leq-1\end{cases} \\
\frac{1}{2}(x-8)^{2}-16, \\
\text { for } x \geq 4
\end{array}\right] \begin{array}{ll}
\frac{1}{2}(x+2), & \text { for } x \in[-2,8] \\
1, & \text { for } x \leq-2 \\
6, & \text { for } x \geq 8
\end{array} .
$$



Figure 5.1: One-dimensional example exhibiting the importance of state-dependent noise: A simple construction showing how $M(x)$ can affect the shape of the invariant distribution. While $U(x)$ has two local minima, $V(x)$ only has the smaller minimum at $x=-2$. Figure 5.1 d represents samples obtained from simulating using the process (5.2). We can see that most of the samples concentrate around $x=-2$.

We plot $U(x)$ in Figure 5.1. Note that $U(x)$ has two local minima: a shallow minimum at $x=-2$ and a deeper minimum at $x=8$. A plot of $M(x)$ can be found in Figure 5.1b, $M(x)$ is constructed to have increasing magnitude at larger values of $x$. This has the effect of biasing the invariant distribution towards smaller values of $x$.

We plot $V(x)$ in Figure 5.1c. Remarkably, $V(x)$ has only one local minimum at $x=-2$. The larger minimum of $U(x)$ at $x=8$ has been smoothed over by the effect of the large diffusion $M(x)$. This is very different from when the noise is homogeneous (e.g., $M(x)=I$ ), in which case $p^{*}(x) \propto e^{-U(x)}$. We also simulate (5.3) (using (5.2)) for the given $U(x)$ and $M(x)$ for 1000 samples (each simulated for 1000 steps), and plot the histogram in Figure 5.1d.

### 5.3 Assumptions and Definitions

In this section, we state the assumptions and definitions that we need for our main results in Theorem 10 and Theorem 11 .

Assumption A We assume that $U(x)$ satisfies

1. The function $U(x)$ is continuously-differentiable on $\mathbb{R}^{d}$ and has Lipschitz continuous gradients; that is, there exists a positive constant $L \geq 0$ such that for all $x, y \in \mathbb{R}^{d},\|\nabla U(x)-\nabla U(y)\|_{2} \leq L\|x-y\|_{2}$.
2. $U$ has a stationary point at zero: $\nabla U(0)=0$.
3. There exist positive constants $m, L_{R}, R$ such that for all $\|x-y\|_{2} \geq R$,

$$
\begin{equation*}
\langle\nabla U(x)-\nabla U(y), x-y\rangle \geq m\|x-y\|_{2}^{2} \tag{5.5}
\end{equation*}
$$

and for all $\|x-y\|_{2} \leq R,\|\nabla U(x)-\nabla U(y)\|_{2} \leq L_{R}\|x-y\|_{2}$.
Remark 7 The assumption in (5.5) roughly states that " $U(x)$ is convex outside a ball of radius $R$ ". This assumption, and minor variants, is common in the non-convex sampling literature [18, 32, 32, 36, 39, 57].

Assumption B We make the following assumptions on $\xi$ and $M$ :

1. For all $x, \mathbb{E}[\xi(x, \eta)]=0$.
2. For all $x,\|\xi(x, \eta)\|_{2} \leq \beta$ almost surely.
3. For all $x, y,\|\xi(x, \eta)-\xi(y, \eta)\|_{2} \leq L_{\xi}\|x-y\|_{2}$ almost surely.
4. There is a positive constant $c_{m}$ such that for all $x, 2 c_{m} I \prec M(x)$.

Remark 8 We discuss these assumptions in a specific setting in Section 5.5.2.
For convenience we define a matrix-valued function $N(\cdot): \mathbb{R}^{d} \rightarrow \mathbb{R}^{d \times d}$ :

$$
\begin{equation*}
N(x):=\sqrt{M(x)^{2}-c_{m}^{2} I} \tag{5.6}
\end{equation*}
$$

Under Assumption A, we can prove that $N(x)$ and $M(x)$ are bounded and Lipschitz (see Lemma 79 and 80 in Appendix D.4). These properties will be crucial in ensuring convergence.

Recall that, given an arbitrary sample space $\Omega$ and any two distribution $p \in \mathscr{P}(\Omega)$ and $q \in \mathscr{P}(\Omega)$, a joint distribution $\zeta \in \mathscr{P}(\Omega \times \Omega)$ is a coupling between $p$ and $q$ if its marginals are equal to $p$ and $q$ respectively.

For a matrix, we use $\|G\|_{2}$ to denote the operator norm: $\|G\|_{2}=\sup _{v \in \mathbb{R}^{d},\|v\|_{2}=1}\|G v\|_{2}$.
Finally, we define a few useful constants which will be used throughout the rest of the chapter:

$$
\begin{align*}
& L_{N}:=\frac{4 \beta L_{\xi}}{c_{m}}, \quad \alpha_{q}:=\frac{L_{R}+L_{N}^{2}}{2 c_{m}^{2}}, \\
& \mathcal{R}_{q}:=\max \left\{R, \frac{16 \beta^{2} L_{N}}{m \cdot c_{m}}\right\} \\
& \lambda:=\min \left\{\frac{m}{2}, \frac{2 c_{m}^{2}}{32 \mathcal{R}_{q}{ }^{2}}\right\} \exp \left(-\frac{7}{3} \alpha_{q} \mathcal{R}_{q}{ }^{2}\right) . \tag{5.7}
\end{align*}
$$

$L_{N}$ is the smoothness parameter of the matrix $N(x)$, and we show in Lemma 80 that $\operatorname{tr}\left((N(x)-N(y))^{2}\right) \leq L_{N}^{2}\|x-y\|_{2}^{2}$. The constants $\alpha_{q}$ and $\mathcal{R}_{q}$ are used to define a Lyapunov function $q$ in Appendix D.5.1. A key step in our proof uses the fact that, under the dynamics (5.2), $q$ contracts at a rate of $e^{-\lambda}$, plus discretization error.

### 5.4 Main Results

In this section, we present our main convergence results beginning with convergence under Gaussian noise and proceeding to the non-Gaussian case.

Theorem 10 Let $x_{t}$ and $y_{t}$ have dynamics as defined in (5.3) and (5.2) respectively, and suppose that the initial conditions satisfy $\mathbb{E}\left[\left\|x_{0}\right\|_{2}^{2}\right] \leq R^{2}+\beta^{2} / m$ and $\mathbb{E}\left[\left\|y_{0}\right\|_{2}^{2}\right] \leq R^{2}+\beta^{2} / m$. Let $\hat{\varepsilon}$ be a target accuracy satisfying $\hat{\varepsilon} \leq\left(\frac{16\left(L+L_{N}^{2}\right)}{\lambda}\right) \cdot \exp \left(7 \alpha_{q} \mathcal{R}_{q} / 3\right) \cdot \frac{\mathcal{R}_{q}}{\alpha_{q} \mathcal{R}_{q}{ }^{2}+1}$. Let $\delta$ be a step size satisfying

$$
\delta \leq \min \left\{\begin{array}{l}
\frac{\lambda^{2} \varepsilon^{2}}{512 \beta^{2}\left(L^{2}+L_{N}^{4}\right) \exp \left(\frac{14 \alpha q \mathcal{R}^{2}}{3}\right)} \\
\frac{2 \lambda \hat{\varepsilon}}{\left(L^{2}+L_{N}^{4}\right) \exp \left(\frac{7 \alpha q \mathcal{R}_{q}}{3}\right) \sqrt{R^{2}+\beta^{2} / m}}
\end{array} .\right.
$$

If we assume that $x_{0}=y_{0}$, then there exists a coupling between $x_{t}$ and $y_{t}$ such that for any $k$,

$$
\mathbb{E}\left[\left\|x_{k \delta}-y_{k \delta}\right\|_{2}\right] \leq \hat{\varepsilon}
$$

Alternatively, if we assume $n \geq \frac{3 \alpha_{q} \mathcal{R}_{q}{ }^{2}}{\delta} \log \frac{R^{2}+\beta^{2} / m}{\hat{\varepsilon}}$, then

$$
W_{1}\left(p^{*}, p_{n \delta}^{y}\right) \leq 2 \hat{\varepsilon}
$$

where $p_{t}^{y}:=\operatorname{Law}\left(y_{t}\right)$.
Remark 9 Note that $m, L, R$ are from Assumption $A, L_{N}$ is from (5.7), $c_{m}, \beta, L_{\xi}$ are from Assumption B)

Remark 10 Finding a suitable $y_{0}$ can be done very quickly using gradient descent wrt $U(\cdot)$. The convergence rate to the ball of radius $R$ is very fast, due to Assumption A.3.

After some algebraic simplifications, we see that for a sufficiently small $\hat{\varepsilon}$, achieving $W_{1}\left(p_{n \delta}^{y}, p^{*}\right) \leq \hat{\varepsilon}$ requires number of steps

$$
\begin{aligned}
n=\tilde{O}\left(\frac{\beta^{2}}{\hat{\varepsilon}^{2}} \cdot\right. & \exp \left(\frac{14}{3} \cdot\left(\frac{L_{R}}{c_{m}^{2}}+\frac{16 \beta^{2} L_{\xi}^{2}}{c_{m}^{4}}\right)\right. \\
\cdot & \left.\left.\max \left\{R^{2}, \frac{2^{12} \beta^{6} L_{\xi}^{2}}{m^{2} c_{m}^{4}}\right\}\right)\right) .
\end{aligned}
$$

Remark 11 The convergence rate contains a term $e^{R^{2}}$; this term is also present in all of the work cited in the previous section under Remark 1. Given our assumptions, including the "convexity outside a ball of radius $R$ " assumption, this dependence is unavoidable as it describes the time to transit between two modes of the invariant distribution for a simple double-well potential.

Remark 12 As illustrated in Section 5.5.2, the $m$ from Assumption $B .3$ should be thought of as a regularization term which can be set arbitrarily large. In the following discussion, we will assume that $\max \left\{R^{2}, \frac{\beta^{6} L_{\xi}^{2}}{m^{2} c_{m}^{4}}\right\}$ is dominated by the $R^{2}$ term.

To gain intuition about this term, let's consider what it looks like under a sequence of increasingly weak assumptions:
a. Strongly convex, constant noise: $U(x) m$ strongly convex, $L$ smooth, $\xi(x, \eta) \sim$ $\mathcal{N}(0, I)$ for all $x$. (In reality we need to consider a truncated Gaussian so as not to violate Assumption B .2, but this is a minor issue). In this case, $L_{\xi}=0, c_{m}=1, R=0, \beta=\tilde{O}(\sqrt{d})$, so $k=O\left(\frac{d}{\hat{\varepsilon}^{2}}\right)$. This is the same rate as obtained by [29]. We remark that [29] obtains a $W_{2}$ bound which is stronger than our $W_{1}$ bound.
b. Non-convex, constant noise: $U(x)$ not strongly convex but satisfies Assumption A. and $\xi(x, \eta) \sim \mathcal{N}(0, I)$. In this case, $L_{\xi}=0, c_{m}=1, \beta=\tilde{O}(\sqrt{d})$ This is the setting studied by [18] and [57]. The rate we recover is $k=\tilde{O}\left(\frac{d}{\varepsilon^{2}} \cdot \exp \left(\frac{14}{3} L R^{2}\right)\right)$, which is in line with [18], and is the best $W_{1}$ rate obtainable from 57].
c. Non-convex, state-dependent noise: $U(x)$ satisfies Assumption A, and $\xi$ satisfies Assumption B. To simplify matters, suppose the problem is rescaled so that $c_{m}=1$. Then the main additional term compared to setting b. above is $\exp \left(\frac{64 \beta^{2} L_{\xi}^{2} R^{2}}{c_{m}^{4}}\right)$. This suggests that the effect of a $L_{\xi}$-Lipschitz noise can play a similar role in hindering mixing as a $L_{R}$-Lipschitz non-convex drift.

When the dimension is high, computing $M\left(y_{k}\right)$ can be difficult, but if for each $x$, one has access to samples whose covariance is $M(x)$, then one can approximate $M\left(y_{k}\right) \theta_{k}$ via the central limit theorem by drawing a sufficiently large number of samples. The proof of Theorem 10 can be readily modified to accommodate this (see Appendix D.1.5).

We now turn to the non-Gaussian case.
Theorem 11 Let $x_{t}$ and $w_{t}$ have dynamics as defined in (5.3) and (5.1) respectively, and suppose that the initial conditions satisfy $\mathbb{E}\left[\left\|x_{0}\right\|_{2}^{2}\right] \leq R^{2}+\beta^{2} / m$ and $\mathbb{E}\left[\left\|w_{0}\right\|_{2}^{2}\right] \leq R^{2}+\beta^{2} / m$. Let $\hat{\varepsilon}$ be a target accuracy satisfying $\hat{\varepsilon} \leq\left(\frac{16\left(L+L_{N}^{2}\right)}{\lambda}\right) \cdot \exp \left(7 \alpha_{q} \mathcal{R}_{q} / 3\right) \cdot \frac{\mathcal{R}_{q}}{\alpha_{q} \mathcal{R}_{q}{ }^{2}+1}$. Let $\varepsilon:=$ $\frac{\lambda}{16\left(L+L_{N}^{2}\right)} \exp \left(-\frac{7 \alpha_{q} \mathcal{R}_{q}{ }^{2}}{3}\right) \hat{\varepsilon}$.

Let $T:=\min \left\{\frac{1}{16 L}, \frac{\beta^{2}}{8 L^{2}\left(R^{2}+\beta^{2} / m\right)}, \frac{\varepsilon}{32 \sqrt{L \beta}}, \frac{\varepsilon^{2}}{128 \beta^{2}}, \frac{\varepsilon^{4} L_{N}^{2}}{2^{14} \beta^{2} c_{m}^{2}}\right\}$ and let $\delta$ be a step size satisfying

$$
\delta \leq \min \left\{\frac{T \varepsilon^{2} L}{36 d \beta^{2} \log \left(\frac{36 d \beta^{2}}{\varepsilon^{2} L}\right)}, \frac{T \varepsilon^{4} L^{2}}{2^{14} d \beta^{4} \log \left(\frac{2^{14} d \beta^{4}}{\varepsilon^{4} L^{2}}\right)}\right\}
$$

If we assume that $x_{0}=w_{0}$, then there exists a coupling between $x_{t}$ and $w_{t}$ such that for any $k$,

$$
\mathbb{E}\left[\left\|x_{k \delta}-w_{k \delta}\right\|_{2}\right] \leq \hat{\varepsilon}
$$

Alternatively, if we assume that $n \geq \frac{3 \alpha_{q} \mathcal{R}_{q}{ }^{2}}{\delta} \cdot \log \frac{R^{2}+\beta^{2} / m}{\hat{\varepsilon}}$, then

$$
W_{1}\left(p^{*}, p_{n \delta}^{w}\right) \leq 2 \hat{\varepsilon},
$$

where $p_{t}^{w}:=\operatorname{Law}\left(w_{t}\right)$.
Remark 13 To achieve $W_{1}\left(p^{*}, p_{n \delta}^{w}\right) \leq \hat{\varepsilon}$, the number of steps needed is of order $n=$ $\tilde{O}\left(\frac{1}{\hat{\varepsilon}^{8}} \cdot e^{29 \alpha_{q} \mathcal{R}_{q}{ }^{2}}\right)$. The $\hat{\varepsilon}$ dependency is considerably worse than in Theorem 10 . This is because we need to take many steps of (5.1) in order to approximate a single step of (5.2). For details, see the coupling construction in Equations (D.8)-(D.12) of Appendix D.2.

### 5.5 Application to Stochastic Gradient Descent

In this section, we will cast SGD in the form of (5.1). We consider an objective of the form

$$
\begin{equation*}
U(w)=\frac{1}{n} \sum_{i=1}^{n} U_{i}(w) \tag{5.8}
\end{equation*}
$$

We reserve the letter $\eta$ to denote a random minibatch from $\{1, \ldots, n\}$, sampled with replacement, and define $\zeta(w, \eta)$ as follows:

$$
\begin{equation*}
\zeta(w, \eta):=\nabla U(w)-\frac{1}{|\eta|} \sum_{i \in \eta} \nabla U_{i}(w) \tag{5.9}
\end{equation*}
$$

For a sample of size one, i.e. $|\eta|=1$, we define

$$
\begin{equation*}
H(w):=\mathbb{E}\left[\zeta(w, \eta) \zeta(w, \eta)^{T}\right] \tag{5.10}
\end{equation*}
$$

as the covariance matrix of the difference between the true gradient and a single sampled gradient at $w$. A standard run of SGD, with minibatch size $b:=\left|\eta_{k}\right|$, then has the following form:

$$
\begin{align*}
w_{k+1} & =w_{k}-\delta \frac{1}{b} \sum_{i \in \eta_{k}} \nabla U_{i}\left(w_{k}\right) \\
& =w_{k}-\delta \nabla U\left(w_{k}\right)+\sqrt{\delta}\left(\sqrt{\delta} \zeta\left(w_{k}, \eta_{k}\right)\right) \tag{5.11}
\end{align*}
$$

We refer to an SGD algorithm with step size $\delta$ and minibatch size $b$ a $(\delta, b)$-SGD. Notice that (5.11) is in the form of (5.1), with $\xi(w, \eta)=\sqrt{\delta} \zeta(w, \eta)$. The covariance matrix of the noise term is

$$
\begin{equation*}
\mathbb{E}\left[\xi(w, \eta) \xi(w, \eta)^{T}\right]=\frac{\delta}{b} H(w) . \tag{5.12}
\end{equation*}
$$

Because the magnitude of the noise covariance scales with $\sqrt{\delta}$, it follows that as $\delta \rightarrow 0,55.11$ converges to deterministic gradient flow. However, the loss of randomness as $\delta \rightarrow 0$ is not desirable as it has been observed that as SGD approaches GD, through either small step size or large batch size, the generalization error goes up [41, 43, 44, 47]; this is also consistent with our experimental observations in Section 5.5.3.1.

Therefore, a more meaningful way to take the limit of SGD is to hold the noise term constant in (5.11). More specifically, we define the constant-noise limit of (5.11) as

$$
\begin{equation*}
d x_{t}=-\nabla U\left(x_{t}\right) d t+M\left(x_{t}\right) d B_{t} \tag{5.13}
\end{equation*}
$$

where $M(x):=\sqrt{\frac{\delta}{b} H(x)}$. Note that this is in the form of (5.3), with noise covariance $M\left(x_{t}\right)^{2}$ matching that of SGD in (5.11). Using Theorem 11, we can bound the $W_{1}$ distance between the SGD iterates $w_{k}$ from (5.11), and the continuous-time SDE $x_{t}$ from 5.13).

### 5.5.1 Importance of Noise Covariance

We highlight the fact that the limiting SDE of a discrete process,

$$
\begin{equation*}
w_{k+1}=w_{k}-s \nabla U\left(w_{k}\right)+\sqrt{s} \xi\left(w_{k}, \eta_{k}\right), \tag{5.14}
\end{equation*}
$$

depends only on the covariance matrix of $\xi$. More specifically, as long as $\xi$ satisfies $\sqrt{\mathbb{E}\left[\xi(w, \eta) \xi(w, \eta)^{T}\right]}=M(w)$, (5.14) will have (5.13) as its limiting SDE, regardless of higher moments of $\xi$. This fact, combined with Theorem 11, means that in the limit of $\delta \rightarrow 0$ and $k \rightarrow \infty$, the distribution of $w_{k}$ will be determined by the covariance of $\xi$ alone. An immediate consequence is the following: at convergence, the test performance of any Langevin MCMC-like algorithm is almost entirely determined by the covariance of its noise term.

Returning to the case of SGD algorithms, since the noise covariance is $M(x)^{2}=\frac{\delta}{b} H(x)$ (see (5.12)), we know that the ratio of step size $\delta$ to batch size $b$ is an important quantity which can dictate the test error of the algorithm; this observation has been made many times in prior work [41, 44], and our results in this paper are in line with these observations. Here, we move one step further, and provide experimental evidence to show that more fundamentally, it is the noise covariance in the constant-noise limit that controls the test error.

To verify this empirically, we propose the following algorithm called large-noise SGD.

Definition 1 An ( $s, \sigma, b_{1}, b_{2}$ )-large-noise $S G D$ is an algorithm that aims to minimize (5.8) using the following updates:

$$
\begin{align*}
w_{k+1} & =w_{k}-\frac{s}{b_{1}} \sum_{i \in \eta_{k}} \nabla U_{i}\left(w_{k}\right)  \tag{5.15}\\
& +\frac{\sigma \sqrt{s}}{b_{2}}\left(\sum_{i \in \eta_{k}^{\prime}} \nabla U_{i}\left(w_{k}\right)-\sum_{i \in \eta_{k}^{\prime \prime}} \nabla U_{i}\left(w_{k}\right)\right),
\end{align*}
$$

where $\eta_{k}, \eta_{k}^{\prime}$, and $\eta_{k}^{\prime \prime}$ are minibatches of sizes $b_{1}, b_{2}$, and $b_{2}$, sampled uniformly at random from $\{1, \ldots, n\}$ with replacement. The three minibatches are sampled independently and are also independent of other iterations.

Intuitively, an ( $s, \sigma, b_{1}, b_{2}$ )-large-noise SGD should be considered as an SGD algorithm with step size $s$ and minibatch size $b_{1}$ and an additional noise term. The noise term computes the difference of two independent and unbiased estimates of the full gradient $\nabla U\left(w_{k}\right)$, each using a batch of $b_{2}$ data points. Using the definition of $\zeta$ in (5.9), we can verify that the update (5.15) is equivalent to

$$
\begin{align*}
w_{k+1} & =w_{k}-s \nabla U\left(w_{k}\right)+s \zeta\left(w_{k}, \eta_{k}\right)  \tag{5.16}\\
& +\sigma \sqrt{s}\left(\zeta\left(w_{k}, \eta_{k}^{\prime \prime}\right)-\zeta\left(w_{k}, \eta_{k}^{\prime}\right)\right),
\end{align*}
$$

which is in the form of (5.1), with

$$
\begin{equation*}
\xi(w, \tilde{\eta})=\sqrt{s} \zeta(w, \eta)+\sigma\left(\zeta\left(w, \eta^{\prime \prime}\right)-\zeta\left(w, \eta^{\prime}\right)\right) \tag{5.17}
\end{equation*}
$$

where $\tilde{\eta}=\left(\eta, \eta^{\prime}, \eta^{\prime \prime}\right)$, and $|\eta|=b_{1},\left|\eta^{\prime}\right|=\left|\eta^{\prime \prime}\right|=b_{2}$. Further, the noise covariance matrix is

$$
\begin{equation*}
\mathbb{E}\left[\xi(w, \tilde{\eta}) \xi(w, \tilde{\eta})^{T}\right]=\left(\frac{s}{b_{1}}+\frac{2 \sigma^{2}}{b_{2}}\right) H(w) . \tag{5.18}
\end{equation*}
$$

Therefore, if we have

$$
\begin{equation*}
\frac{s}{b_{1}}+\frac{2 \sigma^{2}}{b_{2}}=\frac{\delta}{b}, \tag{5.19}
\end{equation*}
$$

then an $\left(s, \sigma, b_{1}, b_{2}\right)$-large-noise SGD should have the same noise covariance as a $(\delta, b)$-SGD (but very different higher noise moments due to the injected noise), and based on our theory, the large-noise SGD should have similar test error to that of the SGD algorithm, even if the step size and batch size are different. In Section 5.5.3, we verify this experimentally. We stress that we are not proposing the large-noise SGD as a practical algorithm. The reason that this algorithm is interesting is that it gives us a family of $\left(w_{k}\right)_{k=1,2, \ldots}$ which converges to (5.13), and is implementable in practice. Thus this algorithm helps us uncover the importance of noise covariance (and the unimportance of higher noise moments) in Langevin MCMC-like algorithms. We also remark that [43] proposed a different way of injecting noise, multiplying the sampled gradient with a suitably scaled Gaussian noise. This has a similar effect on maintain the noise covariance independent of changes to step-size/batch-size; they observed that under this injection, generalization error remained almost constant across different batch sizes.

### 5.5.2 Satisfying the Assumptions

Before presenting the experimental results, we remark on a particular way that a function $U(w)$ defined in (5.8), along with the stochastic sequence $w_{k}$ defined in (5.15), can satisfy the assumptions in Section 5.3.

Suppose first that we shift the coordinate system so that $\nabla U(0)=0$. Let us additionally assume that for each $i, U_{i}(w)$ has the form

$$
U_{i}(w)=U_{i}^{\prime}(w)+V(w)
$$

where $V(w):=m\left(\|x\|_{2}-R / 2\right)^{2}$ is a $m$ strongly convex regularizer outside a ball of radius $R$, and each $U_{i}^{\prime}(w)$ has $L_{R}$-Lipschitz gradients. Suppose further that $m \geq 4 \cdot L_{R}$. These additional assumptions make sense when we are only interested in $U(w)$ over $B_{R}(0)$, so $V(w)$ plays the role of a barrier function that keeps us within $B_{R}(0)$. Then, it can immediately be verified that $U(w)$ satisfies Assumption A with $L=m+L_{R}$.

The noise term $\xi$ in (5.17) satisfies Assumption B. 1 by definition, and satisfies Assumption B. 3 with $L_{\xi}=(\sqrt{s}+2 \sigma) L$. Assumption B. 2 is satisfied if $\zeta(w, \eta)$ is bounded for all $w$, i.e. the sampled gradient does not deviate from the true gradient by more than a constant. We will need to assume directly Assumption B. 4 , as it is a property of the distribution of $\nabla U_{i}(w)$ for $i=1, \ldots, n$.

### 5.5.3 Experiments

In this section, we present experimental results that validate the importance of noise covariance in predicting the test error of Langevin MCMC-like algorithms. In all experiments, we use two different neural network architectures on the CIFAR-10 dataset [51] with the standard test-train split. The first architecture is a simple convolutional neural network, which we call CNN in the following, and the other is the VGG19 network [79. To make our experiments consistent with the setting of SGD, we do not use batch normalization or dropout, and use constant step size. In all of our experiments, we run SGD algorithm 2000 epochs such that the algorithm converges sufficiently. Since in most of our experiments, the accuracies on the training dataset are almost $100 \%$, we use the test accuracy to measure the generalization performance.

Recall that according to 5.12) and 5.18, for both SGD and large-noise SGD, the noise covariance is a scalar multiple of $H(w)$. For simplicity, in the following, we will slightly abuse our terminology and call this scalar the noise covariance; more specifically, for ( $\delta, b$ )-SGD, the noise covariance is $\delta / b$, and for an $\left(s, \sigma, b_{1}, b_{2}\right)$-large-noise SGD, the noise covariance is $\frac{s}{b_{1}}+\frac{2 \sigma^{2}}{b_{2}}$.

### 5.5.3.1 Accuracy vs Noise Covariance

In our first experiment, we focus on the SGD algorithm, and show that there is a positive correlation between the noise covariance and the final test accuracy of the trained model. One


Figure 5.2: Relationship between test accuracy and the noise covariance of SGD algorithm. In each plot, the dots with the same color correspond to SGD runs with the same batch size but different step sizes.
major purpose of this experiment is to establish baselines for our experiments on large-noise SGD.

We choose constant step size $\delta$ from

$$
\{0.001,0.002,0.004,0.008,0.016,0.032,0.064,0.128\}
$$

and minibatch size $b$ from $\{32,64,128,256,512\}$. For each (step size, batch size) pair, we plot its final test accuracy against its noise covariance in Figure 5.2. From the plot, we can see that higher noise covariance leads to better final test accuracy, and there is a linear trend between the test accuracy and the logarithm. We also highlight the fact that conditioned on the noise covariance, the test accuracy is not significantly correlated with either the step size or the minibatch size. In other words, similar to the observations in prior work [41, 44], there is a strong correlation between relative variance of an SGD sequence and its test accuracy, regardless of the combination of minibatch size and step size.

### 5.5.3.2 Large-Noise SGD

In this section, we implement and examine the performance of the large-noise SGD algorithm proposed in (5.15). We select a subset of SGD runs with relatively small noise covariance in the experiment in the previous section (we call them baseline SGD runs), and implement
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Figure 5.3: Large-noise SGD. Small dots correspond to all the baseline SGD runs in Figure 5.2 . Each $\times$ corresponds to a baseline SGD run whose step size is specified in the legend and batch size is specified in the title. Each $\diamond$ corresponds to a large-noise SGD run whose noise covariance is 8 times that of the $\times$ with the same color. As we can see, injecting noise improves test accuracy, and the large-noise SGD runs fall close to the linear trend.


Figure 5.4: Large-noise SGD. Batch size in the titles represents the batch size of $\times$ runs. Each $\diamond$ corresponds to a large-noise SGD run whose noise covariance matches that of a baseline SGD run whose step size is the same as the $\times$ run with the same color and batch size is 128 . Again, large-noise SGD falls close to the linear trend.
large-noise SGD by injecting noise. Our goal is to see, for a particular noise covariance, whether large-noise SGD has test accuracy that is similar to SGD, in spite of significant differences in third-and-higher moments of the noise in large-noise SGD compared to standard SGD.

Our first experiment is to add noise with the same minibatch size to the $(\delta, b)$ baseline SGD run such that the new noise covariance matches that of an $(8 \delta, b)$-SGD (an SGD run with larger step size). In other words, we implement ( $\delta, \sqrt{7 \delta / 2}, b, b$ )-large-noise SGD, whose noise covariance is 8 times that of the baseline. Our results are shown in Figure 5.3. Our second experiment is similar: we add noise with minibatch size 128 to the $(\delta, b)$ baseline SGD run with $b \in\{256,512\}$ such that the new noise covariance matches that of a $(\delta, 128)$-SGD (an

SGD run with smaller batch size). More specifically, we implement ( $\delta, \sqrt{\frac{1}{2}\left(1-\frac{128}{b}\right)}$, $\left., b, 128\right)$ -large-noise SGD runs. The results are shown in Figure 5.4. In these figures, each $\times$ denotes a baseline SGD run, with step size specified in the legend and minibatch size specified by plot title. For each baseline SGD run, we have a corresponding large-noise SGD run, denoted by $\diamond$ with the same color. As mentioned, these $\diamond$ runs are designed to match the noise covariance of SGD with larger step size or smaller batch size. In addition to $\times$ and $\diamond$, we also plot using a small teal marker all the other runs from Section 5.5.3.1. This helps highlight the linear trend between the logarithm of noise covariance and test accuracy that we observed in Section 5.5.3.1.

As can be seen, the (noise variance, test accuracy) values for the $\diamond$ runs fall close to the linear trend. More specifically, a run of large-noise SGD produces similar test accuracy to vanilla SGD runs with the same noise variance. We highlight two potential implications: First, just like in Section 5.5.3.1, we observe that the test accuracy strongly correlates with relative variance, even for noise of the form (5.17), which can have rather different higher moments than $\zeta$ (standard SGD noise); Second, since the $\diamond$ points fall close to the linear trend, we hypothesize that the constant-noise limit SDE (5.13) should also have similar test error. If true, then this implies that we only need to study the potential $U(x)$ and noise covariance $M(x)$ to explain the generalization properties of SGD.

### 5.6 Related Work

Previous work has drawn connections between SGD noise and generalization [41, 43, 44, 47, 58]. Notably, He et al. [41], Jastrzebski et al. [44, Mandt et al. 58] analyze favorable properties of SGD noise by arguing that in the neighborhood of a local minimum, 5.2) is roughly the discretization of an Ornstein-Uhlenbeck (OU) process, and so the distribution of $y_{k \delta}$ approximates is approximately Gaussian. However, empirical results [43, 47] suggest that SGD generalizes better by finding better local minima, which may require us to look beyond the "OU near local minimum" assumption to understand the global distributional properties of SGD. Indeed, Hoffer et al. [43] suggest that SGD performs a random walk on a random loss landscape, Kleinberg et al. [48] propose that SGD noise helps smooth out "sharp minima." Jastrzebski et al. 44 further note the similarity between (5.1) and an Euler-Murayama approximation of (5.3). Chaudhari and Soatto [14] also made connections between SGD and SDE. Our work tries to make these connections rigorous, by quantifying the error between (5.3), (5.2) and (5.1), without any assumptions about (5.3) being close to an OU process or being close to a local minimum.

Our work builds on a long line of work establishing the convergence rate of Langevin MCMC in different settings [18, 20, 29, 36, 39, 54, 57]. We will discuss our rates in relation to some of this work in detail following our presentation of Theorem 10. We note here that some of the techniques used in this paper were first used by Eberle [32], Gorham et al. [39], who analyzed the convergence of (5.3) to $p^{*}$ without log-concavity assumptions. Erdogdu et al. [36] studied processes of the form (5.2) as an approximation to (5.3) under a distant-dissipativity assumption, which is similar to the assumptions made in this paper. For the sequence 5.2 ,
they prove an $O\left(1 / \varepsilon^{2}\right)$ iteration complexity to achieve $\varepsilon$ integration error for any loss $f$ which has bounded derivatives up to fourth order. In comparison, we prove $W_{1}$ convergence between $\operatorname{Law}\left(y_{k \delta}\right)$ and $p^{*}$, which is equivalent to $\sup _{\|\nabla f\|_{\infty} \leq 1}\left|\mathbb{E}\left[f\left(y_{k \delta}\right)\right]-\mathbb{E}_{y \sim p^{*}}[f(y)]\right|$, also with rate $\tilde{O}\left(1 / \varepsilon^{2}\right)$. By smoothing the $W_{1}$ test function to have bounded derivatives up to fourth order, we believe that the results by Erdogdu et al. [36] can imply a qualitatively similar result to Theorem 10, but with a worse dimension and $\varepsilon$ dependence.

In concurrent work by Li et al. [54, the authors study a process based on a stochastic Runge-Kutta discretization scheme of (5.3). They prove an $\tilde{O}\left(\frac{d}{\varepsilon^{-2 / 3}}\right)$ iteration complexity to achieve $\varepsilon$ error in $W_{2}$ for an algorithm based on Runge-Kutta discretization of (5.3). They make a strong assumption of uniform dissipativity (essentially assuming that the process (5.3) is uniformly contractive), which is much stronger than the assumptions in this paper, and may be violated in the settings of interest considered in this paper.

There has been a number of works [3, 15, 53] which establish CLT results for SGD with very small step size (rescaled to have constant variance). This work generally focuses on the setting of "OU process near a local minimum", in which the diffusion matrix is constant.

Finally, a number of authors have studied the setting of heavy-tailed gradient noise in neural network training. [86] showed that in some cases, the heavy-tailed noise can be detrimental to training, and a clipped version of SGD performs much better. [80] argue that when the SGD noise is heavy-tailed, it should not be modeled as a Gaussian random variable, but instead as an $\alpha$-stable random variable, and propose a Generalized Central Limit Theorem to analyze the convergence in distribution. Our paper does not handle the setting of heavy-tailed noise; our theorems require that the norm of the noise term is uniformly bounded, which will be satisfied, for example, if gradients are explicitly clipped at a threshold, or if the optimization objective has Lipschitz gradients and the SGD iterates stay within a bounded region.
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## Appendix A

## Proofs for Chapter 2

## Proof of Lemma 2

The proof is directly from results in [2]. See Theorem 10.4.9, with $\mathcal{F}(\mu \mid \gamma)=K L(\mu \| \gamma)$, with $\mu=\boldsymbol{\mu}, \gamma=\mathbf{p}^{*}, \sigma=\frac{\mu}{\mathbf{p}^{*}}, F(\rho)=\rho \log \rho, L_{F}(\sigma)=\sigma$, and $w_{\boldsymbol{\mu}}=\frac{\nabla L_{F}(\sigma)}{\sigma}=\nabla \log \frac{\mu}{\mathbf{p}^{*}}$. The expression for $\frac{d}{d t} F\left(\mathbf{p}_{t}\right)$ comes from expression 10.1.16 (section E of chapter 10.1.2, page 233). See also expressions 10.4.67 and 10.4.68.
(One can also refer to Theorem 10.4.13 and Theorem 10.4.17 for proofs of $w_{\mu}$ for the KL-divergence functional in more general settings.) By Lemma 20, $w_{\mathbf{p}_{t}}$ is well defined for all $t$.

## Proof of Lemma 3

Theorem 8.3.1 of [2].

## Proof of Lemma 4

By definition of $\mathcal{D}_{\boldsymbol{\mu}_{t}}(v)$ in (2.11) and Lemma 2 and Cauchy-Schwarz.

## Proof

Proof of Lemma 6 In this proof, we treat $t$ as a fixed but arbitrary number, and prove the Lemma for all $t \in \mathbb{R}^{+}$. We will use $x_{s}, y_{s}^{t}, z_{s}^{t}, \mathbf{p}_{s}, \mathbf{q}_{s}^{t}$ and $\mathbf{g}_{s}^{t}$ as defined in (2.3), (2.12) and (2.13).

First, consider the case when $t=\tau(t)$. By definition, $x_{t}=y_{t}^{t}=z_{t}^{t}$, and $\mathbf{p}_{t}=\mathbf{q}_{t}^{t}=\mathbf{g}_{t}^{t}$. By Fokker Planck,

$$
\begin{aligned}
\left.\frac{d}{d s} \mathbf{p}_{s}(x)\right|_{s=t} & =-\nabla U\left(x_{t}\right)+\operatorname{tr}\left(\nabla^{2} \mathbf{p}_{t}\right) \\
& =-\nabla U\left(y_{t}^{t}\right)+\operatorname{tr}\left(\nabla^{2} \mathbf{q}_{t}^{t}\right) \\
& =\left.\frac{d}{d s} \mathbf{q}_{s}^{t}(x)\right|_{s=t} .
\end{aligned}
$$

On the other hand

$$
\left.d z_{s}^{t}\right|_{s=t}=-\nabla U\left(z_{\tau(t)}^{t}\right)+\nabla U\left(z_{t}^{t}\right)=-\nabla U\left(x_{t}\right)+\nabla U\left(x_{t}\right)=0 .
$$

Thus $\left.\frac{d}{d s} \mathbf{g}_{s}^{t}\right|_{s=t}=0$ So Lemma (6) holds.
In the remainder of this proof, we assume that $t \neq \tau(t)$.
For a given $\Theta \in \mathbb{R}^{2 d}$, we let $\Pi_{1}(\Theta)$ denote the projection of $\Theta$ onto its first $d$ coordinates, and $\Pi_{2}(\Theta)$ denote the projection of $\Theta$ onto its last $d$ coordinates. With abuse of notation, for $\mathbf{P} \in \mathscr{P}\left(\mathbb{R}^{2 d}\right)$, we let $\Pi_{1}(\mathbf{P})$ and $\Pi_{2}(\mathbf{P})$ denote the corresponding marginal densities.

We will consider three stochastic processes: $\Theta_{s}, \Lambda_{s}^{t}, \Psi_{s}^{t}$ over $\mathbb{R}^{2 d}$ for $s \in[\tau(t), \tau(t)+h)$.
First, we introduce the stochastic process $\Theta_{s}$ for $s \in[\tau(t), \tau(t)+h)$

$$
\begin{aligned}
\Theta_{\tau(t)} & =\left[\begin{array}{c}
x_{\tau(t)} \\
-\nabla U\left(x_{\tau(t)}\right)
\end{array}\right] \\
d \Theta_{s} & =\left[\begin{array}{c}
\Pi_{2}\left(\Theta_{s}\right) \\
0
\end{array}\right] d t+\left[\begin{array}{c}
\sqrt{2} d B_{t} \\
0
\end{array}\right] \quad \text { for } s \in[\tau(t), \tau(t)+h) .
\end{aligned}
$$

We let $\mathbf{P}_{s}$ denote the density for $\Theta_{s}$. Intuitively, $\mathbf{P}_{s}$ is the joint density between $x_{s}$ and $-\nabla U\left(x_{\tau(t)}\right)$. One can verify that $\Pi_{1}\left(\Theta_{s}\right)=x_{s}$ and $\Pi_{1}\left(\mathbf{P}_{s}\right)=\mathbf{p}_{s}$. By Fokker-Planck, we have $\forall \Theta \in \mathbb{R}^{2 d}$

$$
\begin{align*}
\left.\frac{d}{d s} \mathbf{P}_{s}(\Theta)\right|_{s=t}=- & \nabla \cdot\left(\mathbf{P}_{t}(\Theta) \cdot\left[\begin{array}{c}
\Pi_{2}(\Theta) \\
0
\end{array}\right]\right) \\
& +\sum_{i=1}^{d} \frac{\partial^{2}}{\partial \Theta_{i}^{2}} \mathbf{P}_{t}(\Theta) \tag{A.1}
\end{align*}
$$

Next, for any given $t$, we introduce the stochastic process $\Lambda_{s}^{t}$ for $s \in[\tau(t), \tau(t)+h)$.

$$
\begin{array}{rlr}
\Lambda_{s}^{t} & =\Theta_{s} & \text { for } s \leq t \\
d \Lambda_{s}^{t} & =\left[\begin{array}{c}
-\nabla U\left(\Pi_{1}\left(\Lambda_{s}^{t}\right)\right) \\
0
\end{array}\right] d s+\left[\begin{array}{c}
\sqrt{2} d B_{s} \\
0
\end{array}\right] & \text { for } s \geq t
\end{array}
$$

Let $\mathbf{Q}_{s}^{t}$ denote the density for $\Lambda_{s}^{t}$. One can verify that $\Pi_{1}\left(\Lambda_{s}^{t}\right)=y_{s}^{t}$ and $\Pi_{1}\left(\mathbf{Q}_{s}^{t}\right)=\mathbf{q}_{s}^{t}$. By Fokker-Planck, we have $\forall \Theta \in \mathbb{R}^{2 d}$

$$
\begin{align*}
\left.\frac{d}{d s} \mathbf{Q}_{s}^{t}(\Theta)\right|_{s=t}=- & \nabla \cdot\left(\mathbf{Q}_{t}^{t}(\Theta) \cdot\left[\begin{array}{c}
-\nabla U\left(\Pi_{1}(\Theta)\right) \\
0
\end{array}\right]\right) \\
& +\sum_{i=1}^{d} \frac{\partial^{2}}{\partial \Theta_{i}^{2}} \mathbf{Q}_{t}^{t}(\Theta) . \tag{A.2}
\end{align*}
$$

Finally, define

$$
\begin{aligned}
\Psi_{s}^{t}= & \Theta_{s} & \text { for } s \leq t \\
d \Psi_{s}^{t}= & {\left[\begin{array}{c}
\Pi_{2}\left(\Psi_{s}^{t}\right)+\nabla U\left(\Pi_{1}\left(\Psi_{s}^{t}\right)\right) \\
0
\end{array}\right] d s } & \\
& +\left[\begin{array}{c}
\sqrt{2} d B_{s} \\
0
\end{array}\right] & \text { for } s \geq t
\end{aligned}
$$

Let $\mathcal{G}_{s}^{t}$ denote the density for $\Psi_{s}^{t}$. One can verify that $\Pi_{1}\left(\Psi_{s}^{t}\right)=z_{s}^{t}$ and $\Pi_{1}\left(\mathcal{G}_{s}^{t}\right)=\mathbf{g}_{s}^{t}$. By Fokker-Planck, we have $\forall \Theta \in \mathbb{R}^{2 d}$.

$$
\left.\frac{d}{d s} \mathcal{G}_{s}^{t}(\Theta)\right|_{s=t}=-\nabla \cdot\left(\mathcal{G}_{t}^{t}(\Theta) \cdot\left[\begin{array}{c}
\Pi_{2}(\Theta)+\nabla U\left(\Pi_{1}(\Theta)\right)  \tag{A.3}\\
0
\end{array}\right]\right)
$$

By definition, $\Theta_{t}=\Lambda_{t}^{t}=\Psi_{t}^{t}$ almost surely, and $\mathbf{P}_{t}=\mathbf{Q}_{t}^{t}=\mathcal{G}_{t}^{t}$. Taking the difference between A.1), A.2 thus gives

$$
\begin{aligned}
\frac{d}{d s} \mathbf{P}_{s}(\Theta)-\left.\mathbf{Q}_{s}^{t}(\Theta)\right|_{s=t} & =-\nabla \cdot\left(\mathbf{P}_{t}(\Theta) \cdot\left[\begin{array}{c}
\Pi_{2}(\Theta)+\nabla U\left(\Pi_{1}(\Theta)\right) \\
0
\end{array}\right]\right) \\
& =\left.\frac{d}{d s} \mathcal{G}_{s}^{t}(\Theta)\right|_{s=t}
\end{aligned}
$$

Finally, marginalizing out the last $d$ coordinates on both sides, and recalling that $\Pi_{1}\left(\mathbf{P}_{s}\right)=\mathbf{p}_{s}$, $\Pi_{1}\left(\mathbf{Q}_{s}^{t}\right)=\mathbf{q}_{s}^{t}$ and $\Pi_{1}\left(\mathcal{G}_{s}^{t}\right)=\mathbf{g}_{s}^{t}$, we prove the Lemma.

## Proof of Lemma 7

The fact that $\mathbf{q}_{s}^{t}$ is the steepest descent follows from the fact that Fokker-Planck equation for Langevin diffusion yields, for all $x \in \mathbb{R}^{d}$

$$
\begin{aligned}
\frac{d}{d s} \mathbf{q}_{s}^{t}(x) & =\operatorname{div}\left(\mathbf{q}_{s}^{t}(x) \nabla \log \mathbf{p}^{*}(x)\right)+\operatorname{tr}\left(\nabla^{2} \mathbf{q}_{s}^{t}(x)\right) \\
& =\operatorname{div}\left(\mathbf{q}_{s}^{t}(x)\left(\nabla \log \frac{\mathbf{p}^{*}(x)}{\mathbf{q}_{s}^{t}(x)}\right)\right)
\end{aligned}
$$

By definition of (2.6), we get that

$$
\begin{equation*}
v_{s}=\nabla \log \frac{\mathbf{p}^{*}(x)}{\mathbf{q}_{s}^{t}(x)} \tag{A.4}
\end{equation*}
$$

satisfies the continuity equation for $\mathbf{q}_{s}^{t}$. By Lemma 2.

$$
w_{\mathbf{q}_{s}^{t}}=\nabla \log \left(\frac{\mathbf{q}_{s}^{t}}{\mathbf{p}^{*}}\right) .
$$

Thus

$$
\frac{d}{d s} F\left(\mathbf{q}_{s}^{t}\right)=\mathcal{D}_{\mathbf{q}_{s}^{t}}\left(v_{s}\right)=-\mathbb{E}_{\mathbf{q}_{s}^{t}}\left[\left\|w_{\mathbf{q}_{s}}\right\|_{2}^{2}\right]=-\left\|\mathcal{D}_{\mathbf{q}_{s}^{t}}\right\|_{*}^{2},
$$

where the last equality is by Cauchy-Schwarz.

## Proof of Lemma 8

Consider $z_{s}^{t}$ and $\mathbf{g}_{s}^{t}$ as defined in (2.13). By Lemma 6, $\left.\frac{d}{d s} \mathbf{g}_{s}^{t}\right|_{s=t}=\left.\left(\frac{d}{d s} \mathbf{p}_{s}-\frac{d}{d s} \mathbf{q}_{s}^{t}\right)\right|_{s=t}$. The first variation of $F$, defined by

$$
\lim _{\varepsilon \rightarrow 0} \frac{F(\boldsymbol{\mu}+\varepsilon \Delta)-F(\boldsymbol{\mu})}{\varepsilon}=\int\left(\frac{\delta F}{\delta \boldsymbol{\mu}}(\boldsymbol{\mu})\right)(x) \cdot \Delta(x) d x
$$

is linear (see Chapter 7.2 of [76]). (In the above, $\Delta: \mathbb{R}^{d} \rightarrow \mathbb{R}$ is an arbitrary 0 -mean perturbation). In addition, because $\mathbf{p}_{t}=\mathbf{q}_{t}^{t}=\mathbf{g}_{t}^{t}$, we have $\frac{\delta F}{\delta \mu}\left(\mathbf{p}_{t}\right)=\frac{\delta F}{\delta \mu}\left(\mathbf{q}_{t}^{t}\right)=\frac{\delta F}{\delta \mu}\left(\mathbf{g}_{t}^{t}\right)$, we get that

$$
\left.\frac{d}{d s} F\left(\mathbf{g}_{s}^{t}\right)\right|_{s=t}=\left.\left(\frac{d}{d s} F\left(\mathbf{p}_{s}\right)-\frac{d}{d s} F\left(\mathbf{q}_{s}^{t}\right)\right)\right|_{s=t}
$$

We will upper bound $\mid \mathbf{g}_{s}^{t \prime} \|_{s=t}$, then apply Corollary 5 .

$$
\begin{aligned}
& \mid \mathbf{g}_{s}^{t^{\prime}}\| \|_{s=t} \\
= & \lim _{\varepsilon \rightarrow 0} \frac{1}{\varepsilon} W_{2}\left(\mathbf{g}_{t+\varepsilon}^{t}, \mathbf{g}_{t}^{t}\right) \\
\leq & \lim _{\varepsilon \rightarrow 0} \frac{1}{\varepsilon} \sqrt{\mathbb{E}\left[\left\|\varepsilon\left(\nabla U\left(x_{t}\right)-\nabla U\left(x_{\tau(t)}\right)\right)\right\|_{2}^{2}\right]} \\
= & \sqrt{\mathbb{E}\left[\left\|\nabla U\left(x_{t}\right)-\nabla U\left(x_{\tau(t)}\right)\right\|_{2}^{2}\right]} \\
\leq & \sqrt{\mathbb{E}\left[L^{2}\left\|x_{t}-x_{\tau(t)}\right\|_{2}^{2}\right]} \\
= & L \sqrt{\mathbb{E}\left[\left\|(t-\tau(t)) \nabla U\left(x_{\tau(t)}\right)+\sqrt{2}\left(B_{t}-B_{\tau(t)}\right)\right\|_{2}^{2}\right]} \\
\leq & 2 L(t-\tau(t)) \sqrt{\mathbb{E}\left[\left\|\nabla U\left(x_{\tau(t)}\right)\right\|_{2}^{2}\right]}+2 L \sqrt{(t-\tau(t)) d} \\
\leq & 2 L(t-\tau(t)) \sqrt{L^{2} \mathbb{E}\left[\left\|x_{\tau(t)}\right\|_{2}^{2}\right]}+2 L \sqrt{(t-\tau(t)) d},
\end{aligned}
$$

where the first line is by definition of metric derivative, second line is by the coupling between $\mathbf{g}_{t}^{t}$ and $\left.\mathbf{g}_{t+\varepsilon}^{t}\right)$ induced by the joint distribution $\left(z_{t}^{t}, z_{t+\varepsilon}^{t}\right)$ and the fact that $z_{\tau(t)}^{t}=x_{t}$. The fourth line is by Lipschitz-gradient of $U(x)$, fifth line is by definition of $x_{t}$, sixth line is by variance of $B_{t}-B_{0}$, seventh line is once again by Lipschitz-gradient of $U(x)$.

Thus, we upper bound $\mid \mathbf{g}_{s}^{t \prime} \|_{s=t}$ by $2 L^{2}(t-\tau(t)) \sqrt{\mathbb{E}\left[\left\|x_{\tau(t)}\right\|_{2}^{2}\right]}+2 L \sqrt{(t-\tau(t)) d}$. Applying Corollary 5. and using the fact that for all $t, t-\tau(t) \leq h$, we get

$$
\begin{aligned}
& \left.\frac{d}{d s} F\left(\mathbf{g}_{s}^{t}\right)\right|_{s=t} \\
\leq & \left(2 L^{2} h \sqrt{\mathbb{E}\left[\left\|x_{\tau(t)}\right\|_{2}^{2}\right]}+2 L \sqrt{h d}\right)\left\|\mathcal{D}_{\mathbf{g}_{t}^{t}}\right\|_{*} \\
\leq & \left(2 L^{2} h \sqrt{\mathbb{E}\left[\left\|x_{\tau(t)}\right\|_{2}^{2}\right]}+2 L \sqrt{h d}\right)\left\|\mathcal{D}_{\mathbf{p}_{t}}\right\|_{*} .
\end{aligned}
$$

The last line is because $\mathbf{g}_{t}^{t}=\mathbf{p}_{t}$ by definition.

## Proof of Lemma 9

By Theorem 9.4.11 of [2], $m$-strong-convexity of $\log \mathbf{p}^{*}$ implies geodesic convexity. Expression (2.14) then follows from the definition of geodesic convexity in definition 9.1.1 of [2].

Rearrranging terms, dividing by $t$ and taking limit as $t \rightarrow 0$, we get

$$
\begin{aligned}
F\left(\boldsymbol{\mu}_{1}\right) & \geq F\left(\boldsymbol{\mu}_{0}\right)+\lim _{t \rightarrow 0} \frac{F\left(\boldsymbol{\mu}_{t}\right)-F\left(\boldsymbol{\mu}_{0}\right)}{t}+\frac{m}{2} W_{2}^{2}\left(\boldsymbol{\mu}_{0}, \boldsymbol{\mu}_{1}\right) \\
& =F\left(\boldsymbol{\mu}_{0}\right)+\mathcal{D}_{\boldsymbol{\mu}_{0}}\left(v_{\boldsymbol{\mu}_{0}}^{\boldsymbol{\mu}_{1}}\right)+\frac{m}{2} W_{2}^{2}\left(\boldsymbol{\mu}_{0}, \boldsymbol{\mu}_{1}\right) .
\end{aligned}
$$

The last equality follows by Lemma 2 and by the remark immediately following (2.6).
We remark that the proof of $(2.15)$ is completely analogous to the proof of first-order characterization of strongly convex functions over $\mathbb{R}^{d}$.

## Proof of Lemma 10

We consider (2.15), and use two facts

1. For any $\boldsymbol{\mu} \in \mathscr{P}\left(\mathbb{R}^{d}\right), \mathcal{D}_{\mu}(v)$ is linear in $v$. (see (2.11))
2. For any $\boldsymbol{\mu}, \boldsymbol{\nu} \in \mathscr{P}\left(\mathbb{R}^{d}\right), W_{2}^{2}(\boldsymbol{\mu}, \boldsymbol{\nu})=\mathbb{E}_{\boldsymbol{\mu}}\left\|v_{\boldsymbol{\mu}}^{\boldsymbol{\nu}}(x)\right\|_{2}^{2}$, by definition of $W_{2}$ and $v_{\boldsymbol{\mu}}^{\boldsymbol{\nu}}$ as the optimal displacement map.

We apply Lemma 10 with $\boldsymbol{\mu}_{0}=\mathbf{p}^{*}$ and $\boldsymbol{\mu}_{1}=\boldsymbol{\mu}$. Let $v_{\boldsymbol{\mu}}^{\mathbf{p}^{*}}$ be the optimal displacement map from $\boldsymbol{\mu}$ to $\mathbf{p}^{*}$, so 2.15 gives

$$
\begin{aligned}
F(\boldsymbol{\mu})-F\left(\mathbf{p}^{*}\right) & \leq-\mathcal{D}_{\boldsymbol{\mu}}\left(v_{\boldsymbol{\mu}}^{\mathbf{p}^{*}}\right)-\frac{m}{2} W_{2}^{2}\left(\boldsymbol{\mu}, \mathbf{p}^{*}\right) \\
& =-\mathcal{D}_{\boldsymbol{\mu}}\left(v_{\boldsymbol{\mu}}^{\mathbf{p}^{*}}\right)-\frac{m}{2} \mathbb{E}_{\boldsymbol{\mu}}\left\|v_{\boldsymbol{\mu}}^{\mathbf{p}^{*}}(x)\right\|_{2}^{2}
\end{aligned}
$$

Let $v^{*} \triangleq \arg \max _{\|v\|_{L^{2}(\mu)} \leq 1}-\mathcal{D}_{\mu}(v)$, so $\mathcal{D}_{\mu}\left(v^{*}\right)=-\left\|\mathcal{D}_{\mu}\right\|_{*}$ by linearity. We know that the maximizer of

$$
\arg \max _{v}-\mathcal{D}_{\boldsymbol{\mu}}(v)-\frac{m}{2} \mathbb{E}_{\boldsymbol{\mu}}\left\|v_{\boldsymbol{\mu}}^{\mathbf{p}^{*}}(x)\right\|_{2}^{2}=c \cdot v^{*}
$$

for some real number $c$. Taking derivatives wrt $c$ gives $c=\frac{1}{m}\left\|\mathcal{D}_{\mu}\right\|_{*}$. Thus we get

$$
F(\boldsymbol{\mu})-F\left(\mathbf{p}^{*}\right) \leq \frac{m}{2}\left\|\mathcal{D}_{\mu}\right\|_{*}^{2} .
$$

## Proof of Lemma 11

We prove this by induction on $k$. First, by definition of $\mathbf{p}_{0}=N\left(0, \frac{1}{m}\right)$, we get that

$$
\mathbb{E}_{\mathbf{p}_{t}}\left[\|x\|_{2}^{2}\right]=\frac{d}{m} \leq \frac{4 d}{m} \quad, \forall t \leq 0 h .
$$

Next, we assume that for some $k$, and for all $t \leq k h, \mathbb{E}_{\mathbf{p}_{t}}\left[\|x\|_{2}^{2}\right] \leq \frac{4 d}{m}$.
For the inductive step, we consider $t \in(k h,(k+1) h]$
From (2.3),

$$
x_{t}=x_{k h}-(t-k h) \nabla U\left(x_{k h}\right)+\sqrt{2}\left(B_{t}-B_{k h}\right) .
$$

By smoothness and strong convexity and the assumption that $\arg \min _{x} U(x)=0$, we get that for all $x$ and for all $t$ :

$$
\|(x-(t-k h) \nabla U(x))-0\|_{2} \leq(1-m t)\|x-0\|_{2} .
$$

(Note that $h \leq \frac{1}{L}$ implies that $t-k h \leq \frac{1}{L}$.) So for all $t$

$$
\begin{aligned}
& \mathbb{E}_{x \sim \mathbf{p}_{t}}\|x\|_{2}^{2} \\
= & \mathbb{E}_{x \sim \mathbf{p}_{k h}}\left\|x-(t-k h) \nabla U(x)+\sqrt{2}\left(B_{t}-B_{k h}\right)\right\|_{2}^{2} \\
= & \mathbb{E}_{x \sim \mathbf{p}_{k h}}\|x-(t-k h) \nabla U(x)\|_{2}^{2}+\mathbb{E}\left\|\sqrt{2}\left(B_{t}-B_{k h}\right)\right\|_{2}^{2} \\
\leq & (1-m t) \mathbb{E}_{x \sim \mathbf{p}_{k h}}\|x\|_{2}^{2}+2 d t \\
= & \mathbb{E}_{x \sim \mathbf{p}_{k h}}\|x\|_{2}^{2}+\left(2 d t-m t \mathbb{E}_{x \sim \mathbf{p}_{k h}}\|x\|_{2}^{2}\right) .
\end{aligned}
$$

By our inductive hypothesis, we have $\mathbb{E}_{x \sim \mathbf{p}_{t}}\|x\|_{2}^{2} \leq \frac{4 d}{m}$ for all $t \leq k h$
If $\mathbb{E}_{x \sim \mathbf{p}_{k h}}\|x\|_{2}^{2} \geq \frac{2 d}{m}$, then $\mathbb{E}_{x \sim \mathbf{p}_{t}}\|x\|_{2}^{2} \leq \mathbb{E}_{x \sim \mathbf{p}_{k h}}\|x\|_{2}^{2} \leq \frac{4 d}{m}$.
If $\mathbb{E}_{x \sim \mathbf{p}_{k h}}\|x\|_{2}^{2} \leq \frac{2 d}{m}$, then $\mathbb{E}_{x \sim \mathbf{p}_{t}}\|x\|_{2}^{2} \leq \frac{2 d}{m}+\frac{2 d}{L} \leq \frac{4 d}{m}$ (by $t-k h \leq \frac{1}{L}$ and by $L \geq m$ ).
Thus if $\mathbf{p}_{k h}$ is such that $E_{\mathbf{p}_{k h}}\|x\|_{2}^{2} \leq \frac{4 d}{m}$, then it must be that $E_{\mathbf{p}_{t}}\|x\|^{2} \leq \frac{4 d}{m}$ for all $t \in(k h,(k+1) h]$, thus proving the inductive step.

## A. 1 Proof of Theorem 2

First, we present a lemma for upper bounding $F(\boldsymbol{\mu})-F\left(\mathbf{p}^{*}\right)$ for $\boldsymbol{\mu} \in \mathscr{P}\left(\mathbb{R}^{d}\right)$ in the absence of strong convexity. The following lemma plays an analogous role to Lemma 10 .

Lemma 16 Let $F$ be convex in $W_{2}$, then for all $\boldsymbol{\mu} \in \mathscr{P}\left(\mathbb{R}^{d}\right)$,

$$
F(\boldsymbol{\mu})-F\left(\mathbf{p}^{*}\right) \leq\left\|\mathcal{D}_{\boldsymbol{\mu}}\right\|_{*} W_{2}\left(\boldsymbol{\mu}, \mathbf{p}^{*}\right) .
$$

## Proof of Lemma 16

Similar to the proof of Lemma 10, we consider (2.15), but with $m=0$, (and once again $v_{\boldsymbol{\mu}}^{\mathbf{p}^{*}}$ denotes the optimal displacement map from $\boldsymbol{\mu}$ to $\mathbf{p}^{*}$ ):

$$
\begin{aligned}
F(\boldsymbol{\mu})-F\left(\mathbf{p}^{*}\right) & \leq-\mathcal{D}_{\mathbf{p}}\left(v_{\mu}^{\mathbf{p}^{*}}\right) \\
& \leq\left\|\mathcal{D}_{\boldsymbol{\mu}}\right\|_{*} \cdot\left\|v_{\boldsymbol{\mu}}^{\mathbf{p}^{*}}\right\|_{L^{2}(\boldsymbol{\mu})} \\
& \leq\left\|\mathcal{D}_{\boldsymbol{\mu}}\right\|_{*} \cdot W_{2}\left(\boldsymbol{\mu}, \mathbf{p}^{*}\right),
\end{aligned}
$$

where first inequality is from (2.15), second line is by definition of $\left\|\mathcal{D}_{\mu}\right\|_{*}$, third line is by defintion of Wasserstein distance and the fact that $v_{\mu}^{\mathbf{p}^{*}}$ is the optimal transport map.

Next, we establish that for a fixed stepsize $h, W_{2}\left(\mathbf{p}_{t}, \boldsymbol{\pi}_{h}\right)$ is nonincreasing, using a synchronous coupling technique taken from [29].

Lemma 17 Let $\mathbf{p}_{t}$ be defined as in the statement of Theorem 2. Let $h$ be a fixed stepsize satisfying $h \leq \min \left\{\frac{1}{L}, h^{\prime}\right\}$. Then for all $k$,

$$
W_{2}\left(\mathbf{p}_{k h}, \boldsymbol{\pi}_{h}\right) \leq W_{2}\left(\mathbf{p}_{0}, \boldsymbol{\pi}_{h}\right)
$$

## Proof of Lemma 17

First, we demonstrate that (2.3) is contractive in $W_{2}$.
We will prove this by induction.
Base case: trivially true.
Inductive Hypothesis: $W_{2}\left(\mathbf{p}_{k h}, \boldsymbol{\pi}_{h}\right) \leq W_{2}\left(\mathbf{p}_{0}, \boldsymbol{\pi}_{h}\right)$ for some $k$.
Inductive Step: Let $T$ be the optimal transport map from $\mathbf{p}_{k h}$ to $\boldsymbol{\pi}_{h}$. We will demonstrate a coupling between $\mathbf{p}_{(k+1) h}$ and $\boldsymbol{\pi}_{h}$ with cost less than $W_{2}\left(\mathbf{p}_{k h}, \boldsymbol{\pi}_{h}\right)$. The lemma then follows from induction.

Since $x_{k h} \sim \mathbf{p}_{k h}$ (see 2.3) , the optimal coupling between $\mathbf{p}_{k h}$ and $\boldsymbol{\pi}_{h}$ is given by the pair of random variables $\left(x_{k h}, T\left(x_{k h}\right)\right)$. For $t \in[k h,(k+1) h]$,

$$
\left.x_{(k+1) h}=x_{k h}-h \nabla U\left(x_{k h}\right)+\sqrt{2}\left(B_{(k+1) h}-B_{k h}\right)\right) .
$$

Consider the coupling $\gamma$ between $\mathbf{p}_{k h}$ and $\boldsymbol{\pi}_{h}$ defined by the following pair of random variables

$$
\begin{aligned}
& \left(x_{k h}-h \nabla U\left(x_{k h}\right)+\sqrt{2}\left(B_{(k+1) h}-B_{k h}\right),\right. \\
& \left.\quad T\left(x_{k h}\right)-h \nabla U\left(T\left(x_{k h}\right)\right)+\sqrt{2}\left(B_{(k+1) h}-B_{k h}\right)\right) .
\end{aligned}
$$

(Note that $\boldsymbol{\pi}_{h}$ is stationary under the discrete Langevin diffusion with stepsize $h$, so $\gamma$ does have the right marginals).

To demonstrate contraction in $W_{2}$ :

$$
\begin{aligned}
& W_{2}^{2}\left(\mathbf{p}_{(k+1) h}, \boldsymbol{\pi}_{h}\right) \\
\leq & \mathbb{E}\left[\|\left(x_{k h}-h \nabla U\left(x_{k h}\right)+\sqrt{2}\left(B_{(k+1) h}-B_{k h}\right)\right)\right. \\
& \left.-\left(T\left(x_{k h}\right)-h \nabla U\left(T\left(x_{k h}\right)\right)+\sqrt{2}\left(B_{(k+1) h}-B_{k h}\right)\right) \|_{2}^{2}\right] \\
= & \mathbb{E}\left[\left\|\left(x_{k h}-h \nabla U\left(x_{k h}\right)\right)-\left(T\left(x_{k h}\right)-h \nabla U\left(T\left(x_{k h}\right)\right)\right)\right\|_{2}^{2}\right] \\
\leq & \mathbb{E}\left[\left\|x_{k h}-T\left(x_{k h}\right)\right\|_{2}^{2}-2 h\left\langle\nabla U\left(x_{k h}\right)-\nabla U\left(T\left(x_{k h}\right)\right), x_{k h}-T\left(x_{k h}\right)\right\rangle\right. \\
& \left.+h^{2}\left\|\nabla U\left(x_{k h}\right)-\nabla U\left(T\left(x_{k h}\right)\right)\right\|_{2}^{2}\right] \\
\leq & \mathbb{E}\left[\left\|x_{k h}-T\left(x_{k h}\right)\right\|_{2}^{2}\right] \\
= & W_{2}^{2}\left(\mathbf{p}_{k h}, \boldsymbol{\pi}_{h}\right),
\end{aligned}
$$

where the last equality follows by optimality of $T$, and the last inequality follows because $L$-smoothness of $U(x)$ implies

$$
\begin{aligned}
& -2 h\left\langle\nabla U\left(x_{k h}\right)-\nabla U\left(T\left(x_{k h}\right)\right), x_{k h}-T\left(x_{k h}\right)\right\rangle \\
\leq & -\frac{h}{L}\left\|\nabla U\left(x_{k h}\right)-\nabla U\left(T\left(x_{k h}\right)\right)\right\|_{2}^{2} \\
\leq & -h^{2}\left\|\nabla U\left(x_{k h}\right)-\nabla U\left(T\left(x_{k h}\right)\right)\right\|_{2}^{2} .
\end{aligned}
$$

This completes the inductive step.
Corollary 18 Let $\mathbf{p}_{t}$ be as defined in (2). Then for all $t$,

$$
W_{2}\left(\mathbf{p}_{t}, \mathbf{p}^{*}\right) \leq 4 C_{1}
$$

## Proof of Corollary 18

First, if $t=\tau(t)$, then by Lemma 17 and 2.9 and triangle inequality, we get our conclusion.
So assume that $t \neq \tau(t)$. Using identical arguments as in Lemma 17, and noting the assumption on $h^{\prime}$ in (2.9) and the fact that $h \leq h^{\prime}$, we can show that

$$
\begin{equation*}
W_{2}\left(\mathbf{p}_{t}, \boldsymbol{\pi}_{t-\tau(t)}\right) \leq W_{2}\left(\mathbf{p}_{\tau(t)}, \boldsymbol{\pi}_{t-\tau(t)}\right) \tag{A.5}
\end{equation*}
$$

By triangle inequality and the assumption in (2.9), we have

$$
\begin{aligned}
& W_{2}\left(\mathbf{p}_{t}, \mathbf{p}^{*}\right) \\
\leq & W_{2}\left(\mathbf{p}_{t}, \boldsymbol{\pi}_{t-\tau(t)}\right)+W_{2}\left(\boldsymbol{\pi}_{t-\tau(t)}, \mathbf{p}^{*}\right) \\
\leq & W_{2}\left(\mathbf{p}_{\tau(t)}, \boldsymbol{\pi}_{t-\tau(t)}\right)+W_{2}\left(\boldsymbol{\pi}_{t-\tau(t)}, \mathbf{p}^{*}\right) \\
\leq & W_{2}\left(\mathbf{p}_{\tau(t)}, \boldsymbol{\pi}_{h}\right)+W_{2}\left(\boldsymbol{\pi}_{h}, \mathbf{p}^{*}\right) \\
& +W_{2}\left(\boldsymbol{\pi}_{h}, \mathbf{p}^{*}\right)+W_{2}\left(\boldsymbol{\pi}_{t-\tau(t)}, \mathbf{p}^{*}\right) \\
\leq & 4 C_{1}
\end{aligned}
$$

Where the first inequality is by triangle inequality, the second inequality is by (A.5), third inequality is by triangle inequality, fourth inequality is by assumption 2.9 and the fact that $t-\tau(t) \leq h \leq h^{\prime}$.

Next, we use Lemma 17 , to bound $\mathbb{E}\left[\left\|x_{k h}\right\|_{2}^{2}\right]$ for all $k$ :
Lemma 19 Let $h, x_{t}$ and $\mathbf{p}_{t}$ be as defined in the statement of Theorem 2. Then for all $k$

$$
\mathbb{E}\left[\left\|x_{k h}\right\|_{2}^{2}\right] \leq 4\left(C_{1}^{2}+C_{2}^{2}\right)
$$

## Proof of Lemma 19

Let $\gamma(x, y)$ be the optimal coupling between $\mathbf{p}_{k h}$ and $\boldsymbol{\pi}_{h}$. Let $\gamma^{\prime}(x, y)$ be the optimal coupling between $\boldsymbol{\pi}_{h}$ and $\mathbf{p}^{*}$. Then

$$
\begin{aligned}
\mathbb{E}_{\mathbf{p}_{k h}}\left[\|x\|_{2}^{2}\right] & =\mathbb{E}_{\gamma}\left[\|x\|_{2}^{2}\right] \\
& =\mathbb{E}_{\gamma}\left[\|x-y+y\|_{2}^{2}\right] \\
& \leq 2 \mathbb{E}_{\gamma}\left[\|x-y\|_{2}^{2}\right]+2 \mathbb{E}_{\gamma}\left[\|y\|_{2}^{2}\right] \\
& =2 W_{2}\left(\mathbf{p}_{k h}, \boldsymbol{\pi}_{h}\right)+2 \mathbb{E}_{\boldsymbol{\pi}_{h}}\left[\|y\|_{2}^{2}\right] \\
& =2 W_{2}\left(\mathbf{p}_{k h}, \boldsymbol{\pi}_{h}\right)+2 \mathbb{E}_{\gamma^{\prime}}\left[\|x\|_{2}^{2}\right] \\
& =2 W_{2}\left(\mathbf{p}_{k h}, \boldsymbol{\pi}_{h}\right)+2 \mathbb{E}_{\gamma^{\prime}}\left[\|x-y+y\|_{2}^{2}\right] \\
& \leq 2 W_{2}\left(\mathbf{p}_{k h}, \boldsymbol{\pi}_{h}\right)+4 \mathbb{E}_{\gamma^{\prime}}\left[\|x-y\|_{2}^{2}\right]+4 \mathbb{E}_{\gamma^{\prime}}\left[\|y\|_{2}^{2}\right] \\
& \leq 2 W_{2}\left(\mathbf{p}_{k h}, \boldsymbol{\pi}_{h}\right)+4 W_{2}\left(\boldsymbol{\pi}_{h}, \mathbf{p}^{*}\right)+4 \mathbb{E}_{\mathbf{p}^{*}}\left[\|x\|_{2}^{2}\right] .
\end{aligned}
$$

By definition of $C_{2}$ at the start of Section 2.3.2, we have

$$
\mathbb{E}_{\mathbf{p}^{*}}\left[\|x\|_{2}^{2}\right] \leq C_{2}^{2} .
$$

By Lemma 17, we have

$$
W_{2}\left(\mathbf{p}_{k h}, \boldsymbol{\pi}_{h}\right) \leq W_{2}\left(\mathbf{p}_{0}, \boldsymbol{\pi}_{h}\right) \leq C_{1}
$$

By definition of $h^{\prime}$ at the start of Section 2.3.2, and $h$ in Theorem 2 (which ensures $h \leq h^{\prime}$ ), we have

$$
W_{2}\left(\boldsymbol{\pi}_{h}, \mathbf{p}^{*}\right) \leq C_{1}
$$

## Proof of Theorem 2

First, we bound the discretization error (for an arbitrary $t$ ). By Lemma 8;

$$
\begin{aligned}
\left.\frac{d}{d s}\left(F\left(\mathbf{p}_{s}\right)-F\left(\mathbf{q}_{s}^{t}\right)\right)\right|_{s=t} & \leq\left(2 L^{2} t \sqrt{\mathbb{E}_{\mathbf{p}_{\tau(t)}}\left\|x_{\tau(t)}\right\|_{2}^{2}}+2 L \sqrt{t d}\right) \cdot\left\|\mathcal{D}_{\mathbf{p}_{t}}\right\|_{*} \\
& \leq\left(2 L^{2} t \sqrt{\mathbb{E}_{\mathbf{p}_{\tau(t)}}\left\|x_{\tau(t)}\right\|_{2}^{2}}+2 L \sqrt{t d}\right) \cdot\left\|\mathcal{D}_{\mathbf{p}_{t}}\right\|_{*}
\end{aligned}
$$

Given the choice of

$$
h=\frac{1}{48} \min \left\{\frac{\varepsilon}{C_{1}\left(C_{1}+C_{2}\right) L^{2}}, \frac{\varepsilon^{2}}{L^{2} C_{1}^{2} d}, h^{\prime}\right\},
$$

we can ensure that

$$
\begin{aligned}
\left(L^{2} h \sqrt{E\left\|x_{\tau(t)}\right\|_{2}^{2}}+2 L \sqrt{h d}\right) & \leq \frac{1}{4}\left(L^{2} h \sqrt{18\left(C_{1}^{2}+C_{2}^{2}\right)}+2 L \sqrt{h d}\right) \\
& \leq \frac{\varepsilon}{8 C_{1}}
\end{aligned}
$$

where the first inequality comes from Lemma 19 .
Assume that $F\left(\mathbf{p}_{s}\right)-F\left(\mathbf{p}^{*}\right) \geq \varepsilon$. By Lemma 16 and Corollary 18, we have

$$
\begin{align*}
\left\|\mathcal{D}_{\mathbf{p}_{s}}\right\|_{*} & \geq \frac{F\left(\mathbf{p}_{s}\right)-F\left(\mathbf{p}^{*}\right)}{W_{2}\left(\mathbf{p}_{s}, \mathbf{p}^{*}\right)} \\
& \geq \frac{\varepsilon}{W_{2}\left(\mathbf{p}_{s}, \mathbf{p}^{*}\right)} \\
& \geq \frac{\varepsilon}{4 C_{1}} \tag{A.6}
\end{align*}
$$

This implies that

$$
\frac{d}{d s} F\left(\mathbf{p}_{s}\right)-\left.F\left(\mathbf{q}_{s}^{t}\right)\right|_{s=t} \leq \frac{1}{2}\left\|\mathcal{D}_{\mathbf{p}_{t}}\right\|_{*}^{2}
$$

The rate of decrease of $F\left(\mathbf{p}_{t}\right)$ thus satisfies

$$
\begin{aligned}
\frac{d}{d t} F\left(\mathbf{p}_{t}\right)-F\left(\mathbf{p}^{*}\right) & =\frac{d}{d t} F\left(\mathbf{q}_{s}^{t}\right)-\left.F\left(\mathbf{p}^{*}\right)\right|_{s=t}+\left.\frac{d}{d t}\left(F\left(\mathbf{p}_{s}\right)-F\left(\mathbf{q}_{s}^{t}\right)\right)\right|_{s=t} \\
& =-\left\|\mathcal{D}_{\mathbf{p}_{t}}\right\|_{*}^{2}+\frac{1}{2}\left\|\mathcal{D}_{\mathbf{p}_{t}}\right\|_{*}^{2} \\
& \leq-\frac{1}{2}\left\|\mathcal{D}_{\mathbf{p}_{t}}\right\|_{*}^{2} \\
& \leq-\frac{1}{2 C_{1}^{2}}\left(F\left(\mathbf{p}_{t}\right)-F\left(\mathbf{p}^{*}\right)\right)^{2}
\end{aligned}
$$

We now study two regimes. The first regime is when $F\left(\mathbf{p}_{t}\right)-F\left(\mathbf{p}^{*}\right) \geq 1, \frac{d}{d t} F\left(\mathbf{p}_{t}\right)-F\left(\mathbf{p}^{*}\right) \leq$ $-\frac{1}{2 C_{1}^{2}}\left(F\left(\mathbf{p}_{t}\right)-F\left(\mathbf{p}^{*}\right)\right)$, which implies

$$
F\left(\mathbf{p}_{t}\right)-F\left(\mathbf{p}^{*}\right) \leq\left(F\left(\mathbf{p}_{0}\right)-F\left(\mathbf{p}^{*}\right)\right) \exp \left(-\frac{t}{2 C_{1}^{2}}\right)
$$

We thus achieve $F\left(\mathbf{p}_{t}\right)-F\left(\mathbf{p}^{*}\right) \leq 1$ after time

$$
t \geq 2 C_{1}^{2} \log \left(F\left(\mathbf{p}_{0}\right)-F\left(\mathbf{p}^{*}\right)\right)
$$

In the second regime, $F\left(\mathbf{p}_{t}\right)-F\left(\mathbf{p}^{*}\right) \leq 1$. By noting that $f_{t}=\frac{1}{t}$ is the solution to $\frac{d}{d t} f_{t}=-f_{t}^{2}$, and letting $f_{t}=\frac{1}{2 C_{1}^{2}}\left(F\left(\mathbf{p}_{t}\right)-F\left(\mathbf{p}^{*}\right)\right)$, we get $F\left(\mathbf{p}_{t}\right)-F\left(\mathbf{p}^{*}\right) \leq \frac{2 C_{1}^{2}}{t}$. To achieve $F\left(\mathbf{p}_{t}\right)-F\left(\mathbf{p}^{*}\right) \leq \varepsilon$, we set $t=\frac{2 C_{1}^{2}}{\varepsilon}$. Overall, we just need to set

$$
t \geq \frac{2 C_{1}^{2}}{\varepsilon}+2 C_{1}^{2} \log \left(F\left(\mathbf{p}_{0}\right)-F\left(\mathbf{p}^{*}\right)\right)
$$

This, combined with the choice of $h$ earlier, proves the theorem.

## A.1.1 Some regularity results

In this subsection, we provide some regularity results needed in various parts of the paper.
Lemma 20 Let $w_{\mu}$ be as defined in Lemma 2. Let $\mathbf{p}_{t}$ be as defined in 2.3. For all $t$, $w_{\mathbf{p}_{t}}$ is well defined, and $\mathbb{E}_{\mathbf{p}_{t}}\left[\left\|w_{\mathbf{p}_{t}}\right\|_{2}^{2}\right]$ is finite.

Proof of Lemma 20
First, we establish the following statement: For any $t$, there exists a $\delta \in \mathbb{R}$ with $\boldsymbol{\mu}_{\delta, y}(x)$ being the distribution of $N(y, \delta)$ and $\mathbf{p} \in \mathscr{P}\left(\mathbb{R}^{d}\right)$ such that

1. For all $x \in \mathbb{R}^{d}, \mathbf{p}_{t}(x)=\mathbb{E}_{y \sim \mathbf{p}}\left[\boldsymbol{\mu}_{\delta, y}(x)\right]$
2. $\mathbb{E}_{\mathbf{p}}\left[\|x\|_{2}^{2}\right]$ is finite.

If $t=\tau(t)$, then let $\mathbf{p}=(I d(\cdot)-h \nabla U(\cdot))_{\#} \mathbf{p}_{\tau(t)-1}$ and let $\delta=2 h$. Otherwise, if $t \neq \tau(t)$, then let $\mathbf{p}=(\operatorname{Id}(\cdot)-(t-\tau(t)) \nabla U(\cdot))_{\#} \mathbf{p}_{\tau(t)}$ and $\delta=2(t-\tau(t))$. Where we used the definition of push-forward distribution from (2.2). 1. now can be easily verified.

To see 2 , let $t^{\prime}=\tau(t)-1$ in case 1 and let $t^{\prime}=\tau(t)$ in case 2 .

$$
\begin{aligned}
& \mathbb{E}_{\mathbf{p}}\left[\|x\|_{2}^{2}\right] \\
= & \mathbb{E}_{\mathbf{p}_{t^{\prime}}}\left[\|x-h \nabla U(x)\|_{2}^{2}\right] \\
\leq & 2 \mathbb{E}_{\mathbf{p}_{t^{\prime}}}\left[\|x\|_{2}^{2}\right]+2 h^{2} \mathbb{E}_{\mathbf{p}_{t^{\prime}}}\left[\|\nabla U(x)\|_{2}^{2}\right] \\
\leq & 2 \mathbb{E}_{\mathbf{p}_{t^{\prime}}}\left[\|x\|_{2}^{2}\right]+2 h^{2} L^{2} \mathbb{E}_{\mathbf{p}_{t^{\prime}}}\left[\|x\|_{2}^{2}\right] \\
\leq & \left(2+2 h^{2} L^{2}\right) \frac{4 d}{m},
\end{aligned}
$$

where the last inequality follows by Lemma 11 .
Since $\boldsymbol{\mu}_{\delta, y}(x)$ for all $x, y, \mathbb{E}_{\mathbf{p}}\left[\boldsymbol{\mu}_{\delta, y}(x)\right]$ is differentiable for all $x$. This proves the first part of the Lemma.

Next, a nice property of Gaussians is that

$$
\nabla_{x} \boldsymbol{\mu}_{\delta, y}(x)=-\frac{\boldsymbol{\mu}_{\delta, y}}{\delta}(x-y)
$$

Thus,

$$
\begin{aligned}
& \nabla \log \mathbf{p}_{t}(x) \\
= & \frac{1}{\delta} \nabla \log \mathbb{E}_{y \sim \mathbf{p}}\left[\boldsymbol{\mu}_{\delta, y}(x)\right] \\
= & \left.\frac{1}{\delta} \frac{1}{\mathbb{E}_{y \sim \mathbf{p}}\left[\boldsymbol{\mu}_{\delta, y}(x)\right]} \mathbb{E}_{y \sim \mathbf{p}}\left[\left((y-x) \boldsymbol{\mu}_{\delta, y}(x)\right)\right)\right] \\
= & \frac{1}{\delta} \mathbb{E}_{y \sim \boldsymbol{\mu}_{\delta}^{x}}[y]-x,
\end{aligned}
$$

where $\boldsymbol{\mu}_{\delta}^{x}$ denotes the conditional distribution of $y$ given $x$, when $y \sim \mathbf{p}$ and $x \sim \boldsymbol{\mu}_{\delta, y}$.
Thus

$$
\begin{aligned}
& \mathbb{E}_{x \sim \mathbf{p}_{t}(x)}\left[\left\|\nabla \log \mathbf{p}_{t}(x)\right\|_{2}^{2}\right] \\
\leq & \frac{1}{\delta} \mathbb{E}_{x \sim \mathbf{p}_{t}(x)}\left[2 \mathbb{E}_{y \sim \boldsymbol{\mu}_{\delta}^{x}}\left[\|y\|_{2}^{2}\right]+2\|x\|_{2}^{2}\right] \\
= & \frac{2}{\delta} \mathbb{E}_{y \sim \mathbf{p}}\left[\|y\|_{2}^{2}\right]+\frac{2}{\delta} \mathbb{E}_{x \sim \mathbf{p}_{t}}\left[\|x\|_{2}^{2}\right] \\
< & \infty
\end{aligned}
$$

where the first inequality is by Jensen's inequality and Young's inequality and the preceding result, the second inequality is by definition of conditional distribution, the third inequality is by the fact that $\delta>0$ (by definition at the start of the proof), the fact that $\mathbb{E}_{x \sim \mathbf{p}_{t}}\left[\|x\|_{2}^{2}\right] \leq \frac{4 d}{m}$ (by Lemma 11), and by the fact that $\mathbb{E}_{y \sim \mathbf{p}}\left[\|y\|_{2}^{2}\right]<\infty$ (see item 2. at the start of the proof)

Finally, we have that

$$
\begin{aligned}
& \left\|w_{\mathbf{p}_{t}}\right\|_{L^{2}\left(\mathbf{p}_{t}\right)}^{2} \\
= & \mathbb{E}_{\mathbf{p}_{t}}\left[\left\|w_{\mathbf{p}_{t}}(x)\right\|_{2}^{2}\right] \\
= & \mathbb{E}_{\mathbf{p}_{t}}\left[\left\|\nabla \log \mathbf{p}_{t}(x)-\nabla \log \mathbf{p}^{*}(x)\right\|_{2}^{2}\right] \\
\leq & 2 \mathbb{E}_{\mathbf{p}_{t}}\left[\left\|\nabla \log \mathbf{p}_{t}(x)\right\|_{2}^{2}\right]+2 \mathbb{E}_{\mathbf{p}_{t}}\left[\left\|\nabla \log \mathbf{p}^{*}(x)\right\|_{2}^{2}\right] \\
& <\infty
\end{aligned}
$$

where the last inequality uses the fact that $\left.\| \nabla \log \mathbf{p}^{( } x\right)\left\|_{2}=\right\| \nabla U(x)\left\|_{2} \leq L\right\| x \|_{2}$ and $\mathbb{E}_{\mathbf{p}_{t}}\left[\|x\|_{2}^{2}\right] \leq \frac{4 d}{m}$.

Lemma 21 Let $\mathbf{p}_{t}$ be as defined in (2.3). Then $\left|\mathbf{p}_{t}^{\prime}\right|$ is finite for all $t$, where $\left|\mathbf{p}_{t}^{\prime}\right|$ is the metric derivative of $\mathbf{p}_{t}$, as defined in (2.5).

## Proof of Lemma 21

We define the random variable $\xi$ to be distributed as $N(0,1)$. For all $t$, let $\mathbf{x}_{t}$ be as defined in (2.3). One can verify that the random variable $y_{t} \triangleq x_{\tau(t)}-\nabla(t-\tau(t)) U\left(x_{\tau(t)}\right)+\sqrt{2(t-\tau(t))} \xi$ has the same distribution as $x_{t}$. Thus $y_{t}$ and $y_{t+\varepsilon}$ define a coupling between $\mathbf{p}_{t}$ and $\mathbf{p}_{t+\varepsilon}$.

Let $h \triangleq t-\tau(t)$, then

$$
\begin{aligned}
& \left|\mathbf{p}_{t}^{\prime}\right| \\
= & \lim _{\varepsilon \rightarrow 0} \frac{1}{\varepsilon} W_{2}\left(\mathbf{p}_{t}, \mathbf{p}_{t+\varepsilon}\right) \\
\leq & \lim _{\varepsilon \rightarrow 0} \frac{1}{\varepsilon} \sqrt{\mathbb{E}\left[\left\|y_{t}-y_{t+\varepsilon}\right\|_{2}^{2}\right]} \\
= & \lim _{\varepsilon \rightarrow 0} \frac{1}{\varepsilon} \sqrt{\mathbb{E}_{x \sim \mathbf{p}_{\tau(t)}}\left[\|\varepsilon \nabla U(x)+(\sqrt{2(h+\varepsilon)}-\sqrt{2 h}) \xi\|_{2}^{2}\right]} \\
= & \lim _{\varepsilon \rightarrow 0} \frac{1}{\varepsilon} \sqrt{\mathbb{E}_{x \sim \mathbf{p}_{\tau(t)}}\left[\|\varepsilon \nabla U(x)\|_{2}^{2}\right]+\mathbb{E}\left[\|(\sqrt{2(h+\varepsilon)}-\sqrt{2 h}) \xi\|_{2}^{2}\right]} \\
\leq & \lim _{\varepsilon \rightarrow 0} \frac{1}{\varepsilon} \sqrt{\mathbb{E}_{x \sim \mathbf{p}_{\tau(t)}}\left[\|\varepsilon \nabla U(x)\|_{2}^{2}\right]} \\
& +\frac{1}{\varepsilon} \sqrt{\mathbb{E}\left[\|(\sqrt{2(h+\varepsilon)}-\sqrt{2 h}) \xi\|_{2}^{2}\right]} \\
= & \sqrt{\mathbb{E}_{x \sim \mathbf{p}_{\tau(t)}}\left[\|\nabla U(x)\|_{2}^{2}\right]}+\frac{1}{\sqrt{8 h}} \sqrt{\mathbb{E}\left[\|\xi\|_{2}^{2}\right]},
\end{aligned}
$$

where the last inequality follows by Taylor expansion of $\sqrt{2 h+2 \varepsilon}$. We can bound the first term by a finite number using $\|\nabla U(x)\|_{2}^{2} \leq L^{2}\|x\|_{2}^{2}$, then applying Lemma 11. The second term is finite for $h \neq 0$.

For the case $h=0$, we know that $w_{\mathbf{p}_{t}}$ satisfies the continuity equation for $\mathbf{p}_{t}$ at $t$, and so $\left|\mathbf{p}_{t}^{\prime}\right|=\left\|w_{\mathbf{p}_{t}}\right\|_{L^{2}\left(\mathbf{p}_{t}\right)}<\infty$, by Lemma 3 and Lemma 20 .

## Appendix B

## Proofs for Chapter 3

## B. 1 Explicit Discrete Time Updates

In this section we calculate integral representations of the solutions to the continuous-time process (3.1) and the discrete-time process (3.4).

Lemma 22 The solution $\left(x_{t}, v_{t}\right)$ to the underdamped Langevin diffusion (3.1) is

$$
\begin{align*}
& v_{t}=v_{0} e^{-\gamma t}-u\left(\int_{0}^{t} e^{-\gamma(t-s)} \nabla U\left(x_{s}\right) d s\right)+\sqrt{2 \gamma u} \int_{0}^{t} e^{-\gamma(t-s)} d B_{s}  \tag{B.1}\\
& x_{t}=x_{0}+\int_{0}^{t} v_{s} d s
\end{align*}
$$

The solution $\left(\tilde{x}_{t}, \tilde{v}_{t}\right)$ of the discrete underdamped Langevin diffusion (3.4) is

$$
\begin{align*}
& \tilde{v}_{t}=\tilde{v}_{0} e^{-\gamma t}-u\left(\int_{0}^{t} e^{-\gamma(t-s)} \nabla U\left(\tilde{x}_{0}\right) d s\right)+\sqrt{2 \gamma u} \int_{0}^{t} e^{-\gamma(t-s)} d B_{s}  \tag{B.2}\\
& \tilde{x}_{t}=\tilde{x}_{0}+\int_{0}^{t} \tilde{v}_{s} d s
\end{align*}
$$

## Proof

It can be easily verified that the above expressions have the correct initial values ( $x_{0}, v_{0}$ ) and $\left(\tilde{x}_{0}, \tilde{v}_{0}\right)$. By taking derivatives, one also verifies that they satisfy the differential equations in (3.1) and (3.4).

Next we calculate the moments of the Gaussian used in the updates of Algorithm 1. These are obtained by integrating the expression for the discrete-time process presented in Lemma 22.

Lemma 23 Conditioned on $\left(\tilde{x}_{0}, \tilde{v}_{0}\right)$, the solution $\left(\tilde{x}_{t}, \tilde{v}_{t}\right)$ of (3.4) with $\gamma=2$ and $u=1 / L$ is a Gaussian with conditional mean,

$$
\begin{aligned}
& \mathbb{E}\left[\tilde{v}_{t}\right]=\tilde{v}_{0} e^{-2 t}-\frac{1}{2 L}\left(1-e^{-2 t}\right) \nabla U\left(\tilde{x}_{0}\right) \\
& \mathbb{E}\left[\tilde{x}_{t}\right]=\tilde{x}_{0}+\frac{1}{2}\left(1-e^{-2 t}\right) \tilde{v}_{0}-\frac{1}{2 L}\left(t-\frac{1}{2}\left(1-e^{-2 t}\right)\right) \nabla U\left(\tilde{x}_{0}\right),
\end{aligned}
$$

and with conditional covariance,

$$
\begin{aligned}
& \mathbb{E}\left[\left(\tilde{x}_{t}-\mathbb{E}\left[\tilde{x}_{t}\right]\right)\left(\tilde{x}_{t}-\mathbb{E}\left[\tilde{x}_{t}\right]\right)^{\top}\right]=\frac{1}{L}\left[t-\frac{1}{4} e^{-4 t}-\frac{3}{4}+e^{-2 t}\right] \cdot I_{d \times d} \\
& \mathbb{E}\left[\left(\tilde{v}_{t}-\mathbb{E}\left[\tilde{v}_{t}\right]\right)\left(\tilde{v}_{t}-\mathbb{E}\left[\tilde{v}_{t}\right]\right)^{\top}\right]=\frac{1}{L}\left(1-e^{-4 t}\right) \cdot I_{d \times d} \\
& \mathbb{E}\left[\left(\tilde{x}_{t}-\mathbb{E}\left[\tilde{x}_{t}\right]\right)\left(\tilde{v}_{t}-\mathbb{E}\left[\tilde{v}_{t}\right]\right)^{\top}\right]=\frac{1}{2 L}\left[1+e^{-4 t}-2 e^{-2 t}\right] \cdot I_{d \times d} .
\end{aligned}
$$

## Proof

It follows from the definition of Brownian motion that the distribution of $\left(\tilde{x}_{t}, \tilde{v}_{t}\right)$ is a $2 d$ dimensional Gaussian distribution. We will compute its moments below, using the expression in Lemma 22 with $\gamma=2$ and $u=1 / L$.

Computation of the conditional means is straightforward, as we can simply ignore the zero-mean Brownian motion terms:

$$
\begin{align*}
& \mathbb{E}\left[\tilde{v}_{t}\right]=\tilde{v}_{0} e^{-2 t}-\frac{1}{2 L}\left(1-e^{-2 t}\right) \nabla U\left(\tilde{x}_{0}\right)  \tag{B.3}\\
& \mathbb{E}\left[\tilde{x}_{t}\right]=\tilde{x}_{0}+\frac{1}{2}\left(1-e^{-2 t}\right) \tilde{v}_{0}-\frac{1}{2 L}\left(t-\frac{1}{2}\left(1-e^{-2 t}\right)\right) \nabla U\left(\tilde{x}_{0}\right) . \tag{B.4}
\end{align*}
$$

The conditional variance for $\tilde{v}_{t}$ only involves the Brownian motion term:

$$
\begin{aligned}
\mathbb{E}\left[\left(\tilde{v}_{t}-\mathbb{E}\left[\tilde{v}_{t}\right]\right)\left(\tilde{v}_{t}-\mathbb{E}\left[\tilde{v}_{t}\right]\right)^{\top}\right] & =\frac{4}{L} \mathbb{E}\left[\left(\int_{0}^{t} e^{-2(t-s)} d B_{s}\right)\left(\int_{0}^{t} e^{-2(s-t)} d B_{s}\right)^{\top}\right] \\
& =\frac{4}{L}\left(\int_{0}^{t} e^{-4(t-s)} d s\right) \cdot I_{d \times d} \\
& =\frac{1}{L}\left(1-e^{-4 t}\right) \cdot I_{d \times d} .
\end{aligned}
$$

The Brownian motion term for $\tilde{x}_{t}$ is given by
$\sqrt{\frac{4}{L}} \int_{0}^{t}\left(\int_{0}^{r} e^{-2(r-s)} d B_{s}\right) d r=\sqrt{\frac{4}{L}} \int_{0}^{t} e^{2 s}\left(\int_{s}^{t} e^{-2 r} d r\right) d B_{s}=\sqrt{\frac{1}{L}} \int_{0}^{t}\left(1-e^{-2(t-s)}\right) d B_{s}$.

Here the second equality follows by Fubini's theorem. The conditional covariance for $\tilde{x}_{t}$ now follows as

$$
\begin{aligned}
\mathbb{E}\left[\left(\tilde{x}_{t}-\mathbb{E}\left[\tilde{x}_{t}\right]\right)\left(\tilde{x}_{t}-\mathbb{E}\left[\tilde{x}_{t}\right]\right)^{\top}\right] & =\frac{1}{L} \mathbb{E}\left[\left(\int_{0}^{t}\left(1-e^{-2(t-s)}\right) d B_{s}\right)\left(\int_{0}^{t}\left(1-e^{-2(t-s)}\right) d B_{s}\right)^{\top}\right] \\
& =\frac{1}{L}\left[\int_{0}^{t}\left(1-e^{-2(t-s)}\right)^{2} d s\right] \cdot I_{d \times d} \\
& =\frac{1}{L}\left[t-\frac{1}{4} e^{-4 t}-\frac{3}{4}+e^{-2 t}\right] \cdot I_{d \times d} .
\end{aligned}
$$

Finally we compute the cross-covariance between $\tilde{x}_{t}$ and $\tilde{v}_{t}$,

$$
\begin{aligned}
\mathbb{E}\left[\left(\tilde{x}_{t}-\mathbb{E}\left[\tilde{x}_{t}\right]\right)\left(\tilde{v}_{t}-\mathbb{E}\left[\tilde{v}_{t}\right]\right)^{\top}\right] & =\frac{2}{L} \mathbb{E}\left[\left(\int_{0}^{t}\left(1-e^{-2(t-s)}\right) d B_{s}\right)\left(\int_{0}^{t} e^{-2(t-s)} d B_{s}\right)^{\top}\right] \\
& =\frac{2}{L}\left[\int_{0}^{t}\left(1-e^{-2(t-s)}\right)\left(e^{-2(t-s)}\right) d s\right] \cdot I_{d \times d} \\
& =\frac{1}{2 L}\left[1+e^{-4 t}-2 e^{-2 t}\right] \cdot I_{d \times d} .
\end{aligned}
$$

We thus have an explicitly defined Gaussian. Notice that we can sample from this distribution in time linear in $d$, since all $d$ coordinates are independent.

## B. 2 Controlling the Kinetic Energy

In this section, we establish an explicit bound on the kinetic energy $\mathcal{E}_{K}$ in (3.9) which is used to control the discretization error at each step.

Lemma 24 (Kinetic Energy Bound) Let $p^{(0)}(x, v)=1_{x=x^{(0)}} \cdot 1_{v=0}$ - the Dirac delta distribution at $\left(x^{(0)}, 0\right)$. Let the initial distance from the optimum satisfy $\left\|x^{(0)}-x^{*}\right\|_{2}^{2} \leq \mathcal{D}^{2}$ and $u=1 / L$ as before. Further let $p^{(i)}$ be defined as in Theorem 3 for $i=1, \ldots n$, with step size $\nu$ and number of iterations $n$ as stated in Theorem 3. Then for all $i=1, \ldots n$ and for all $t \in[0, \nu]$, we have the bound

$$
\mathbb{E}_{(x, v) \sim \Phi_{t} p^{(i)}}\left[\|v\|_{2}^{2}\right] \leq \mathcal{E}_{K},
$$

with $\mathcal{E}_{K}=26\left(d / m+\mathcal{D}^{2}\right)$.

## Proof

We first establish an inequality that provides an upper bound on the kinetic energy for any distribution $p$.

Step 1: Let $p$ be any distribution over $(x, v)$, and let $q$ be the corresponding distribution over $(x, x+v)$. Let $\left(x^{\prime}, v^{\prime}\right)$ be random variables with distribution $p^{*}$. Further let $\zeta \in \Gamma_{o p t}\left(p, p^{*}\right)$ such that,

$$
\mathbb{E}_{\zeta}\left[\left\|x-x^{\prime}\right\|_{2}^{2}+\left\|\left(x-x^{\prime}\right)+\left(v-v^{\prime}\right)\right\|_{2}^{2}\right]=W_{2}^{2}\left(q, q^{*}\right) .
$$

Then we have,

$$
\begin{align*}
\mathbb{E}_{p}\left[\|v\|_{2}^{2}\right] & =\mathbb{E}_{\zeta}\left[\left\|v-v^{\prime}+v^{\prime}\right\|_{2}^{2}\right] \\
& \leq 2 \mathbb{E}_{p^{*}}\left[\|v\|_{2}^{2}\right]+2 \mathbb{E}_{\zeta}\left[\left\|v-v^{\prime}\right\|_{2}^{2}\right] \\
& \leq 2 \mathbb{E}_{p^{*}}\left[\|v\|_{2}^{2}\right]+4 \mathbb{E}_{\zeta}\left[\left\|x+v-\left(x^{\prime}+v^{\prime}\right)\right\|_{2}^{2}+\left\|x-x^{\prime}\right\|_{2}^{2}\right] \\
& =2 \mathbb{E}_{p^{*}}\left[\|v\|_{2}^{2}\right]+4 W_{2}^{2}\left(q, q^{*}\right), \tag{B.5}
\end{align*}
$$

where for the second and the third inequality we have used Young's inequality, while the final line follows by optimality of $\zeta$.

Step 2: We know that $p^{*} \propto \exp \left(-\left(U(x)+\frac{L}{2}\|v\|_{2}^{2}\right)\right)$, so we have $\mathbb{E}_{p^{*}}\left[\|v\|_{2}^{2}\right]=d / L$.
Step 3: For our initial distribution $p^{(0)}\left(q^{(0)}\right)$ we have the bound

$$
W_{2}^{2}\left(q^{(0)}, q^{*}\right) \leq 2 \mathbb{E}_{p^{*}}\left[\|v\|_{2}^{2}\right]+2 \mathbb{E}_{x \sim p^{(0)}, x^{\prime} \sim p^{*}}\left[\left\|x-x^{\prime}\right\|_{2}^{2}\right]=\frac{2 d}{L}+2 \mathbb{E}_{p^{*}}\left[\left\|x-x^{(0)}\right\|_{2}^{2}\right],
$$

where the first inequality is an application of Young's inequality. The second term is bounded below,

$$
\mathbb{E}_{p^{*}}\left[\left\|x-x^{(0)}\right\|_{2}^{2}\right] \leq 2 \mathbb{E}_{p^{*}}\left[\left\|x-x^{*}\right\|_{2}^{2}\right]+2\left\|x^{(0)}-x^{*}\right\|_{2}^{2} \leq \frac{2 d}{m}+2 \mathcal{D}^{2}
$$

where the first inequality is again by Young's inequality. The second line follows by applying Theorem 12 to control $\mathbb{E}_{p^{*}}\left[\left\|x-x^{*}\right\|_{2}^{2}\right]$. Combining these we have the bound,

$$
W_{2}^{2}\left(q^{(0)}, q^{*}\right) \leq 2 d\left(\frac{1}{L}+\frac{2}{m}\right)+4 \mathcal{D}^{2}
$$

Putting all this together along with (B.5) we have

$$
\mathbb{E}_{p^{(0)}}\left[\|v\|_{2}^{2}\right] \leq \frac{10 d}{L}+\frac{16 d}{m}+16 \mathcal{D}^{2} \leq 26\left(\frac{d}{m}+\mathcal{D}^{2}\right)
$$

Step 4: By Theorem 5, we know that $\forall t>0$,

$$
W_{2}^{2}\left(\Phi_{t} q^{(i)}, q^{*}\right) \leq W_{2}^{2}\left(q^{(i)}, q^{*}\right)
$$

This proves the theorem statement for $i=0$. We will now prove it for $i>0$ via induction. We have proved it for the base case $i=0$, let us assume that the result holds for some $i>0$. Then by (3.12) applied up to the $(i+1)^{\text {th }}$ iteration, we know that

$$
W_{2}^{2}\left(q^{(i+1)}, q^{*}\right)=W_{2}^{2}\left(\tilde{\Phi}_{\nu} q^{(i)}, q^{*}\right) \leq W_{2}^{2}\left(q^{(i)}, q^{*}\right)
$$

Thus by (B.5) we have,

$$
\mathbb{E}_{\Phi_{t p^{(i)}}}\left[\|v\|_{2}^{2}\right] \leq \mathcal{E}_{K},
$$

for all $t>0$ and $i \in\{0,1, \ldots, n\}$.

```
Algorithm 3: Stochastic Gradient Underdamped Langevin MCMC
    Input : Step size \(\delta<1\), number of iterations \(n\), initial point ( \(x^{0}, 0\) ), smoothness
                parameter \(L\) and stochastic gradient oracle \(\hat{\nabla} U(\cdot)\)
    for \(i=0,1, \ldots, n-1\) do
        Sample \(\left(x^{i+1}, v^{i+1}\right) \sim Z^{i+1}\left(x^{i}, v^{i}\right)\)
    end
```

Next we prove that the distance of the initial distribution $p^{(0)}$ to the optimum distribution $p^{*}$ is bounded.

Lemma 25 Let $p^{(0)}(x, v)=1_{x=x^{(0)}} \cdot 1_{v=0}$ - the Dirac delta distribution at $\left(x^{(0)}, 0\right)$. Let the initial distance from the optimum satisfy $\left\|x^{(0)}-x^{*}\right\|_{2}^{2} \leq \mathcal{D}^{2}$ and $u=1 / L$ as before. Then

$$
W_{2}^{2}\left(p^{(0)}, p^{*}\right) \leq 3\left(\mathcal{D}^{2}+\frac{d}{m}\right) .
$$

## Proof

As $p^{(0)}(x, v)$ is a delta distribution, there is only one valid coupling between $p^{(0)}$ and $p^{*}$. Thus we have

$$
\begin{aligned}
W_{2}^{2}\left(p^{(0)}, p^{*}\right)=\mathbb{E}_{(x, v) \sim p^{*}}\left[\left\|x-x^{(0)}\right\|_{2}^{2}+\|v\|_{2}^{2}\right] & =\mathbb{E}_{(x, v) \sim p^{*}}\left[\left\|x-x^{*}+x^{*}-x^{(0)}\right\|_{2}^{2}+\|v\|_{2}^{2}\right] \\
& \leq 2 \mathbb{E}_{x \sim p^{*}(x)}\left[\left\|x-x^{*}\right\|_{2}^{2}\right]+2 \mathcal{D}^{2}+\mathbb{E}_{v \sim p^{*}(v)}\left[\|v\|_{2}^{2}\right],
\end{aligned}
$$

where the final inequality follows by Young's inequality and by the definition of $\mathcal{D}^{2}$. Note that $p^{*}(v) \propto \exp \left(-L\|v\|_{2}^{2} / 2\right)$, therefore $\mathbb{E}_{v \sim p^{*}(v)}\left[\|v\|_{2}^{2}\right]=d / L$. By invoking Theorem 12 the first term $\mathbb{E}_{x \sim p^{*}(x)}\left[\left\|x-x^{*}\right\|_{2}^{2}\right]$ is bounded by $d / m$. Putting this together we have,

$$
W_{2}^{2}\left(p^{(0)}, p^{*}\right) \leq 2 \frac{d}{m}+\frac{d}{L}+2 \mathcal{D}^{2} \leq 3\left(\frac{d}{m}+\mathcal{D}^{2}\right)
$$

## B. 3 Analysis with Stochastic Gradients

Here we state the underdamped Langevin MCMC algorithm with stochastic gradients. We will borrow notation and work under the assumptions stated in Section 3.3.3.

## Description of Algorithm 3

The random vector $Z^{i+1}\left(x_{i}, v_{i}\right) \in \mathcal{R}^{2 d}$, conditioned on $\left(x^{i}, v^{i}\right)$, has a Gaussian distribution with conditional mean and covariance obtained from the following computations:

$$
\begin{aligned}
& \mathbb{E}\left[v^{i+1}\right]=v^{i} e^{-2 \nu}-\frac{1}{2 L}\left(1-e^{-2 \nu}\right) \hat{\nabla} U\left(x^{i}\right) \\
& \mathbb{E}\left[x^{i+1}\right]=x^{i}+\frac{1}{2}\left(1-e^{-2 \nu}\right) v^{i}-\frac{1}{2 L}\left(\nu-\frac{1}{2}\left(1-e^{-2 \nu}\right)\right) \hat{\nabla} U\left(x^{i}\right) \\
& \mathbb{E}\left[\left(x^{i+1}-\mathbb{E}\left[x^{i+1}\right]\right)\left(x^{i+1}-\mathbb{E}\left[x^{i+1}\right]\right)^{\top}\right]=\frac{1}{L}\left[\nu-\frac{1}{4} e^{-4 \nu}-\frac{3}{4}+e^{-2 \nu}\right] \cdot I_{d \times d} \\
& \mathbb{E}\left[\left(v^{i+1}-\mathbb{E}\left[v^{i+1}\right]\right)\left(v^{i+1}-\mathbb{E}\left[v^{i+1}\right]\right)^{\top}\right]=\frac{1}{L}\left(1-e^{-4 \nu}\right) \cdot I_{d \times d} \\
& \mathbb{E}\left[\left(x^{i+1}-\mathbb{E}\left[x^{i+1}\right]\right)\left(v^{i+1}-\mathbb{E}\left[v^{i+1}\right]\right)^{\top}\right]=\frac{1}{2 L}\left[1+e^{-4 \nu}-2 e^{-2 \nu}\right] \cdot I_{d \times d} .
\end{aligned}
$$

The distribution is obtained by integrating the discrete underdamped Langevin diffusion (3.5) up to time $\delta$, with the specific choice of $\gamma=2$ and $u=1 / L$. In other words, if $p^{(i)}$ is the distribution of $\left(x^{i}, v^{i}\right)$, then $Z^{i+1}\left(x^{i}, v^{i}\right) \sim p^{(i+1)}=\hat{\Phi}_{\nu} p^{(i)}$. Derivation is identical to the calculation in Appendix B.1 by replacing exact gradients $\nabla U(\cdot)$ with stochastic gradients $\hat{\nabla} U(\cdot)$. A key ingredient as before in understanding these updates is the next lemma which calculates the exactly the update at each step when we are given stochastic gradients.

Lemma 26 The solution $\left(\hat{x}_{t}, \hat{v}_{t}\right)$ of the stochastic gradient underdamped Langevin diffusion (3.5) is

$$
\begin{align*}
& \hat{v}_{t}=\hat{v}_{0} e^{-\gamma t}-u\left(\int_{0}^{t} e^{-\gamma(t-s)} \hat{\nabla} U\left(\hat{x}_{0}\right) d s\right)+\sqrt{2 \gamma u} \int_{0}^{t} e^{-\gamma(t-s)} d B_{s}  \tag{B.6}\\
& \hat{x}_{t}=\hat{x}_{0}+\int_{0}^{t} \hat{v}_{s} d s .
\end{align*}
$$

## Proof

Note that they have the right initial values, by setting $t=0$. By taking derivatives, one can also verify that they satisfy the differential equation (3.5).

## B.3.1 Discretization Analysis

In Theorem 27, we will bound the discretization error between the discrete process without noise in the gradients (3.4) and the discrete process (3.5) starting from the same initial distribution.

Lemma 27 Let $q_{0}$ be some initial distribution. Let $\tilde{\Phi}_{\delta}$ and $\hat{\Phi}_{\delta}$ be as defined in (3.3) corresponding to the discrete time process without noisy gradients and discrete-time process with noisy gradients respectively. For any $1>\delta>0$,

$$
W_{2}^{2}\left(\hat{\Phi}_{\delta} q_{0}, q^{*}\right)=W_{2}^{2}\left(\tilde{\Phi}_{\delta} q_{0}, q^{*}\right)+\frac{5 \delta^{2} d \sigma^{2}}{L^{2}} .
$$

## Proof

Taking the difference of the dynamics in (B.2) and (B.6), and using the definition of $\hat{\nabla} U(x)$. We get that

$$
\begin{align*}
& \hat{v}_{\delta}=\tilde{v}_{\delta}+u\left(\int_{0}^{\delta} e^{-\gamma(s-\delta)} d s\right) \xi  \tag{B.7}\\
& \hat{x}_{\delta}=\tilde{x}_{\delta}+u\left(\int_{0}^{\delta}\left(\int_{0}^{r} e^{-\gamma(s-r)} d s\right) d r\right) \xi
\end{align*}
$$

where $\xi$ is a zero-mean random variance with variance bounded by $\sigma^{2} d$ and is independent of the Brownian motion. Let $\Gamma_{1}$ be the set of all couplings between $\tilde{\Phi}_{\delta} q_{0}$ and $q^{*}$ and let $\Gamma_{2}$ be the set of all couplings between $\hat{\Phi}_{\delta} q_{0}$ and $q^{*}$. Let $\gamma_{1}(\theta, \psi) \in \Gamma_{1}$ be the optimal coupling between $\tilde{\Phi}_{\delta} q_{0}$ and $q^{*}$, i.e.

$$
\mathbb{E}_{(\theta, \psi) \sim \gamma_{1}}\left[\|\theta-\psi\|_{2}^{2}\right]=W_{2}^{2}\left(\tilde{\Phi}_{\delta} q_{0}, q^{*}\right)
$$

Let $\left(\left[\begin{array}{c}\tilde{x} \\ \tilde{w}\end{array}\right],\left[\begin{array}{l}x \\ w\end{array}\right]\right) \sim \gamma_{1}$. By the definition of $\gamma_{1}$ we have the marginal distribution of $\left[\begin{array}{c}\tilde{x} \\ \tilde{w}\end{array}\right] \sim \tilde{\Phi}_{\delta} q_{0}$. Finally let us define the random variables

$$
\left[\begin{array}{c}
\hat{x} \\
\hat{w}
\end{array}\right] \triangleq\left[\begin{array}{c}
\tilde{x} \\
\tilde{w}
\end{array}\right]+u\left[\begin{array}{c}
\left(\int_{0}^{\delta}\left(\int_{0}^{r} e^{-\gamma(s-r)} d s\right) d r\right) \xi \\
\left(\int_{0}^{\delta}\left(\int_{0}^{r} e^{-\gamma(s-r)} d s\right) d r+\int_{0}^{\delta} e^{-\gamma(s-\delta)} d s\right) \xi
\end{array}\right]
$$

By (B.7), it follows that $\left[\begin{array}{l}\hat{x} \\ \hat{w}\end{array}\right] \sim \hat{\Phi}_{\delta} p_{0}$. Thus $\left(\left[\begin{array}{c}\hat{x} \\ \hat{w}\end{array}\right],\left[\begin{array}{c}x \\ w\end{array}\right]\right)$ defines a valid coupling between $\hat{\Phi}_{t} q_{0}$ and $q^{*}$. Let us now analyze the distance between $q^{*}$ and $\hat{\nabla}_{\delta} q_{0}$,

$$
\begin{aligned}
& W_{2}^{2}\left(\hat{\Phi}_{\delta} q_{0}, q^{*}\right) \\
& \stackrel{(i)}{\leq} \mathbb{E}_{\gamma_{1}}\left[\left\|\left[\begin{array}{c}
\tilde{x} \\
\tilde{v}
\end{array}\right]+u\left[\begin{array}{c}
\left(\int_{0}^{\delta}\left(\int_{0}^{r} e^{-\gamma(s-r)} d s\right) d r\right) \xi \\
\left(\int_{0}^{\delta}\left(\int_{0}^{r} e^{-\gamma(s-r)} d s\right) d r+\int_{0}^{\delta} e^{-\gamma(s-\delta)} d s\right) \xi
\end{array}\right]-\left[\begin{array}{l}
x \\
v
\end{array}\right]\right\|_{2}^{2}\right] \\
& \stackrel{(i i)}{=} \mathbb{E}_{\gamma_{1}}\left[\left\|\left[\begin{array}{c}
\tilde{x} \\
\tilde{v}
\end{array}\right]-\left[\begin{array}{l}
x \\
v
\end{array}\right]\right\|_{2}^{2}\right]+u \cdot \mathbb{E}_{\gamma_{1}}\left[\left\|\left[\begin{array}{c}
\left(\int_{0}^{\delta}\left(\int_{0}^{r} e^{-\gamma(s-r)} d s\right) d r\right) \xi \\
\left(\int_{0}^{\delta}\left(\int_{0}^{r} e^{-\gamma(s-r)} d s\right) d r+\int_{0}^{\delta} e^{-\gamma(s-\delta)} d s\right) \xi
\end{array}\right]\right\|_{2}^{2}\right] \\
& \stackrel{(i i i)}{\leq} \mathbb{E}_{\gamma_{1}}\left[\left\|\left[\begin{array}{c}
\tilde{x} \\
\tilde{v}
\end{array}\right]-\left[\begin{array}{l}
x \\
v
\end{array}\right]\right\|_{2}^{2}\right]+4 u^{2}\left(\left(\int_{0}^{\delta}\left(\int_{0}^{r} e^{-\gamma(s-r)} d s\right) d r\right)^{2}+\left(\int_{0}^{\delta} e^{-\gamma(s-\delta)} d s\right)^{2}\right) d \sigma^{2} \\
& \stackrel{(i v)}{\leq} \mathbb{E}_{\gamma_{1}}\left[\left\|\left[\begin{array}{c}
\tilde{x} \\
\tilde{v}
\end{array}\right]-\left[\begin{array}{l}
x \\
v
\end{array}\right]\right\|_{2}^{2}\right]+4 u^{2}\left(\frac{\delta^{4}}{4}+\delta^{2}\right) d \sigma^{2} \\
& \stackrel{(v)}{\leq} W_{2}^{2}\left(\tilde{\Phi}_{t} q_{0}, q^{*}\right)+5 u^{2} \delta^{2} d \sigma^{2},
\end{aligned}
$$

where $(i)$ is by definition of $W_{2}$, (ii) is by independence and unbiasedness of $\xi$, $(i i i)$ is by Young's inequality and because $\mathbb{E}\left[\|\xi\|_{2}^{2}\right] \leq d \sigma^{2}$, (iv) uses the upper bound $e^{-\gamma(s-r)} \leq 1$ and $e^{-\gamma(s-t)} \leq 1$, and finally $(v)$ is by definition of $\gamma_{1}$ being the optimal coupling and the fact that $\delta \leq 1$. The choice of $u=1 / L$ yields the claim.

Given the bound on the discretization error between the discrete processes with and without the stochastic gradient we are now ready to prove Theorem 4.
Proof of Theorem 4
From Corollary 12, we have that for any $i \in\{1, \ldots, n\}$

$$
W_{2}\left(\Phi_{\nu} q^{(i)}, q^{*}\right) \leq e^{-\delta / 2 \kappa} W_{2}\left(q^{(i)}, q^{*}\right) .
$$

By the discretization error bound in Theorem 6 and the sandwich inequality (3.7), we get

$$
W_{2}\left(\Phi_{\nu} q^{(i)}, \tilde{\Phi}_{\nu} q^{(i)}\right) \leq 2 W_{2}\left(\Phi_{\nu} p^{(i)}, \tilde{\Phi}_{\nu} p^{(i)}\right) \leq \nu^{2} \sqrt{\frac{8 \mathcal{E}_{K}}{5}}
$$

By the triangle inequality for $W_{2}$,

$$
W_{2}\left(\tilde{\Phi}_{\nu} q^{(i)}, q^{*}\right) \leq W_{2}\left(\Phi_{\nu} q^{(i)}, \tilde{\Phi}_{\nu} q^{(i)}\right)+W_{2}\left(\Phi_{\nu} q^{(i)}, q^{*}\right) \stackrel{(i)}{\leq} \nu^{2} \sqrt{\frac{8 \mathcal{E}_{K}}{5}}+e^{-\delta / 2 \kappa} W_{2}\left(q^{(i)}, q^{*}\right)
$$

Combining this with the discretization error bound established in Lemma 27 we have,

$$
W_{2}^{2}\left(\hat{\Phi}_{t} q^{(i)}, q^{*}\right) \leq\left(e^{-\delta / 2 \kappa} W_{2}\left(q^{(i)}, q^{*}\right)+\delta^{2} \sqrt{\frac{8 \mathcal{E}_{K}}{5}}\right)^{2}+\frac{5 \delta^{2} d \sigma^{2}}{L^{2}}
$$

By invoking Lemma 29 we can bound the value of this recursive sequence by,

$$
\begin{aligned}
& W_{2}\left(q^{(n)}, q^{*}\right) \leq e^{-n \delta / 2 \kappa} W_{2}\left(q^{(0)}, q^{*}\right)+\frac{\delta^{2}}{1-e^{-\delta / 2 \kappa}} \sqrt{\frac{8 \mathcal{E}_{K}}{5}} \\
&+\frac{5 \delta^{2} d \sigma^{2}}{L^{2}\left(\delta^{2} \sqrt{\frac{8 \mathcal{E}_{K}}{5}}+\sqrt{1-e^{-\delta / \kappa} \sqrt{\frac{5 \delta^{2} d \sigma^{2}}{L^{2}}}}\right)} .
\end{aligned}
$$

By using the sandwich inequality (Lemma 13) we get,

$$
\begin{aligned}
& W_{2}\left(p^{(n)}, p^{*}\right) \leq \underbrace{4 e^{-n \delta / 2 \kappa} W_{2}\left(p^{(0)}, p^{*}\right)}_{T_{1}}+\underbrace{\frac{4 \delta^{2}}{1-e^{-\delta / 2 \kappa}} \sqrt{\frac{8 \mathcal{E}_{K}}{5}}}_{T_{2}} \\
&+\underbrace{\frac{20 \delta^{2} d \sigma^{2}}{L^{2}\left(\delta^{2} \sqrt{\frac{8 \mathcal{E}_{K}}{5}}+\sqrt{\left.1-e^{-\delta / \kappa} \sqrt{\frac{5 \delta^{2} d \sigma^{2}}{L^{2}}}\right)}\right.}}_{T_{3}} .
\end{aligned}
$$

We will now control each of these terms at a level $\varepsilon / 3$. By Lemma 25 we know $W_{2}^{2}\left(p^{(0)}, p^{*}\right) \leq$ $3\left(\frac{d}{m}+\mathcal{D}^{2}\right)$. So the choice,

$$
n \leq \frac{2 \kappa}{\delta} \log \left(\frac{36\left(\frac{d}{m}+\mathcal{D}^{2}\right)}{\varepsilon}\right)
$$

ensures that $T_{1}$ is controlled below the level $\varepsilon / 3$. Note that $1-e^{-\delta / 2 \kappa} \geq \delta / 4 \kappa$ as $\delta / \kappa<1$. So the choice $\delta<\varepsilon \kappa^{-1} \sqrt{5 / 479232\left(d / m+\mathcal{D}^{2}\right)} \leq \varepsilon \kappa^{-1} \sqrt{5 / 18432 \mathcal{E}_{K}}$ (by upper bound on $\mathcal{E}_{K}$ in Lemma 24) ensures,

$$
T_{2} \leq \frac{16 \delta^{2} \kappa}{\delta} \sqrt{\frac{8 \mathcal{E}_{K}}{5}} \leq \frac{\varepsilon}{3}
$$

Finally $\delta \leq \varepsilon^{2} \kappa^{-1} L^{2} / 1440 d \sigma^{2}$ ensures $T_{3}$ is bounded,

$$
T_{3}=\frac{20 \delta^{2} d \sigma^{2}}{L^{2}\left(\delta^{2} \sqrt{\frac{8 \mathcal{E}_{K}}{5}}+\sqrt{1-e^{-\delta / \kappa}} \sqrt{\frac{5 \delta^{2} d \sigma^{2}}{L^{2}}}\right)} \leq \frac{20 \delta^{2} d \sigma^{2}}{L^{2}\left(\delta^{2} \sqrt{\frac{8 \mathcal{E}_{K}}{5}}+\sqrt{\frac{5 \delta^{3} d \sigma^{2}}{2 L^{2} \kappa}}\right)} \leq \frac{20 \delta^{2} d \sigma^{2}}{L^{2} \sqrt{\frac{5 \delta^{3} d \sigma^{2}}{2 L^{2} \kappa}}} \leq \frac{\varepsilon}{3}
$$

This establishes our claim.

## B. 4 Technical Results

We state this theorem by Durmus and Moulines [27] used in the proof of Lemma 24 .
Theorem 12 [Theorem 1 in 27] For all $t \geq 0$ and $x \in \mathbb{R}^{d}$,

$$
\mathbb{E}_{p^{*}}\left[\left\|x-x^{*}\right\|_{2}^{2}\right] \leq \frac{d}{m}
$$

The following lemma is a standard result in linear algebra regarding the determinant of a block matrix. We apply this result in the proof of Theorem 5 .

Lemma 28 [Theorem 3 in 78] If $A, B, C$ and $D$ are square matrices of dimension $d$, and $C$ and $D$ commute, then we have

$$
\operatorname{det}\left(\left[\begin{array}{ll}
A & B \\
C & D
\end{array}\right]\right)=\operatorname{det}(A D-B C) \text {. }
$$

We finally present a useful lemma from [21] that we will use in the proof of Theorem 4.
Lemma 29 [Lemma 7 in 21] Let $A, B$ and $C$ be given non-negative numbers such that $A \in\{0,1\}$. Assume that the sequence of non-negative numbers $\left\{x_{k}\right\}_{k \in \mathbb{N}}$ satisfies the recursive inequality

$$
x_{k+1}^{2} \leq\left[(A) x_{k}+C\right]^{2}+B^{2}
$$

for every integer $k \geq 0$. Then

$$
\begin{equation*}
x_{k} \leq A^{k} x_{0}+\frac{C}{1-A}+\frac{B^{2}}{C+\sqrt{\left(1-A^{2}\right)} B} \tag{B.8}
\end{equation*}
$$

for all integers $k \geq 0$.

## Appendix C

## Proofs for Chapter 4

We outline here the organization of the Appendix.
In Appendix C.1, we list the variables used in this paper, with references to their definitions. In Appendix C.2, we give a description of two small constants, $\beta$ and $\nu$, which are used throughout our analysis to ensure regularity in time and space.

In Appendix C.3, we give a proof of Theorem 8. In Appendix C.4, we give a proof of Theorem 9 ,

In Appendix C.5, we specify the construction of the distance function $f$, which is used to demonstrate contraction. In Appendix C.6, we bound the moments of some of the relevant quantities; these are used in discretization bounds of Appendix C. 3 and C.4. In Appendix C.7. we gives proofs of the existence of our coupling constructions. In Appendix C.8, we prove that our coupling constructions have the correct marginals. We also prove that Algorithm 2 exactly implements 4.7.

## C. 1 Index of Notation

$\alpha_{f} \quad$ Parameter of $f$ 4.22). See (C.7) (overdamped) and 4.23)
(underdamped).
Constant in defining $\ell$. See also Section C.2.
$c_{\kappa} \quad$ See (4.6)
$C_{m} \quad$ Underdamped contraction rate, see (4.9).
$C_{o} \quad$ Overdamped contraction rate, see C.8).
$d \quad$ Dimension of $x$
$f \quad$ See (4.22)
$\kappa \quad$ Condition number, defined after Assumption (A3)
$\ell \quad$ Twice continuously differentiable approximation to $\|\cdot\|_{2}$ with $\beta$ error. See Lemma 31 .
$L \quad$ Lipschitz gradient parameter, see Assumption (A1)
$\mathcal{L} \quad$ Lyapunov function. See (C.11) (overdamped) and 4.27) (underdamped)
$m \quad$ Contraction parameter outside the $R$ ball. See Assumption (A3)
$\mathcal{M} \quad$ See (C.5) (overdamped) 4.15) (underdamped)
$q \quad$ See Lemma 30
$r \quad$ See 4.19).
$R \quad$ See Assumption (A3)
$\mathcal{R}_{f} \quad$ Parameter of $f$ 4.22). See (C.7) (overdamped) and 4.23) (underdamped).
$T_{\text {sync }} \quad$ See (4.8).
$\tau_{k} \quad$ See (4.17)
$w_{t} \quad$ Short for $u_{t}-v_{t}$, defined in 4.16)
$z_{t} \quad$ Short for $x_{t}-y_{t}$, defined in (4.16)

## C. 2 Two Small Constants

On $\ell$ and $\beta$ :
In this paper, we will take $\beta=1 / \operatorname{poly}\left(L, 1 / m, d, R, e^{L R^{2}}\right)$ to be a small constant. See the proofs of Theorem 8 and Theorem 9 for the exact values of $\beta$. Intuitively, $\beta$ is a radius inside of which we perform the following smoothing:

We define a function $q(r)$ in (C.1), which is a smoothed approximation of $|r|$, such that it has continuous second derivatives everywhere. Specifically, for $r \leq \beta / 2, q(r)$ is a cubic spline.

$$
q(r)= \begin{cases}\frac{\beta}{3}+\frac{8}{3 \beta^{2}} \cdot r^{3}, & \text { for } r \in[0, \beta / 4]  \tag{C.1}\\ \frac{5 \beta}{12}-r+\frac{4}{\beta} \cdot r^{2}-\frac{8}{3 \beta^{2}} \cdot r^{3}, & \text { for } r \in[\beta / 4, \beta / 2] \\ r, & \text { for } r \in[\beta / 2, \infty]\end{cases}
$$

This allows us to define a smoothed version of $\|x\|_{2}$, which has continuous second derivatives everywhere:

$$
\begin{equation*}
\ell(x)=q\left(\|x\|_{2}\right) . \tag{C.2}
\end{equation*}
$$

In various parts of our proof, we replace $\|\cdot\|_{2}$ by its smooth approximation $\ell(\cdot)$, defined in Lemma 31, parametrized by $\beta$; a small $\beta$ means that $\ell(\cdot)$ and $\|\cdot\|_{2}$ are close. We need to be careful as $\ell(\cdot)$ is strongly convex, with parameter $1 / \beta^{2}$, in a $\beta / 2$ radius around zero. We thus need to design our dynamics to ensure that the coupling has no noise in this region (see Eq. (4.15)).

When reading the proofs, it helps to think of $\ell(\cdot)=\|\cdot\|_{2}$ and $\beta=0$, as we can take $\beta$ to be arbitrarily small without additional computation costs.

On $\nu$ :
In order to demonstrate the existence of a strong solution to the coupling presented in Section 4.4.1 (Lemma 15), we switch between synchronous and reflection coupling at deterministic, finite intervals of width $\nu$.

This is not necessary strictly speaking, as there are results that ensure the existence of solutions of an SDE when the diffusion and drift coefficients are discontinuous but have finite variation. However, we choose to use a discretized coupling as the existence of its solution can be verified by using standard results.

This discretized coupling scheme adds an error term $\sigma_{t}$ (see Eq. (4.25)). We show in Lemma 42 that this is $o\left(\nu^{2}\right)$.

When reading the proofs, it helps to think of $\nu=0$ and $\sigma_{t}=0$, as we can take $\nu$ to be arbitrarily small without additional computation costs. In the proof, it suffices to let $\nu=1 / \operatorname{poly}\left(L, 1 / m, d, R, e^{L R^{2}}\right)$. See the proof and Theorem 9 for the exact value of $\nu$.

Note that $\nu$ is distinct from (and unrelated to) $\delta$, which is the step-size of the underdamped Langevin MCMC algorithm (Algorithm 2). The step size $\delta$ and the corresponding discretization error $\xi_{t}$, cannot be made arbitrarily small without additional computation costs.

Lemma 30 Let $\beta$ be any positive real. Let $q(r)$ be defined as in (C.1), reproduced below for ease of reference:

$$
q(r)= \begin{cases}\frac{\beta}{3}+\frac{8}{3 \beta^{2}} \cdot r^{3}, & \text { for } r \in[0, \beta / 4] \\ \frac{5 \beta}{12}-r+\frac{4}{\beta} \cdot r^{2}-\frac{8}{3 \beta^{2}} \cdot r^{3}, & \text { for } r \in[\beta / 4, \beta / 2] \\ r, & \text { for } r \in[\beta / 2, \infty]\end{cases}
$$

Then,

1. $q(r), q^{\prime}(r) / r$ and $q^{\prime \prime}(r) / r^{2}$ exist for all $r$, and are continuous.
2. For all $r, q(r)$ satisfies $\beta / 3 \leq q(r)$ and $|r-q(r)| \leq \beta / 3$. In addition, $q(r)=r$ for $r \geq \beta / 2$.
3. $q^{\prime}(r)$ is monotonically nondecreasing, $q^{\prime}(r)=1$ for $r \geq \beta / 2$, and $q^{\prime}(r)=0$ for $r=0$.
4. $q^{\prime \prime}(r)=0$ for all $r \geq \beta / 2$.

## Proof

Taking derivatives, we verify that

$$
\begin{aligned}
& q^{\prime}(r)= \begin{cases}\frac{8}{\beta^{2}} \cdot r^{2}, & \text { for } r \in[0, \beta / 4] \\
-1+\frac{8}{\beta} \cdot r-\frac{8}{\beta^{2}} \cdot r^{2}, & \text { for } r \in[\beta / 4, \beta / 2] \\
1, & \text { for } r \in[\beta / 2, \infty]\end{cases} \\
& q^{\prime \prime}(r)= \begin{cases}\frac{16}{\beta^{2}} \cdot r, & \text { for } r \in[0, \beta / 4] \\
\frac{8}{\beta}-\frac{16}{\beta^{2}} \cdot r, & \text { for } r \in[\beta / 4, \beta / 2] \\
0, & \text { for } r \in[\beta / 2, \infty] .\end{cases}
\end{aligned}
$$

All the claims can then be verified algebraically.
Lemma 31 For a given $\beta>0$, let $q(r)$ be as defined above. Define $\ell(x): \mathbb{R}^{n} \rightarrow \mathbb{R}^{+}$as $\ell(x)=q\left(\|x\|_{2}\right)$. Then

1. For all $x$, $\ell(x)$ satisfies $\beta / 3 \leq \ell(x)$ and $\left|\ell(x)-\|x\|_{2}\right| \leq \beta / 3$. In addition, for $\|x\|_{2} \geq$ $\beta / 2, \ell(x)=\|x\|_{2}$.
2. $\nabla \ell(x)=q^{\prime}\left(\|x\|_{2}\right) \frac{x}{\|x\|_{2}}$, for all $x,\|\nabla \ell(x)\|_{2} \leq 1$, for $\|x\|_{2} \geq \beta / 2$, $\nabla \ell(x)=\frac{x}{\|x\|_{2}}$.
3. for $\|x\|_{2} \geq \beta / 2, \nabla^{2} \ell(x)=q^{\prime \prime}\left(\|x\|_{2}\right) \frac{x x^{T}}{\|x\|_{2}^{2}}+q^{\prime}\left(\|x\|_{2}\right) \frac{1}{\|x\|_{2}}\left(I-\frac{x x^{T}}{\|x\|_{2}^{2}}\right)$.
4. $\nabla \ell(x)$ and $\nabla^{2} \ell(x)$ are defined everywhere and continuous. In particular, for $\|x\|_{2} \leq \beta / 2$,

$$
\|\nabla \ell(x)\|_{2} \leq 4, \text { and }\left\|\nabla^{2} \ell(x)\right\|_{2} \leq \frac{8}{\beta}
$$

## Proof

1. Immediate from Lemma 30, 2.
2. By Chain rule, $\nabla \ell(x)=q^{\prime}\left(\|x\|_{2}\right) \frac{x}{\|x\|_{2}}$. Furthermore, From the Lemma 30, 1, we verify that $\nabla \ell(x)$ is defined everywhere, including at 0 . The remaining claims follow from Lemma 30. 3
3. This is just chain rule, together with Lemma 30.1, which guarantees the existence of $q^{\prime \prime}\left(\|x\|_{2}\right) /\|x\|_{2}^{2}$ for all $x$.
4. Existence and continuity follow from Lemma 30 .

## C. 3 Proofs for overdamped Langevin Monte Carlo

## C.3.1 Coupling construction for overdamped Langevin MCMC

Let $\beta$ be a small constant (see proof of Theorem 8 for the exact value), and let $\ell(x)=q\left(\|x\|_{2}\right)$ be the smoothed approximation of $\|x\|_{2}$ as defined in Appendix C.2.

We begin by establishing the convergence of the continuous-time process in Eq. (4.3) to the invariant distribution. Similar to [32], we construct a coupling between the SDEs described by Eq. (4.3) and Eq. (4.4). We initialize the coupling at

$$
\begin{aligned}
& x_{0}=0 \\
& y_{0} \sim p^{*}(y),
\end{aligned}
$$

and evolve the pair $\left(x_{t}, y_{t}\right)$ according to the dynamics

$$
\begin{align*}
& d x_{t}=-\nabla U\left(x_{\left\lfloor\frac{t}{\delta}\right\rfloor \delta}\right) d t+\sqrt{2} d B_{t}  \tag{C.3}\\
& d y_{t}=-\nabla U\left(y_{t}\right) d t+\sqrt{2} d B_{t}-2 \sqrt{2} \gamma_{t} \gamma_{t}^{T} d B_{t}+\sqrt{2} \bar{\gamma}_{t} \bar{\gamma}_{t}^{T} d A_{t} \tag{C.4}
\end{align*}
$$

where the terms $\gamma_{t}$ and $\bar{\gamma}_{t}$ are defined as:

$$
\begin{align*}
\gamma_{t} & :=\left(\mathcal{M}\left(\left\|z_{t}\right\|_{2}\right)\right)^{1 / 2} \frac{z_{t}}{\left\|z_{t}\right\|_{2}} \\
\bar{\gamma}_{t} & :=\left(1-\left(1-2 \mathcal{M}\left(\left\|z_{t}\right\|_{2}\right)\right)^{2}\right)^{1 / 4} \frac{z_{t}}{\left\|z_{t}\right\|_{2}}, \\
z_{t} & :=x_{t}-y_{t}, \\
\mathcal{M}(r) & := \begin{cases}1, & \text { for } r \in[\beta, \infty) \\
\frac{1}{2}+\frac{1}{2} \cos \left(r \cdot \frac{2 \pi}{\beta}\right), & \text { for } r \in[\beta / 2, \beta] \\
0, & \text { for } r \in[0, \beta / 2]\end{cases} \tag{C.5}
\end{align*}
$$

We use the convention that $0 / 0=0$ when $\left\|z_{t}\right\|_{2}=0$. It can be verified that $\gamma_{t}$ and $\bar{\gamma}_{t}$ are Lipschitz and gradient-Lipschitz for all $z_{t} \in \mathbb{R}^{d}$.

The following lemma confirms that the dynamics (C.4) give the correct distribution.
Lemma 32 The dynamics in Eq. (C.4) is distributionally equivalent to the dynamics defined in Eq. 4.3).

We defer the proof to Appendix C. 8 .
For notational convenience, we define

$$
\begin{align*}
\nabla_{t} & :=\nabla U\left(x_{t}\right)-\nabla U\left(y_{t}\right) \\
\Delta_{t} & :=\nabla U\left(x_{\left\lfloor\frac{t}{\delta}\right\rfloor \delta}\right)-\nabla U\left(x_{t}\right) \tag{C.6}
\end{align*}
$$

Finally, we construct the Lyapunov function that we will use to show convergence. Let $f$ be as defined in Eq. 4.22), with

$$
\begin{equation*}
\alpha_{f}:=\frac{L}{4}, \quad \text { and }, \quad \mathcal{R}_{f}:=R \tag{C.7}
\end{equation*}
$$

Define a constant,

$$
\begin{equation*}
C_{o}:=\min \left\{\frac{1}{8 R^{2}} e^{-L R^{2} / 2}, m\right\} \tag{C.8}
\end{equation*}
$$

and finally, define two stochastic processes

$$
\begin{align*}
\xi_{t} & :=L \int_{0}^{t} e^{-C_{o}(t-s)}\left\|x_{s}-x_{\left\lfloor\frac{s}{\delta}\right\rfloor \delta}\right\|_{2} d s  \tag{C.9}\\
\phi_{t} & :=\int_{0}^{t} e^{-C_{o}(t-s)} f^{\prime}\left(\left\|z_{s}\right\|_{2}\right)\left\langle\frac{z_{s}}{\left\|z_{s}\right\|_{2}},\left(2 \sqrt{2} \gamma_{s} \gamma_{s}^{T} d B_{s}+\sqrt{2} \bar{\gamma}_{s} \bar{\gamma}_{s}^{T} d A_{s}\right)\right\rangle \tag{C.10}
\end{align*}
$$

With these definitions, the following stochastic process $\mathcal{L}_{t}$ acts as our Lyapunov function:

$$
\begin{equation*}
\mathcal{L}_{t}:=f\left(\ell\left(z_{t}\right)\right)-\xi_{t}-\phi_{t} \tag{C.11}
\end{equation*}
$$

## C.3.2 Proof of Theorem 8

The proof follows in three steps. In Step 1 we analyze the evolution of $f\left(\ell\left(z_{t}\right)\right)$ using Itô's Lemma. In Step 2 we use this to show that the Lyapunov function $\mathcal{L}_{t}$ which is defined in Eq. (C.11) contracts at a sufficiently fast rate. Finally in Step 3 we relate this contraction in the Lyapunov function to a bound on the iteration complexity of (4.4).

We note that the technique in establishing Step 1 is essentially taken from [32].
Step 1: By Itô's Lemma applied to $f\left(\ell\left(z_{t}\right)\right)$,

$$
\begin{aligned}
& d f\left(\ell\left(z_{t}\right)\right)=\underbrace{\left\langle\nabla_{z} f\left(\ell\left(z_{t}\right)\right),-\nabla_{t}-\Delta_{t}\right\rangle}_{=: \uparrow} d t+\underbrace{\frac{1}{2} \operatorname{tr}\left(\nabla_{z}^{2} f\left(\ell\left(z_{t}\right)\right)\left(8 \gamma_{t} \gamma_{t}^{T}+2 \bar{\gamma}_{t} \bar{\gamma}_{t}^{T}\right)\right)}_{=: 仓} d t \\
&+\left\langle\nabla_{z} f\left(\ell\left(z_{t}\right)\right), 2 \sqrt{2} \gamma_{t} \gamma_{t}^{T} d B_{t}-\sqrt{2} \bar{\gamma}_{t} \bar{\gamma}_{t}^{T} d A_{t}\right\rangle .
\end{aligned}
$$

We first bound the term ©. Note that $\nabla_{z} f\left(\ell\left(z_{t}\right)\right)=f^{\prime}\left(\ell\left(z_{t}\right)\right) \nabla \ell\left(z_{t}\right)$. When $z_{t}=0$, $\ell\left(z_{t}\right)=\beta / 3+8 /\left(3 \beta^{2}\right)$ by (C.1) and (C.2), so $f\left(\ell\left(z_{t}\right)\right)$ is well defined by Lemma 55.F2. By Lemma 31.2, $\nabla \ell\left(z_{t}\right)=\frac{q^{\prime}\left(\left\|z_{t}\right\|_{2}\right.}{\left\|z_{t}\right\|_{2}}$. Since $q^{\prime}(r) / r$ is always well defined for all $r$ (by Lemma 30.1), we conclude that when $z_{t}=0, \nabla \ell\left(z_{t}\right)=0$, and thus $\nabla f\left(\ell\left(z_{t}\right)\right)=0$ as well. For the case when $\left\|z_{t}\right\|_{2} \neq 0$ we have,

$$
\nabla f\left(\ell\left(z_{t}\right)\right)=f^{\prime}\left(\ell\left(z_{t}\right)\right) q^{\prime}\left(\left\|z_{t}\right\|_{2}\right) \frac{z_{t}}{\left\|z_{t}\right\|_{2}}
$$

where $q(\cdot)$ is the function used to define $\ell$ (see Lemma 30). Thus

$$
\begin{aligned}
& \boldsymbol{\oplus}= \\
&\left.=\nabla f\left(\ell\left(z_{t}\right)\right),-\nabla_{t}-\Delta_{t}\right\rangle \\
&= f^{\prime}\left(\ell\left(z_{t}\right)\right) \cdot q^{\prime}\left(\left\|z_{t}\right\|_{2}\right) \cdot\left\langle\frac{z_{t}}{\left\|z_{t}\right\|_{2}},-\nabla_{t}-\Delta_{t}\right\rangle \\
& \stackrel{(i)}{\leq} f^{\prime}\left(\ell\left(z_{t}\right)\right) \cdot q^{\prime}\left(\left\|z_{t}\right\|_{2}\right)\left\langle\frac{z_{t}}{\left\|z_{t}\right\|_{2}},-\nabla_{t}\right\rangle+\left\|\Delta_{t}\right\|_{2} \\
& \stackrel{(i i)}{\leq} \mathbb{1}\left\{\left\|z_{t}\right\|_{2} \in[0, \beta]\right\} \cdot L \beta+\mathbb{1}\left\{\left\|z_{t}\right\|_{2} \in[R, \infty]\right\} \cdot\left(-m\left\|z_{t}\right\|_{2}\right) \\
& \quad+\mathbb{1}\left\{\left\|z_{t}\right\|_{2} \in(\beta, R)\right\} \cdot f^{\prime}\left(\ell\left(z_{t}\right)\right) \cdot\left(L\left\|z_{t}\right\|_{2}\right)+\left\|\Delta_{t}\right\|_{2},
\end{aligned}
$$

where ( $i$ ) is by the Cauchy-Schwarz inequality, along with the fact that $\left|f^{\prime}(r)\right| \leq 1$ (see (F2) of Lemma 55), and Lemma 30.3. The inequality in (ii) can be verified by considering three disjoint events. When $\left\|z_{t}\right\|_{2} \in[0, \beta]$, the bound follows by Cauchy-Schwarz, (F2) of Lemma 55, combined with Lemma 30.3. When $\left\|z_{t}\right\|_{2} \in[R, \infty]$ the bound follows from strong convexity (Assumption (A3)). When $\left\|z_{t}\right\|_{2} \in(\beta, R]$, we bound the term using Cauchy-Schwarz, Assumption (A1), and Lemma 30.3.

Next, we consider the other term $\triangle=\frac{1}{2} \operatorname{tr}\left(\nabla_{z}^{2} f\left(\ell\left(z_{t}\right)\right)\left(8 \gamma_{t} \gamma_{t}^{T}+2 \bar{\gamma}_{t} \bar{\gamma}_{t}^{T}\right)\right)$.

First, consider the case when $\left\|z_{t}\right\|_{2}=0$. By chain rule, and by definition of $\ell$ in (C.2) and $q$ in (C.1),

$$
\begin{equation*}
\nabla^{2} f\left(\ell\left(z_{t}\right)\right)=f^{\prime}\left(\ell\left(z_{t}\right)\right) \nabla^{2} q\left(\left\|z_{t}\right\|_{2}\right)+f^{\prime \prime}\left(\ell\left(z_{t}\right)\right) \nabla q\left(\left\|z_{t}\right\|_{2}\right)\left(\nabla q\left(\left\|z_{t}\right\|_{2}\right)\right)^{T} \tag{C.12}
\end{equation*}
$$

We further verify that at $\left\|z_{t}\right\|_{2}=0$,

$$
\begin{align*}
& \nabla q\left(\left\|z_{t}\right\|_{2}\right)=\frac{8}{3 \beta^{2}}\left\|z_{t}\right\|_{2} z_{t}=0  \tag{C.13}\\
& \nabla^{2} q\left(\left\|z_{t}\right\|_{2}\right)=\frac{8}{3 \beta^{2}}\left\|z_{t}\right\|_{2} I+\frac{z_{t} z_{t}^{T}}{\left\|z_{t}\right\|_{2}}=0 \tag{C.14}
\end{align*}
$$

Thus for $\left\|z_{t}\right\|_{2}=0, \nabla^{2} f\left(\ell\left(z_{t}\right)\right)=0$, and the following holds:

$$
\bigcirc=0=\mathbb{1}\left\{\left\|z_{t}\right\|_{2} \in[\beta, R]\right\} 4 f^{\prime \prime}\left(\ell\left(z_{t}\right)\right) .
$$

Next, consider the case when $\left\|z_{t}\right\|_{2} \neq 0$,

$$
\begin{gathered}
\nabla^{2} f\left(\ell\left(z_{t}\right)\right)=f^{\prime \prime}\left(\ell\left(z_{t}\right)\right) q^{\prime}\left(\left\|z_{t}\right\|_{2}\right)^{2} \frac{z_{t} z_{t}^{T}}{\left\|z_{t}\right\|_{2}^{2}}+f^{\prime}\left(\ell\left(z_{t}\right)\right) q^{\prime}\left(\left\|z_{t}\right\|_{2}\right) \frac{1}{\left\|z_{t}\right\|_{2}}\left(I-\frac{z_{t} z_{t}^{T}}{\left\|z_{t}\right\|_{2}}\right) \\
+f^{\prime}\left(\ell\left(z_{t}\right)\right) q^{\prime \prime}\left(\left\|z_{t}\right\|_{2}\right) \frac{z_{t} z_{t}^{T}}{\left\|z_{t}\right\|_{2}^{2}}
\end{gathered}
$$

Exapanding using the definition of $\Omega$,

$$
\begin{aligned}
& \odot= \frac{1}{2} \\
& \stackrel{\operatorname{tr}}{(i)}\left(\nabla_{z}^{2} f\left(\ell\left(z_{t}\right)\right)\left(8 \gamma_{t} \gamma_{t}^{T}+2 \bar{\gamma}_{t} \bar{\gamma}_{t}^{T}\right)\right) \\
& \frac{1}{2} \operatorname{tr}\left(f^{\prime \prime}\left(\ell\left(z_{t}\right)\right) \cdot q^{\prime}\left(\left\|z_{t}\right\|_{2}\right)^{2} \cdot \frac{z_{t} z_{t}^{T}}{\left\|z_{t}\right\|_{2}^{2}}\left(8 \gamma_{t} \gamma_{t}^{T}+2 \bar{\gamma}_{t} \bar{\gamma}_{t}^{T}\right)\right) \\
&+\underbrace{\frac{1}{2} \operatorname{tr}\left(f^{\prime}\left(\ell\left(z_{t}\right)\right) \cdot q^{\prime}\left(\left\|z_{t}\right\|_{2}\right) \cdot \frac{1}{\left\|z_{t}\right\|_{2}}\left(I-\frac{z_{t} z_{t}^{T}}{\left\|z_{t}\right\|_{2}}\right)\left(8 \gamma_{t} \gamma_{t}^{T}+2 \bar{\gamma}_{t} \bar{\gamma}_{t}^{T}\right)\right)}_{=: \bigodot_{1}} \\
&+\underbrace{\frac{1}{2} \operatorname{tr}\left(f^{\prime}\left(\ell\left(z_{t}\right)\right) q^{\prime \prime}\left(z_{t}\right) \frac{z_{t} z_{t}^{T}}{\left\|z_{t}\right\|_{2}^{2}}\left(8 \gamma_{t} \gamma_{t}^{T}+2 \bar{\gamma}_{t} \bar{\gamma}_{t}^{T}\right)\right)}_{=: \mathscr{O}_{2}},
\end{aligned}
$$

where $(i)$ is by the expression for $\nabla^{2} f\left(\ell\left(z_{t}\right)\right)$ above.
Before proceeding, we verify by definition of $\gamma_{t}$ and $\bar{\gamma}_{t}$ in Eq. (C.5) that

$$
\begin{equation*}
\operatorname{tr}\left(\frac{z_{t} z_{t}^{T}}{\left\|z_{t}\right\|_{2}^{2}}\left(8 \gamma_{t} \gamma_{t}^{T}+2 \bar{\gamma}_{t} \bar{\gamma}_{t}^{T}\right)\right)=8\left\|\gamma_{t}\right\|_{2}^{2}+2\left\|\bar{\gamma}_{t}\right\|_{2}^{2} \tag{C.15}
\end{equation*}
$$

First we simplify $\varrho_{1}$ :

$$
\begin{aligned}
\bigcirc_{1} & =\frac{1}{2} f^{\prime \prime}\left(\ell\left(z_{t}\right)\right) \cdot q^{\prime}\left(\left\|z_{t}\right\|_{2}\right)^{2} \cdot\left(8\left\|\gamma_{t}\right\|_{2}^{2}+2\left\|\bar{\gamma}_{t}\right\|_{2}^{2}\right) \\
& \stackrel{(i)}{\leq} \mathbb{1}\left\{\left\|z_{t}\right\|_{2} \in[\beta, R]\right\}\left(f^{\prime \prime}\left(\ell\left(z_{t}\right)\right) \cdot\left(4\left\|\gamma_{t}\right\|_{2}^{2}+\left\|\bar{\gamma}_{t}\right\|_{2}^{2}\right)\right) \\
& \stackrel{(i i)}{=} \mathbb{1}\left\{\left\|z_{t}\right\|_{2} \in[\beta, R]\right\} 4 f^{\prime \prime}\left(\ell\left(z_{t}\right)\right),
\end{aligned}
$$

where the inequality $(i)$ is because $f^{\prime \prime}(r) \leq 0$ for all $r>0$ (by Lemma 55.(F5)), $q^{\prime}(r) \geq 0$ for all $r$ (by Lemma 30,3) and $q^{\prime}(r)=1$ for all $r \geq \beta / 2$ (Lemma 30.3). The equality in (ii) is because $\gamma_{t}=1$ and $\bar{\gamma}_{t}=0$ for $\left\|z_{t}\right\|_{2} \geq \beta$ (by their definition in Eq. (C.5)).

Next, using Eq. C.15), we can immediately verify that $\triangle_{2}=0$.
Finally, we focus on $\bigcirc_{3}$,

$$
\circlearrowleft_{3}=\frac{1}{2} f^{\prime}\left(\ell\left(z_{t}\right)\right) q^{\prime \prime}\left(z_{t}\right)\left(8\left\|\gamma_{t}\right\|_{2}^{2}+2\left\|\bar{\gamma}_{t}\right\|_{2}^{2}\right)=0
$$

where we use the fact that $q^{\prime \prime}\left(\left\|z_{t}\right\|_{2}\right)=0$ if $\left\|z_{t}\right\|_{2} \geq \beta / 2$ (by Lemma 30, 4) and $\gamma_{t}=\bar{\gamma}_{t}=0$ if $\left\|z_{t}\right\|_{2} \leq \beta / 2$ (by its definition in Eq. (C.5)).

Putting together the bounds on $\Omega_{1}, \Omega_{2}$ and $\Omega_{3}$, we can upper bound $\Omega$ as

$$
\bigcirc \leq \mathbb{1}\left\{\left\|z_{t}\right\|_{2} \in[\beta, R]\right\} 4 f^{\prime \prime}\left(\ell\left(z_{t}\right)\right)
$$

Combining the upper bounds on $\boldsymbol{\phi}$ and $\Omega$,

$$
\begin{aligned}
\boldsymbol{\phi}+\odot \leq & \underbrace{\mathbb{1}\left\{\left\|z_{t}\right\|_{2} \in[\beta, R]\right\}\left(L\left\|z_{t}\right\|_{2} f^{\prime}\left(\ell\left(z_{t}\right)\right)+4 f^{\prime \prime}\left(\ell\left(z_{t}\right)\right)\right)}_{=: \bullet} \\
& +\mathbb{1}\left\{\left\|z_{t}\right\|_{2} \in[R, \infty]\right\} \cdot\left(-m\left\|z_{t}\right\|_{2}\right)+\left\|\Delta_{t}\right\|_{2}+L \beta .
\end{aligned}
$$

Let us now focus on \&. By Lemma 55 ,

$$
\begin{aligned}
& \mathscr{Q}=\mathbb{1}\left\{\left\|z_{t}\right\|_{2} \in[\beta, R]\right\} \cdot\left(L\left\|z_{t}\right\|_{2} f^{\prime}\left(\ell\left(z_{t}\right)\right)+4 f^{\prime \prime}\left(\ell\left(z_{t}\right)\right)\right) \\
& \stackrel{(i)}{\leq} \mathbb{1}\left\{\left\|z_{t}\right\|_{2} \in[\beta, R]\right\} \cdot\left(L \cdot \ell\left(z_{t}\right) f^{\prime}\left(\ell\left(z_{t}\right)\right)+4 f^{\prime \prime}\left(\ell\left(z_{t}\right)\right)+L \beta / 3\right) \\
& \stackrel{(i i)}{\leq} \mathbb{1}\left\{\left\|z_{t}\right\|_{2} \in[\beta, R]\right\} \cdot\left(-C_{o} f\left(\ell\left(z_{t}\right)\right)\right)+L \beta / 3 \\
& \stackrel{(i i i)}{\leq} \mathbb{1}\left\{\left\|z_{t}\right\|_{2} \in[0, R]\right\}\left(-C_{o} f\left(\ell\left(z_{t}\right)\right)\right)+\left(L+8 C_{o}\right) \beta \\
& \stackrel{(i v)}{\leq} \mathbb{1}\left\{\left\|z_{t}\right\|_{2} \in[0, R]\right\}\left(-C_{o} f\left(\ell\left(z_{t}\right)\right)\right)+10 L \beta,
\end{aligned}
$$

where $(i)$ is because $\left|\left\|z_{t}\right\|_{2}-\ell\left(z_{t}\right)\right| \leq \beta / 3$ (by Lemma 31.1) and because $\left|f^{\prime}(r)\right| \leq 1$ for all $r>0$ (by Lemma 55. (F2)). The inequality in (ii) is by Lemma 55 (F4), our definition of $C_{o}$ in (C.8), and the fact that $\left\|z_{t}\right\|_{2} \in[\beta, R]$ implies $\ell\left(z_{t}\right) \leq R$ (Lemma 31.1). Inequality (iii) is again by Lemma 31.1 and Lemma 55 (F3). Finally, (iv) is by C.8) and $m \leq L$, a consequence of Assumptions (A1) and (A3).

Thus,

$$
\begin{aligned}
\boldsymbol{\oplus}+\odot & \leq \mathbb{1}\left\{\left\|z_{t}\right\|_{2} \in[0, R]\right\}\left(-C_{o} f\left(\ell\left(z_{t}\right)\right)\right)+\mathbb{1}\left\{\left\|z_{t}\right\|_{2} \in[R, \infty]\right\} \cdot\left(-m\left\|z_{t}\right\|_{2}\right)+11 L \beta+\left\|\Delta_{t}\right\|_{2} \\
& \leq-C_{o} f\left(\ell\left(z_{t}\right)\right)+12 L \beta+\left\|\Delta_{t}\right\|_{2},
\end{aligned}
$$

where the second line is by Lemma 31.1 and 55 . (F3), and by $m \leq L$.
Putting this together with the expression for $d f\left(\ell\left(z_{t}\right)\right)$,

$$
\begin{gathered}
d f\left(\ell\left(z_{t}\right)\right) \leq\left(-C_{o} f\left(\ell\left(z_{t}\right)\right)+12 L \beta+\left\|\Delta_{t}\right\|_{2}\right) d t+\left\langle\nabla_{z} f\left(\ell\left(z_{t}\right)\right), 2 \sqrt{2} \gamma_{t} \gamma_{t}^{T} d B_{t}+\sqrt{2} \bar{\gamma}_{t} \bar{\gamma}_{t}^{T} d A_{t}\right\rangle \\
\leq\left(-C_{o} f\left(\ell\left(z_{t}\right)\right)+12 L \beta+L\left\|x_{t}-x\left\lfloor\frac{t}{\delta}\right\rfloor \delta\right\|_{2}\right) d t \\
\quad+\left\langle\nabla_{z} f\left(\ell\left(z_{t}\right)\right), 2 \sqrt{2} \gamma_{t} \gamma_{t}^{T} d B_{t}+\sqrt{2} \bar{\gamma}_{t} \bar{\gamma}_{t}^{T} d A_{t}\right\rangle .
\end{gathered}
$$

The second inequality uses the definition of $\Delta_{t}$ in Eq. (C.6) and Assumption (A1).
Step 2: If we consider the evolution of the Lyapunov function $\mathcal{L}_{t}$ (defined in Eq. (C.11)), we can verify that

$$
\begin{aligned}
d \mathcal{L}_{t} & =d\left(f\left(\ell\left(z_{t}\right)\right)-\phi_{t}-\xi_{t}\right) \\
& \stackrel{(i)}{\leq}-C_{o}\left(f\left(\ell\left(z_{t}\right)\right)-\phi_{t}-\xi_{t}\right) d t+12 L \beta d t \\
& =-C_{o} \mathcal{L}_{t} d t+12 L \beta d t,
\end{aligned}
$$

where the simplification in inequality $(i)$ can be verified by taking time derivatives of stochastic processes $\phi_{t}$ and $\xi_{t}$ defined in Eq. (C.10) and Eq. C.9).

Applying Grönwall's inequality,

$$
\mathcal{L}_{t} \leq e^{-C_{o} t} \mathcal{L}_{0}+\int_{0}^{t} e^{-C_{o}(t-s)} 12 L \beta d s \leq e^{-C_{o} t} \mathcal{L}_{0}+\frac{12 L \beta}{C_{o}}
$$

Using the definition of $\mathcal{L}_{t}$ in Eq. (C.11) we get,

$$
f\left(\ell\left(z_{t}\right)\right) \leq e^{-C_{o} t} f\left(\ell\left(z_{0}\right)\right)+\xi_{t}+\phi_{t} .
$$

Taking expectations with respect to the Brownian motion yields:

$$
\begin{equation*}
\mathbb{E}\left[f\left(\ell\left(z_{t}\right)\right)\right] \leq e^{-C_{o} t} \mathbb{E}\left[f\left(\ell\left(z_{0}\right)\right)\right]+\mathbb{E}\left[\xi_{t}\right]+\mathbb{E}\left[\phi_{t}\right] \tag{C.16}
\end{equation*}
$$

By the definition of $\phi_{t}$ in Eq. (C.10), we verify that $\mathbb{E}\left[\phi_{t}\right]=0$, and by definition of $\xi_{t}$ in

Eq. (C.9),

$$
\begin{aligned}
\mathbb{E}\left[\xi_{t}\right] & =\int_{0}^{t} e^{-C_{o}(t-s)} \mathbb{E}\left[\left\|x_{t}-x_{\left\lfloor\frac{t}{\delta}\right\rfloor \delta}\right\|_{2}\right] d s \\
& \leq \int_{0}^{t} e^{-C_{o}(t-s)} \mathbb{E}\left[\left\|\left(s-\left\lfloor\frac{s}{\delta}\right\rfloor \delta\right) \nabla U\left(x_{\left\lfloor\frac{s}{\delta}\right\rfloor \delta}\right)+\int_{\left\lfloor\frac{s}{\delta}\right\rfloor \delta}^{s} d B_{r}\right\|_{2}\right] d s \\
& \leq \int_{0}^{t} e^{-C_{o}(t-s)}\left(\mathbb{E}\left[\delta L \| x_{\left.\left\lfloor\frac{s}{\delta}\right\rfloor \delta \|_{2}\right]}+\sqrt{\delta d}\right) d s\right. \\
& \leq \int_{0}^{t} e^{-C_{o}(t-s)}\left(2 \delta L \sqrt{R^{2}+d / m}+\sqrt{\delta d}\right) d s \\
& \leq \frac{2 \delta L \sqrt{R^{2}+d / m}+\sqrt{\delta d}}{C_{o}}
\end{aligned}
$$

We can also bound the initial value of $\mathbb{E}\left[f\left(\ell\left(z_{0}\right)\right)\right]$ as follows:

$$
\mathbb{E}\left[f\left(\ell\left(z_{0}\right)\right)\right] \stackrel{(i)}{=} \mathbb{E}\left[f\left(\ell\left(y_{0}\right)\right)\right] \stackrel{(i i)}{\leq} \mathbb{E}\left[\ell\left(y_{0}\right)\right] \stackrel{(i i i)}{\leq} \mathbb{E}\left[\left\|y_{0}\right\|_{2}\right]+\beta / 3 \stackrel{(i v)}{\leq} \sqrt{R^{2}+\frac{d}{m}}+\beta / 3
$$

where $(i)$ is because $\left.x^{( } 0\right)=0$ in Eq. (C.3), (ii) is by Lemma 55. (F3), (iii) is by Lemma 31. 1 , and finally $(i v)$ is by Lemma 61 .

Let $n$ be the number of time steps, so that $t=n \delta$. Substituting into the inequality in Eq. (C.16), we get

$$
\mathbb{E}\left[f\left(\ell\left(z_{n \delta}\right)\right)\right] \leq e^{-C_{o}(n \delta)}\left(32 \sqrt{R^{2}+\frac{d}{m}}+\beta / 3\right)+\frac{2 \delta L \sqrt{R^{2}+d / m}+\delta d}{C_{o}}+\frac{12 L \beta}{C_{o}} .
$$

Step 3: We translate our bound on $\mathbb{E}\left[f\left(\ell\left(z_{n \delta}\right)\right)\right]$ to a bound on $\mathbb{E}\left[\left\|z_{n \delta}\right\|_{2}\right]$, which implies a bound in 1-Wasserstein distance. By Lemma 55(F3),

$$
\begin{aligned}
& \mathbb{E}\left[\left\|z_{n \delta}\right\|_{2}\right] \\
& \quad \leq 2 e^{L(R+\beta)^{2} / 2}\left(e^{-C_{o}(n \delta)}\left(32 \sqrt{R^{2}+\frac{d}{m}}+\beta / 3\right)+\frac{2 \delta L \sqrt{R^{2}+d / m}+\delta d}{C_{o}}+\frac{12 L \beta}{C_{o}}\right) \\
& \quad \leq 4 e^{L R^{2} / 2}\left(e^{-C_{o}(n \delta)}\left(32 \sqrt{R^{2}+\frac{d}{m}}\right)+\frac{2 \delta L \sqrt{R^{2}+d / m}+\delta d}{C_{o}}\right),
\end{aligned}
$$

where for the second inequality, it suffices to let $\beta=\delta d / 6$
For a given $\varepsilon$, the first term is less than $\varepsilon / 2$ if

$$
n \delta \geq 10\left(\log \left(\frac{R^{2}+d / m}{\varepsilon}\right)+L R^{2}\right) \cdot \frac{1}{C_{o}} .
$$

The second term is less than $\varepsilon / 2$ if

$$
\delta \leq \frac{1}{10} e^{-L R^{2} / 2} \min \left\{\frac{\varepsilon}{\sqrt{R^{2}+d / m}}, \frac{\varepsilon^{2} C_{o}}{d}\right\}
$$

By the definition of $C_{o}$ in Eq. C.8,

$$
C_{o} \leq \frac{1}{8} \min \left\{\frac{\exp \left(-L R^{2} / 2\right)}{R^{2}}, m\right\}=\frac{\exp \left(L R^{2} / 2\right)}{8 R^{2}}
$$

where the equality is by our assumption on the strong convexity parameter $m$ in the theorem statement. Recall that we also assume that $\varepsilon \leq \frac{d R^{2}}{\sqrt{d / m+R^{2}}}$. Thus we can verify that

$$
\min \left\{\frac{\varepsilon}{\sqrt{R^{2}+d / m}}, \frac{\varepsilon^{2} C_{o}}{d}\right\}=\frac{\varepsilon^{2} C_{o}}{d} .
$$

Putting everything together, we obtain a guarantee that $\mathbb{E}\left[\left\|z_{t}\right\|_{2}\right] \leq \varepsilon$ if

$$
\delta=\frac{\varepsilon^{2} \exp \left(-L R^{2}\right)}{2^{10} R^{2} d}
$$

and

$$
n \geq 2^{18} \log \left(\frac{R^{2}+d / m}{\varepsilon}\right) \cdot R^{4} \cdot \exp \left(\frac{3 L R^{2}}{2}\right) \cdot \frac{d}{\varepsilon^{2}}
$$

as prescribed by the theorem statement.

## C. 4 Proofs for Underdamped Langevin Monte Carlo

## C.4.1 Overview

The main idea behind the proof is to show that $\mathcal{L}_{t}$ contracts with probability one by a factor of $e^{-C_{m} \nu}$, going from $t=(k-1) \nu$ to $t=k \nu$. The result can be found in Lemma 50 in Section C.4.5. The proof considers four cases:

1. $\mu_{k-1}=1, \mu_{k}=1$. In Lemma 53 in Section C.4.5. we show that $\mathcal{L}_{k \nu} \leq e^{-C_{m} \nu} \mathcal{L}_{(k-1) \nu}$. The proof of this result in turn uses Lemma 33 in Section C.4.2, which shows that $\mathcal{L}_{t}$ contracts at a rate of $-C_{m}$ over the interval $t \in[(k-1) \nu, k \nu]$.
2. $\mu_{k-1}=1, \mu_{k}=0$. In Lemma 54 in Section C.4.5. we show that $\mathcal{L}_{k \nu} \leq e^{-C_{m} \nu} \mathcal{L}_{(k-1) \nu}$. The proof of this result is almost identical to the preceding case $\mu_{k-1}=1, \mu_{k}=1$. (In particular, $\mathcal{L}_{t}$ undergoes no jump in value at $t=k \nu$, in spite in the change in value from $\mu_{k-1}=1$ to $\mu_{k}=0$. See proof for details.)
3. $\mu_{k-1}=0, \mu_{k}=0$. In Lemma 52 in Section C.4.5, we show that $\mathcal{L}_{k \nu} \leq e^{-C_{m} \nu} \mathcal{L}_{(k-1) \nu}$. The proof of this result is mainly based on the definition of $\mathcal{L}_{t}$.
4. $\mu_{k-1}=0, \mu_{k}=1$. In Lemma 51 in Section C.4.5. we show that $\mathcal{L}_{k \nu} \leq e^{-C_{m} \nu} \mathcal{L}_{(k-1) \nu}$. This case is somewhat tricky, as $\mathcal{L}_{t}$ undergoes a jump in value at $t=k \nu$. Specifically, $\mathcal{L}_{t}$ jumps from $e^{-C_{m} T_{s y n c}}\left(f\left(r_{\tau_{k-1}}\right)-\xi_{\tau_{k-1}}\right)-\left(\sigma_{k \nu}+\phi_{k \nu}\right)$ to $f\left(r_{k \nu}\right)-\xi_{k \nu}-\left(\sigma_{k \nu}+\phi_{k \nu}\right)$. We prove that this jump is always negative (Lemma 34, Section C.4.3). The proof of Lemma 36 in turn relies on a contraction result in Lemma 37 ,

Having proven Lemma 50, we prove Theorem 9 by applying Lemma 50 recursively, and showing that $\mathbb{E}\left[\mathcal{L}_{t}\right]$ sandwiches the Wasserstein distance $W_{1}\left(p_{t}, p^{*}\right)$.

## C.4.2 Contraction under Reflection Coupling

Our main result is stated as Lemma 33. It shows that $\mu_{k} f\left(r_{t}\right)$ contracts at a rate of $\exp \left(-C_{m} t\right)$, plus some discretization error terms.

Lemma 33 For any positive integer $k$, with probability one we have,

$$
\begin{aligned}
\mu_{k} \cdot\left(f\left(r_{(k+1) \nu}\right)\right. & \left.-\xi_{(k+1) \nu}\right)-\left(\sigma_{(k+1) \nu}+\phi_{(k+1) \nu}\right) \\
& \leq e^{-C_{m} \nu}\left(\mu_{k} \cdot\left(f\left(r_{k \nu}\right)-\xi_{k \nu}\right)-\left(\sigma_{k \nu}+\phi_{k \nu}\right)\right)+5 \beta \nu
\end{aligned}
$$

## Proof

If $\mu_{k}=0$, by definition of $\sigma_{t}$ and $\phi_{t}$ in 4.26), $\sigma_{(k+1) \nu}=e^{-C_{m} \nu} \sigma_{k \nu}$ and $\phi_{(k+1) \nu}=e^{-C_{m} \nu} \phi_{k \nu}$, so the inequality reduces to $e^{-C_{m} \nu}\left(-\left(\sigma_{k \nu}+\phi_{k \nu}\right)\right) \leq e^{-C_{m} \nu}\left(-\left(\sigma_{k \nu}+\phi_{k \nu}\right)\right)+5 \beta \nu$ which is clearly true. To simplify notation, we leave out the factor of $\mu_{k}$ in subsequent expressions and assume that $\mu_{k}=1$ unless otherwise stated.

For the rest of this proof, we will consider time $s \in[k \nu,(k+1) \nu)$ for some $k$.

Let us first establish some useful derivatives of the function $f$ :

$$
\begin{gather*}
\nabla_{z} f\left(r_{s}\right)=f^{\prime}\left(r_{s}\right) \cdot\left(1+2 c_{\kappa}\right) q^{\prime}\left(\left\|z_{s}\right\|_{2}\right) \cdot \frac{z_{s}}{\left\|z_{s}\right\|_{2}}+f^{\prime}\left(r_{s}\right) \cdot q^{\prime}\left(z_{s}+w_{s}\right) \cdot \frac{z_{s}+w_{s}}{\left\|z_{s}+w_{s}\right\|_{2}}, \\
\nabla_{w} f\left(r_{s}\right)=f^{\prime}\left(r_{s}\right) \cdot q^{\prime}\left(\left\|z_{s}+w_{s}\right\|_{2}\right) \cdot \frac{z_{s}+w_{s}}{\left\|z_{s}+w_{s}\right\|_{2}}, \\
\nabla_{w}^{2} f\left(r_{s}\right)=f^{\prime}\left(r_{s}\right) \cdot q^{\prime}\left(\left\|z_{s}+w_{s}\right\|_{2}\right) \cdot \frac{1}{\left\|z_{s}+w_{s}\right\|_{2}}\left(I-\frac{\left(z_{s}+w_{s}\right)\left(z_{s}+w_{s}\right)^{T}}{\left\|z_{s}+w_{s}\right\|_{2}^{2}}\right) \\
\quad+f^{\prime}\left(r_{s}\right) q^{\prime \prime}\left(\left\|z_{s}+w_{s}\right\|_{2}\right) \frac{\left(z_{s}+w_{s}\right)\left(z_{s}+w_{s}\right)^{T}}{\left\|z_{s}+w_{s}\right\|_{2}^{2}} \\
\quad+f^{\prime \prime}\left(r_{s}\right) q^{\prime}\left(\left\|z_{s}+w_{s}\right\|_{2}\right)^{2} \frac{\left(z_{s}+w_{s}\right)\left(z_{s}+w_{s}\right)^{T}}{\left\|z_{s}+w_{s}\right\|_{2}^{2}} \tag{C.17}
\end{gather*}
$$

The derivatives follow from Lemma 31 and by the definition of $r_{t}$ in Eq. 4.19). From Lemma 31. 3, $\nabla_{w}^{2} f\left(\left(1+2 c_{\kappa}\right) \ell(z)+\ell(z+w)\right)$ exists everywhere and is continuous, with $\left.\nabla_{w}^{2} f\left(\left(1+2 c_{\kappa}\right) \ell(z)+\ell(z+w)\right)\right|_{z+w=0}=0$. Note that, we use the convention $0 / 0=0$.

For any $s \in[k \nu,(k+1) \nu)$, we have:

$$
\begin{align*}
d \mu_{k} \cdot f\left(r_{s}\right) \stackrel{(i)}{=} & \mu_{k} \cdot\left\langle\nabla_{z} f\left(r_{s}\right), d z_{s}\right\rangle+\left\langle\nabla_{w} f\left(r_{s}\right), d w_{s}\right\rangle \\
& +\mu_{k} \cdot \frac{8 c_{\kappa}}{L} \gamma_{s}^{T} \nabla_{w}^{2} f\left(r_{s}\right) \gamma_{s} d s+\frac{2 c_{\kappa}}{L} \bar{\gamma}_{s}^{T} \nabla_{w}^{2} f\left(r_{s}\right) \bar{\gamma}_{s} d s \\
\stackrel{(i i)}{=} & \mu_{k} \cdot \underbrace{\left(\left\langle\nabla_{z} f\left(r_{s}\right), w_{s}\right\rangle+\left\langle\nabla_{w} f\left(r_{s}\right),-2 w_{s}-\frac{c_{\kappa}}{L} \nabla_{s}-\frac{c_{\kappa}}{L} \Delta_{s}\right\rangle\right)}_{=: \uparrow} d s \\
& +\mu_{k} \cdot \underbrace{\left(\left(\frac{8 c_{\kappa}}{L} \gamma_{s}^{T} \nabla_{w}^{2} f\left(r_{s}\right) \gamma_{s}+\frac{2 c_{\kappa}}{L}\right.\right.}_{=: 仓} \bar{\gamma}_{s}^{T} \nabla_{w}^{2} f\left(r_{s}\right) \bar{\gamma}_{s}))
\end{align*} s
$$

where ( $i$ ) follows from Itô's Lemma, and (ii) follows from Eqs. 4.11 - 4.14), and the definition of $\nabla_{t}$ and $\Delta_{t}$ in Eq. 4.20).

In the sequel, we upper bound the terms $\boldsymbol{\phi}, \bigcirc, \boldsymbol{\infty}$ separately. Before we proceed, we verify the following inequalities:

$$
q^{\prime}\left(\left\|z_{s}\right\|_{2}\right)\left\langle\frac{z_{s}}{\left\|z_{s}\right\|_{2}}, w_{s}\right\rangle=q^{\prime}\left(\left\|z_{s}\right\|_{2}\right)\left\langle\frac{z_{s}}{\left\|z_{s}\right\|_{2}}, z_{s}+w_{s}-z_{s}\right\rangle \stackrel{(i)}{\leq} q^{\prime}\left(\left\|z_{s}\right\|_{2}\right)\left(\left\|z_{s}+w_{s}\right\|_{2}-\left\|z_{s}\right\|_{2}\right)
$$

where $(i)$ is by Cauchy-Schwarz, and:

$$
\begin{aligned}
& q^{\prime}\left(\left\|z_{s}+w_{s}\right\|_{2}\right)\left\langle\frac{z_{s}+w_{s}}{\left\|z_{s}+w_{s}\right\|_{2}},-w_{s}-\frac{c_{\kappa}}{L} \nabla_{s}\right\rangle \\
& \quad=q^{\prime}\left(\left\|z_{s}+w_{s}\right\|_{2}\right)\left\langle\frac{z_{s}+w_{s}}{\left\|z_{s}+w_{s}\right\|_{2}},-z_{s}-w_{s}+z_{s}-\frac{c_{\kappa}}{L} \nabla_{s}\right\rangle \\
& \quad \stackrel{(i)}{\leq} q^{\prime}\left(\left\|z_{s}+w_{s}\right\|_{2}\right)\left(-\left\|z_{s}+w_{s}\right\|_{2}+\left\|z_{s}\right\|_{2}+\left\langle\frac{z_{s}+w_{s}}{\left\|z_{s}+w_{s}\right\|_{2}},-\frac{c_{\kappa}}{L} \nabla_{s}\right\rangle\right) \\
& \quad \stackrel{(i i)}{\leq} q^{\prime}\left(\left\|z_{s}+w_{s}\right\|_{2}\right)\left(-\left\|z_{s}+w_{s}\right\|_{2}+\left(1+c_{\kappa}\right)\left\|z_{s}\right\|_{2}\right)
\end{aligned}
$$

where (i) is again by Cauchy-Schwarz and (ii) is by Cauchy-Schwarz combined with Assumption (A1), Finally:

$$
\begin{equation*}
q^{\prime}\left(z_{s}+w_{s}\right)\left\langle\frac{z_{s}+w_{s}}{\left\|z_{s}+w_{s}\right\|_{2}},-\frac{c_{\kappa}}{L} \Delta_{s}\right\rangle \leq q^{\prime}\left(\left\|z_{s}+w_{s}\right\|_{2}\right) \frac{c_{\kappa}}{L}\left\|\Delta_{s}\right\|_{2} \tag{C.19}
\end{equation*}
$$

where the inequality above is by Cauchy-Schwarz along with the fact that $q^{\prime}(r) \geq 0$ for all $r$ from Lemma 30 .

Bounding ©: From Eqs. (C.18) and (C.17):

$$
\begin{align*}
\boldsymbol{\oplus}= & \left(1+2 c_{\kappa}\right) f^{\prime}\left(r_{s}\right) q^{\prime}\left(\left\|z_{s}\right\|_{2}\right)\left\langle\frac{z_{s}}{\left\|z_{s}\right\|_{2}}, w_{s}\right\rangle \\
& +f^{\prime}\left(r_{s}\right) q^{\prime}\left(\left\|z_{s}+w_{s}\right\|_{2}\right)\left\langle\frac{z_{s}+w_{s}}{\left\|z_{s}+w_{s}\right\|_{2}}, w_{s}\right\rangle \\
& +f^{\prime}\left(r_{s}\right) q^{\prime}\left(\left\|z_{s}+w_{s}\right\|_{2}\right)\left\langle\frac{z_{s}+w_{s}}{\left\|z_{s}+w_{s}\right\|_{2}},-2 w_{s}-\frac{c_{\kappa}}{L} \nabla_{s}-\frac{c_{\kappa}}{L} \Delta_{s}\right\rangle \\
= & \left(1+2 c_{\kappa}\right) f^{\prime}\left(r_{s}\right) q^{\prime}\left(\left\|z_{s}\right\|_{2}\right)\left\langle\frac{z_{s}}{\left\|z_{s}\right\|_{2}}, w_{s}\right\rangle \\
& +f^{\prime}\left(r_{s}\right) q^{\prime}\left(\left\|z_{s}+w_{s}\right\|_{2}\right)\left\langle\frac{z_{s}+w_{s}}{\left\|z_{s}+w_{s}\right\|_{2}},-w_{s}-\frac{c_{\kappa}}{L} \nabla_{s}-\frac{c_{\kappa}}{L} \Delta_{s}\right\rangle=: \boldsymbol{\oplus}_{1} . \tag{C.20}
\end{align*}
$$

We again highlight the fact that $q^{\prime}\left(\|z\|_{2}\right) \frac{z}{\|z\|_{2}}$ is defined for all $z$, particularly at $\|z\|_{2}=0$, as $q(r)=o\left(r^{2}\right)$ near zero (see Lemma 30).

Substituting the inequality in Eq. (C.19) into $\boldsymbol{\oplus}_{1}$ :

$$
\begin{aligned}
\boldsymbol{\oplus}_{1}= & \left(1+2 c_{\kappa}\right) f^{\prime}\left(r_{s}\right) q^{\prime}\left(\left\|z_{s}\right\|_{2}\right)\left\langle\frac{z_{s}}{\left\|z_{s}\right\|_{2}}, w_{s}\right\rangle \\
& +f^{\prime}\left(r_{s}\right) q^{\prime}\left(\left\|z_{s}+w_{s}\right\|_{2}\right)\left\langle\frac{z_{s}+w_{s}}{\left\|z_{s}+w_{s}\right\|_{2}},-w_{s}-\frac{c_{\kappa}}{L} \nabla_{s}-\frac{c_{\kappa}}{L} \Delta_{s}\right\rangle \\
\leq & \left(1+2 c_{\kappa}\right) f^{\prime}\left(r_{s}\right) q^{\prime}\left(\left\|z_{s}\right\|_{2}\right)\left(\left\|z_{s}+w_{s}\right\|_{2}-\left\|z_{s}\right\|_{2}\right) \\
& +f^{\prime}\left(r_{s}\right) q^{\prime}\left(\left\|z_{s}+w_{s}\right\|_{2}\right)\left(-\left\|z_{s}+w_{s}\right\|_{2}+\left(1+c_{\kappa}\right)\left\|z_{s}\right\|_{2}\right)+\frac{c_{\kappa}}{L}\left\|\Delta_{s}\right\|_{2}
\end{aligned}
$$

where the inequality uses Cauchy-Schwarz and (F2) of Lemma 55.
Now consider a few cases. We will use the expression for $q^{\prime}(r)$ from Eq. (30) a number of times:

1. If $\left\|z_{s}\right\|_{2} \in[\beta, \infty),\left\|z_{s}+w_{s}\right\|_{2} \in[\beta, \infty)$, then $q^{\prime}\left(\left\|z_{s}\right\|_{2}\right)=q^{\prime}\left(\left\|z_{s}+w_{s}\right\|_{2}\right)=1$, so that

$$
\begin{aligned}
\boldsymbol{\oplus}_{1} & \leq f^{\prime}\left(r_{s}\right)\left(\left\|z_{s}+w_{s}\right\|_{2}-\left\|z_{s}\right\|_{2}-\left\|z_{s}+w_{s}\right\|_{2}+\left(1+c_{\kappa}\right)\left\|z_{s}\right\|_{2}\right)+\frac{c_{\kappa}}{L}\left\|\Delta_{s}\right\|_{2} \\
& =f^{\prime}\left(r_{s}\right)\left(c_{\kappa}\left\|z_{s}\right\|_{2}\right)+\frac{c_{\kappa}}{L}\left\|\Delta_{s}\right\|_{2} \\
& \leq 2 c_{\kappa} f^{\prime}\left(r_{s}\right) r_{s}+\beta+\frac{c_{\kappa}}{L}\left\|\Delta_{s}\right\|_{2},
\end{aligned}
$$

where we use the definition of $r_{t}$ defined in Eq. (4.19) and Lemma 31.1.
2. If $\left\|z_{s}\right\|_{2} \in[0, \beta),\left\|z_{s}+w_{s}\right\|_{2} \in[\beta, \infty)$, then $q^{\prime}\left(\left\|z_{s}\right\|_{2}\right) \in[0,1]$ and $q^{\prime}\left(\left\|z_{s}+w_{s}\right\|_{2}\right)=1$, so that
$\boldsymbol{\phi}_{1} \stackrel{(i)}{\leq} f^{\prime}\left(r_{s}\right)\left(\left(1+2 c_{\kappa}\right) q^{\prime}\left(\left\|z_{s}\right\|_{2}\right)\left\|w_{s}\right\|_{2}-\left\|z_{s}+w_{s}\right\|_{2}+\left(1+c_{\kappa}\right)\left\|z_{s}\right\|_{2}\right)+\frac{c_{\kappa}}{L}\left\|\Delta_{s}\right\|_{2}$
$\stackrel{(i i)}{\leq} f^{\prime}\left(r_{s}\right)\left(2 c_{\kappa}\left\|w_{s}\right\|_{2}+3\left\|z_{s}\right\|_{2}\right)+\frac{c_{\kappa}}{L}\left\|\Delta_{s}\right\|_{2}$
$\stackrel{(i i i)}{\leq} f^{\prime}\left(r_{s}\right)\left(2 c_{\kappa}\left\|w_{s}\right\|_{2}+3 \beta\right)+\frac{c_{\kappa}}{L}\left\|\Delta_{s}\right\|_{2}$
$\stackrel{(i v)}{\leq} 2 c_{\kappa} f^{\prime}\left(r_{s}\right) r_{s}+5 \beta+\frac{c_{\kappa}}{L}\left\|\Delta_{s}\right\|_{2}$,
where (i) uses $\left\|z_{s}+w_{s}\right\|_{2}-\left\|z_{s}\right\|_{2} \leq\left\|w_{s}\right\|_{2}$, (ii) uses $\left.\left\|w_{s}\right\|_{2}-\left\|z_{s}+w_{s}\right\|_{2} \leq \| z\right) s \|_{2}$, (iii) uses our upper bound in $\left\|z_{s}\right\|_{2}$ and (iv) uses the definition of $r_{t}$ in Eq. (4.19) and Lemma 31. 1.
3. If $\left\|z_{s}\right\|_{2} \in[\beta, \infty),\left\|z_{s}+w_{s}\right\|_{2} \in[0, \beta)$, then $q^{\prime}\left(\left\|z_{s}\right\|_{2}\right)=1$ and $q^{\prime}\left(\left\|z_{s}+w_{s}\right\|_{2}\right) \in[0,1]$, so that

$$
\begin{aligned}
\boldsymbol{\oplus}_{1} & \stackrel{(i)}{\leq} f^{\prime}\left(r_{s}\right)\left(\left(1+2 c_{\kappa}\right)\left(\left\|z_{s}+w_{s}\right\|_{2}-\left\|z_{s}\right\|_{2}\right)-\left\|z_{s}+w_{s}\right\|_{2}+\left(1+c_{\kappa}\right)\left\|z_{s}\right\|_{2}\right)+\frac{c_{\kappa}}{L}\left\|\Delta_{s}\right\|_{2} \\
& =f^{\prime}\left(r_{s}\right)\left(2 c_{\kappa}\left\|z_{s}+w_{s}\right\|_{2}-c_{\kappa}\left\|z_{s}\right\|_{2}\right)+\frac{c_{\kappa}}{L}\left\|\Delta_{s}\right\|_{2} \\
& \stackrel{(i i)}{\leq} f^{\prime}\left(r_{s}\right)\left(3 c_{\kappa}\left\|z_{s}+w_{s}\right\|_{2}-\frac{c_{\kappa}}{2} r_{s}+2 \beta\right)+\frac{c_{\kappa}}{L}\left\|\Delta_{s}\right\|_{2} \\
& \leq f^{\prime}\left(r_{s}\right)\left(-\frac{c_{\kappa}}{2} r_{s}\right)+5 \beta+\frac{c_{\kappa}}{L}\left\|\Delta_{s}\right\|_{2},
\end{aligned}
$$

where ( $i$ ) uses our expression for $q^{\prime}(\cdot)$, and (ii) uses the expression for $r_{t}$ in Eq. 4.19), the fact that $c_{\kappa} \leq 1 / 1000$ and Lemma 31.1.
4. Finally, if $\left\|z_{s}\right\|_{2} \in[0, \beta),\left\|z_{s}+w_{s}\right\|_{2} \in[0, \beta)$, then $q^{\prime}\left(\left\|z_{s}\right\|_{2}\right) \in[0,1]$ and $q^{\prime}\left(\left\|z_{s}+w_{s}\right\|_{2}\right) \in$ $[0,1]$, so that

$$
\boldsymbol{\phi}_{1} \leq f^{\prime}\left(r_{s}\right)(3 \beta)+\frac{c_{\kappa}}{L}\left\|\Delta_{s}\right\|_{2} \leq f^{\prime}\left(r_{s}\right)\left(-\frac{c_{\kappa}}{2} r_{s}\right)+5 \beta+\frac{c_{\kappa}}{L}\left\|\Delta_{s}\right\|_{2},
$$

where we again use the expression for $r_{s}$ in Eq. 4.19) and Lemma 31.1.
Combining the four cases above we find that,

$$
\begin{align*}
\boldsymbol{\oplus} \leq \boldsymbol{\phi}_{1} \leq \mathbb{1}\{ & \left\{z_{s}+w_{s} \|_{2} \in[0, \beta)\right\} \cdot\left(f^{\prime}\left(r_{s}\right)\left(-\frac{c_{\kappa}}{2} r_{s}\right)+4 \beta+\frac{c_{\kappa}}{L}\left\|\Delta_{s}\right\|_{2}\right) \\
& +\mathbb{1}\left\{\left\|z_{s}+w_{s}\right\|_{2} \in[\beta, \infty)\right\} \cdot\left(2 c_{\kappa} f^{\prime}\left(r_{s}\right) r_{s}+5 \beta+\frac{c_{\kappa}}{L}\left\|\Delta_{s}\right\|_{2}\right), \tag{C.21}
\end{align*}
$$

where we use Lemma 55.(F2), Lemma 31. 1 and Eq. 4.19).

## Bounding $\bigcirc$ :

$$
\begin{aligned}
\diamond \stackrel{(i)}{=} & \left(\frac{8 c_{\kappa}}{L} \gamma_{s}^{T} \nabla_{w}^{2} f\left(r_{s}\right) \gamma_{s}+\frac{2 c_{\kappa}}{L} \bar{\gamma}_{s}^{T} \nabla_{w}^{2} f\left(r_{s}\right) \bar{\gamma}_{s}\right) \\
\stackrel{(i i)}{=} & \frac{8 c_{\kappa}}{L} \cdot \gamma_{s}^{T}\left(f^{\prime}\left(r_{s}\right) \cdot q^{\prime}\left(\left\|z_{s}+w_{s}\right\|_{2}\right) \cdot \frac{1}{\left\|z_{s}+w_{s}\right\|_{2}}\left(I-\frac{\left(z_{s}+w_{s}\right)\left(z_{s}+w_{s}\right)^{T}}{\left\|z_{s}+w_{s}\right\|_{2}^{2}}\right)\right) \gamma_{s} \\
& +\frac{8 c_{\kappa}}{L} \cdot \gamma_{s}^{T}\left(f^{\prime}\left(r_{s}\right) q^{\prime \prime}\left(\left\|z_{s}+w_{s}\right\|_{2}\right) \frac{\left(z_{s}+w_{s}\right)\left(z_{s}+w_{s}\right)^{T}}{\left\|z_{s}+w_{s}\right\|_{2}^{2}}\right) \gamma_{s} \\
& +\frac{8 c_{\kappa}}{L} \cdot \gamma_{s}^{T}\left(f^{\prime \prime}\left(r_{s}\right) q^{\prime}\left(\left\|z_{s}+w_{s}\right\|_{2}\right)^{2} \frac{\left(z_{s}+w_{s}\right)\left(z_{s}+w_{s}\right)^{T}}{\left\|z_{s}+w_{s}\right\|_{2}^{2}}\right) \gamma_{s} \\
& +\frac{2 c_{\kappa}}{L} \cdot \bar{\gamma}_{s}^{T}\left(f^{\prime}\left(r_{s}\right) \cdot q^{\prime}\left(\left\|z_{s}+w_{s}\right\|_{2}\right) \cdot \frac{1}{\left\|z_{s}+w_{s}\right\|_{2}}\left(I-\frac{\left(z_{s}+w_{s}\right)\left(z_{s}+w_{s}\right)^{T}}{\left\|z_{s}+w_{s}\right\|_{2}^{2}}\right)\right) \bar{\gamma}_{s} \\
& +\frac{2 c_{\kappa}}{L} \cdot \bar{\gamma}_{s}^{T}\left(f^{\prime}\left(r_{s}\right) q^{\prime \prime}\left(\left\|z_{s}+w_{s}\right\|_{2}\right) \frac{\left(z_{s}+w_{s}\right)\left(z_{s}+w_{s}\right)^{T}}{\left\|z_{s}+w_{s}\right\|_{2}^{2}}\right) \bar{\gamma}_{s} \\
& +\frac{2 c_{\kappa}}{L} \cdot \bar{\gamma}_{s}^{T}\left(f^{\prime \prime}\left(r_{s}\right) q^{\prime}\left(\left\|z_{s}+w_{s}\right\|_{2}\right)^{2} \frac{\left(z_{s}+w_{s}\right)\left(z_{s}+w_{s}\right)^{T}}{\left\|z_{s}+w_{s}\right\|_{2}^{2}}\right) \bar{\gamma}_{s} \\
\stackrel{(i i i i)}{=} & \frac{8 c_{\kappa}}{L} \cdot\left(\left(f^{\prime \prime}\left(r_{s}\right) q^{\prime}\left(\left\|z_{s}+w_{s}\right\|_{2}\right)^{2}+f^{\prime}\left(r_{s}\right) q^{\prime \prime}\left(\left\|z_{s}+w_{s}\right\|_{2}\right)\right)\right) \cdot\left\|\gamma_{s}\right\|_{2}^{2} \\
& +\frac{2 c_{\kappa}}{L} \cdot\left(f^{\prime \prime}\left(r_{s}\right) q^{\prime}\left(\left\|z_{s}+w_{s}\right\|_{2}\right)^{2}+f^{\prime}\left(r_{s}\right) q^{\prime \prime}\left(\left\|z_{s}+w_{s}\right\|_{2}\right)\right) \cdot\left\|\bar{\gamma}_{s}\right\|_{2}^{2}
\end{aligned}
$$

where ( $i$ ) is by Eq. (C.17), (ii) is by Lemma C. 17 and (iii) is because $\left\langle\gamma_{s}, \frac{z_{s}+w_{s}}{\left\|z_{s}+w_{s}\right\|_{2}}\right\rangle=\left\|\gamma_{s}\right\|_{2}$ and $\left\langle\bar{\gamma}_{s}, \frac{z_{s}+w_{s}}{\left\|z_{s}+w_{s}\right\|_{2}}\right\rangle=\left\|\bar{\gamma}_{s}\right\|_{2}$ (see Eq. (4.15)).

From Lemma 30. $4, q^{\prime \prime}\left(\left\|z_{s}+w_{s}\right\|_{2}\right)=0$ for $\left\|z_{s}+w_{s}\right\|_{2} \geq \beta / 2$ and from Eq. 4.15), $\gamma_{s}=$ $\bar{\gamma}_{s}=0$ for $\left\|z_{s}+w_{s}\right\|_{2} \leq \beta / 2$. Thus the above simplifies to

$$
\begin{align*}
& \odot \stackrel{(i)}{\leq} \frac{8 c_{\kappa}}{L} \cdot\left(f^{\prime \prime}\left(r_{s}\right) q^{\prime}\left(\left\|z_{s}+w_{s}\right\|_{2}\right)^{2}\right) \cdot\left\|\gamma_{s}\right\|_{2}^{2}+\frac{2 c_{\kappa}}{L} \cdot\left(f^{\prime \prime}\left(r_{s}\right) q^{\prime}\left(\left\|z_{s}+w_{s}\right\|_{2}\right)^{2}\right) \cdot\left\|\bar{\gamma}_{s}\right\|_{2}^{2} \\
& \quad \stackrel{(i i)}{\leq} \frac{8 c_{\kappa}}{L} \cdot\left(f^{\prime \prime}\left(r_{s}\right) q^{\prime}\left(\left\|z_{s}+w_{s}\right\|_{2}\right)^{2}\right) \cdot\left\|\gamma_{s}\right\|_{2}^{2} \\
& \leq \mathbb{1}\left\{\left\|z_{s}+w_{s}\right\|_{2} \geq \beta\right\} \cdot \frac{8 c_{\kappa}}{L} \cdot f^{\prime \prime}\left(r_{s}\right) \tag{C.22}
\end{align*}
$$

where $(i)$ is by Lemma 55 (F5), which implies that $\frac{2 c_{k}}{L} \cdot\left(f^{\prime \prime}\left(r_{s}\right) q^{\prime}\left(\left\|z_{s}+w_{s}\right\|_{2}\right)^{2}\right) \cdot\left\|\bar{\gamma}_{s}\right\|_{2}^{2} \leq 0$. The inequality in (ii) is because $f^{\prime \prime}(r) \leq 0$ for all $r$ (Lemma 55.(F5)), along with the facts that $\mathbb{1}\left\{\left\|z_{s}+w_{s}\right\|_{2} \geq \beta\right\} \cdot q^{\prime}\left(\left\|z_{s}+w_{s}\right\|_{2}\right)=\mathbb{1}\left\{\left\|z_{s}+w_{s}\right\|_{2} \geq \beta\right\}$ (by Lemma 30.3), and $\mathbb{1}\{r \geq \beta\} q^{\prime}(r)^{2}=\mathbb{1}\{r \geq \beta\}$ (by Eq. 4.15).

Combining our upper bounds on $\boldsymbol{\phi}$ and $\odot$ from Eq. (C.21) and Eq. (C.22),

$$
\begin{aligned}
& \boldsymbol{\oplus}+\odot \leq \mathbb{1}\left\{\left\|z_{s}+w_{s}\right\|_{2}<\beta\right\} \cdot\left(f^{\prime}\left(r_{s}\right)\left(-\frac{c_{\kappa}}{2} r_{s}\right)+5 \beta+\frac{c_{\kappa}}{L}\left\|\Delta_{s}\right\|_{2}\right) \\
&+\mathbb{1}\left\{\left\|z_{s}+w_{s}\right\|_{2} \geq \beta\right\} \cdot\left(2 c_{\kappa} f^{\prime}\left(r_{s}\right) r_{s}+5 \beta+\frac{c_{\kappa}}{L}\left\|\Delta_{s}\right\|_{2}\right) \\
&+\mathbb{1}\left\{\left\|z_{s}+w_{s}\right\|_{2} \geq \beta\right\} \cdot \frac{8 c_{\kappa}}{L} \cdot f^{\prime \prime}\left(r_{s}\right) \\
& \stackrel{(i)}{=} \mathbb{1}\left\{\left\|z_{s}+w_{s}\right\|_{2} \geq \beta, r_{s} \leq \sqrt{12} R\right\} \cdot\left(\frac{8 c_{\kappa}}{L} f^{\prime \prime}\left(r_{s}\right)+2 c_{\kappa} f^{\prime}\left(r_{s}\right) \cdot r_{s}\right) \\
&+\mathbb{1}\left\{\left\|z_{s}+w_{s}\right\|_{2} \geq \beta, r_{s}>\sqrt{12} R\right\} \cdot\left(2 c_{\kappa} f^{\prime}\left(r_{s}\right) r_{s}\right) \\
&+\mathbb{1}\left\{\left\|z_{s}+w_{s}\right\|_{2}<\beta\right\} \cdot\left(f^{\prime}\left(r_{s}\right)\left(-\frac{c_{\kappa}}{2} r_{s}\right)\right) \\
&+5 \beta+\frac{c_{\kappa}}{L}\left\|\Delta_{s}\right\|_{2} \\
& \stackrel{(i i)}{=} \mathbb{1}\left\{\left\|z_{s}+w_{s}\right\|_{2} \geq \beta, r_{s} \leq \sqrt{12} R\right\} \cdot\left(\frac{8 c_{\kappa}}{L}\left(f^{\prime \prime}\left(r_{s}\right)+\frac{L}{4} f^{\prime}\left(r_{s}\right) \cdot r_{s}\right)\right) \\
&+\mathbb{1}\left\{\left\|z_{s}+w_{s}\right\|_{2} \geq \beta, r_{s}>\sqrt{12} R\right\} \cdot\left(2 c_{\kappa} f^{\prime}\left(r_{s}\right) r_{s}\right) \\
&+\mathbb{1}\left\{\left\|z_{s}+w_{s}\right\|_{2}<\beta\right\} \cdot\left(f^{\prime}\left(r_{s}\right)\left(-\frac{c_{\kappa}}{2} r_{s}\right)\right) \\
&+5 \beta+\frac{c_{\kappa}}{L}\left\|\Delta_{s}\right\|_{2},
\end{aligned}
$$

where $(i)$ and $(i i)$ follow from algebraic manipulations. Continuing forward we find that,

$$
\begin{align*}
\boldsymbol{\phi}+\odot & \stackrel{(i)}{\leq} \\
& \mathbb{1}\left\{\left\|z_{s}+w_{s}\right\|_{2} \geq \beta, r_{s} \leq \sqrt{12} R\right\} \cdot\left(-\frac{8 c_{\kappa}}{L} \cdot \frac{e^{-6 L R^{2}}}{48 R^{2}} f\left(r_{s}\right)\right) \\
& +\mathbb{1}\left\{\left\|z_{s}+w_{s}\right\|_{2} \geq \beta, r_{s}>\sqrt{12} R\right\} \cdot\left(2 c_{\kappa} f^{\prime}\left(r_{s}\right) r_{s}\right) \\
& +\mathbb{1}\left\{\left\|z_{s}+w_{s}\right\|_{2}<\beta\right\} \cdot\left(-\frac{c_{\kappa} e^{-6 L R^{2}}}{4} f\left(r_{s}\right)\right) \\
& +5 \beta+\frac{c_{\kappa}}{L}\left\|\Delta_{s}\right\|_{2} \\
& \stackrel{(i i)}{\leq} \mathbb{1}\left\{\left\|z_{s}+w_{s}\right\|_{2} \geq \beta, r_{s} \leq \sqrt{12} R\right\} \cdot\left(-C_{m} f\left(r_{s}\right)\right) \\
& +\mathbb{1}\left\{\left\|z_{s}+w_{s}\right\|_{2}<\beta\right\} \cdot\left(-C_{m} f\left(r_{s}\right)\right) \\
& +\mathbb{1}\left\{r_{s}>\sqrt{12} R\right\} \cdot 2 r_{s}+5 \beta+\frac{c_{\kappa}}{L}\left\|\Delta_{s}\right\|_{2} \\
& \stackrel{(i i i)}{\leq}-C_{m} f\left(r_{s}\right)+\mathbb{1}\left\{r_{s}>\sqrt{12} R\right\} \cdot\left(C_{m} f\left(r_{s}\right)+2 r_{s}\right)+5 \beta+\frac{c_{\kappa}}{L}\left\|\Delta_{s}\right\|_{2}  \tag{C.23}\\
& \stackrel{(i v)}{\leq}-C_{m} f\left(r_{s}\right)+\mathbb{1}\left\{r_{s}>\sqrt{12} R\right\} \cdot\left(4 r_{s}\right)+5 \beta+\frac{c_{\kappa}}{L}\left\|\Delta_{s}\right\|_{2},
\end{align*}
$$

where ( $i$ ) is by Lemma 55 (F4) combined with the choice of $\alpha_{f}$ and $\mathcal{R}_{f}$, third line is by Lemma 55 (F2) and Lemma 55 (F3). (ii) follows immediately from the definition of $C_{m}$ in (4.9). (iii) can be verified from algebra, and finally (iv) is from the fact that $C_{m} \leq 1$ and $\overline{f(r)} \leq r$ for all $r$ (Lemma 55 (F3)).

Thus, by combining the bounds on $\boldsymbol{\uparrow}$ and $\checkmark$ in Eqs. (C.23) back into Eq. (C.18),

$$
\begin{align*}
d \mu_{k} f\left(r_{s}\right) \leq- & \mu_{k} C_{m} f\left(r_{s}\right) d s \\
& +\mu_{k}\left(\mathbb{1}\left\{r_{s}>\sqrt{12} R\right\} \cdot 4 r_{s}+5 \beta+\frac{c_{\kappa}}{L}\left\|\Delta_{s}\right\|_{2}\right) d s \\
& +\mu_{k}\left\langle\nabla_{w} f\left(r_{s}\right), 4 \sqrt{\frac{c_{\kappa}}{L}}\left(\gamma_{s} \gamma_{s}^{T} d B_{s}+\frac{1}{2} \bar{\gamma}_{s} \bar{\gamma}_{s}^{T} d A_{s}\right)\right\rangle \\
\leq- & \mu_{k} C_{m} f\left(r_{s}\right) d s \\
& +\mu_{k}\left(\mathbb{1}\left\{r_{s}>\sqrt{12} R\right\} \cdot 4 r_{s} d s+5 \beta+c_{\kappa}\left\|x_{s}-x_{\left\lfloor\frac{s}{\delta}\right\rfloor \delta}\right\|_{2}\right) d s \\
& +\mu_{k}\left\langle\nabla_{w} f\left(r_{s}\right), 4 \sqrt{\frac{c_{\kappa}}{L}}\left(\gamma_{s} \gamma_{s}^{T} d B_{s}+\frac{1}{2} \bar{\gamma}_{s} \bar{\gamma}_{s}^{T} d A_{s}\right)\right\rangle . \tag{C.24}
\end{align*}
$$

By taking the time derivative of Eq. (4.24)-(4.26), we can verify that for $s \in[k \nu,(k+1) \nu)$,

$$
\begin{aligned}
d \mu_{k} \xi_{s} & =-\mu_{k} \cdot C_{m} \xi_{s} d s+\mu_{k} \cdot c_{\kappa}\left\|x_{s}-x_{\left\lfloor\frac{t}{\delta}\right\rfloor \delta}\right\|_{2} d s \\
d \sigma_{s} & =-\mu_{k} C_{m} \sigma_{s} d s+\mu_{k} \cdot \mathbb{1}\left\{r_{s} \geq \sqrt{12} R\right\} \cdot 4 r_{s} d s \\
d \phi_{s} & =-\mu_{k} C_{m} \phi_{s} d s+\mu_{k} \cdot\left\langle\nabla_{w} f\left(r_{s}\right), 4 \sqrt{\frac{c_{\kappa}}{L}}\left(\gamma_{s} \gamma_{s}^{T} d B_{s}+\frac{1}{2} \bar{\gamma}_{s} \bar{\gamma}_{s}^{T} d A_{s}\right)\right\rangle .
\end{aligned}
$$

By combining with Eq. (C.24) we get

$$
d\left(\mu_{k} \cdot\left(f\left(r_{s}\right)-\xi_{s}\right)-\sigma_{s}-\phi_{s}\right) \leq-C_{m}\left(\mu_{k} \cdot\left(f\left(r_{s}\right)-\xi_{s}\right)-\left(\sigma_{s}+\phi_{s}\right)\right)+5 \beta d s
$$

An application of Grönwall's Lemma over the interval $s \in[k \nu,(k+1) \nu)$ gives us the claimed result:

$$
\begin{aligned}
\mu_{k} \cdot\left(f\left(r_{(k+1) \nu}\right)\right. & \left.-\xi_{(k+1) \nu}\right)-\left(\sigma_{(k+1) \nu}+\phi_{(k+1) \nu}\right) \\
& \leq e^{-C_{m} \nu}\left(\mu_{k} \cdot\left(f\left(r_{k \nu}\right)-\xi_{k \nu}\right)-\left(\sigma_{k \nu}+\phi_{k \nu}\right)\right)+5 \beta \nu .
\end{aligned}
$$

## C.4.3 Main results for synchronous coupling

Our main result in this section is Lemma 34, which shows that over a period of $T_{\text {sync }}, f\left(r_{s}\right)$ contracts by an amount $\exp \left(-C_{m} T_{\text {sync }}\right)$ with probability one. Note that this is weaker than showing a contraction rate of $\exp \left(-C_{m} t\right)$ for all $t$, but is sufficient for our purposes.

Lemma 34 Assume that $e^{72 L R^{2}} \geq 2$. With probability one, for all $k$,

$$
\begin{aligned}
\mathbb{1}\left\{k \nu=\tau_{k-1}+\right. & \left.T_{\text {sync }}\right\} \cdot\left(f\left(r_{k \nu}\right)-\xi_{k \nu}\right) \\
& \leq \mathbb{1}\left\{k \nu=\tau_{k-1}+T_{\text {sync }}\right\} \cdot \exp \left(-C_{m} T_{\text {sync }}\right) \cdot\left(f\left(r_{\tau_{k-1}}\right)-\xi_{\tau_{k-1}}\right)+5 \beta .
\end{aligned}
$$

## Proof

From our definition of $c_{\kappa}$ in Eq. 4.6), $r_{t}$ in Eq. (4.19), and from Lemma 31.1, it can be verified that

$$
\begin{aligned}
r_{k \nu} & \leq 1.002\left(\left\|z_{k \nu}\right\|_{2}+\left\|z_{k \nu}+w_{k \nu}\right\|_{2}\right)+2 \beta \\
& \leq \sqrt{2.002} \sqrt{\left\|z_{k \nu}\right\|_{2}^{2}+\left\|z_{k \nu}+w_{k \nu}\right\|_{2}^{2}}+2 \beta .
\end{aligned}
$$

On the other hand, by $\|\cdot\|_{1} \geq\|\cdot\|_{2}$ and by Lemma 31,

$$
r_{\tau_{k-1}} \geq \sqrt{\left\|z_{\tau_{k-1}}\right\|_{2}^{2}+\left\|z_{\tau_{k-1}}+w_{\tau_{k-1}}\right\|_{2}^{2}}-2 \beta
$$

Combining the inequality in the display above with the statement of Lemma 37 gives:

$$
\begin{aligned}
\mathbb{1}\left\{k \nu=\tau_{k-1}+T_{\text {sync }}\right\} \cdot r_{k \nu} \leq & \sqrt{\frac{47}{50}} \cdot \mathbb{1}\left\{k \nu=\tau_{k-1}+T_{\text {sync }}\right\} \cdot r_{\tau_{k-1}} \\
& +\mathbb{1}\left\{k \nu=\tau_{k-1}+T_{\text {sync }}\right\} \cdot c_{\kappa} \int_{\tau_{k-1}}^{k \nu} e^{-\frac{c_{k}^{2}(k \nu-t)}{3}}\left\|x_{t}-x_{\left\lfloor\frac{t}{\delta}\right\rfloor \delta}\right\|_{2} d t+5 \beta .
\end{aligned}
$$

Combining the above with (F2), (F3) and (F6) of Lemma 55, and by using the definition of $f$ in Eq. (4.23),

$$
\begin{align*}
& \mathbb{1}\{k \nu=\left.\tau_{k-1}+T_{\text {sync }}\right\} \cdot f\left(r_{k \nu}\right) \\
& \leq \mathbb{1}\left\{k \nu=\tau_{k-1}+T_{\text {sync }}\right\} \cdot \exp \left(-\frac{1-\sqrt{47 / 50}}{4} e^{-6 L R^{2}}\right) f\left(r_{\tau_{k-1}}\right) \\
&+\mathbb{1}\left\{k \nu=\tau_{k-1}+T_{\text {sync }}\right\} \cdot c_{\kappa} \int_{\tau_{k-1}}^{k \nu} e^{-\frac{c_{\kappa}^{2}}{3}(k \nu-t)}\left\|x_{t}-x_{\left\lfloor\frac{t}{\delta}\right\rfloor \delta}\right\|_{2} d t+5 \beta \\
& \leq \mathbb{1}\left\{k \nu=\tau_{k-1}+T_{\text {sync }}\right\} \cdot \exp \left(-C_{m} T_{\text {sync }}\right) f\left(r_{\tau_{k-1}}\right) \\
&+\mathbb{1}\left\{k \nu=\tau_{k-1}+T_{\text {sync }}\right\} \cdot c_{\kappa} \int_{\tau_{k-1}}^{k \nu} e^{-\frac{c_{k}^{2}(k \nu-t)}{3}}\left\|x_{t}-x_{\left\lfloor\frac{t}{\delta}\right\rfloor \delta}\right\|_{2} d t+5 \beta \\
& \leq(i) \\
& \leq \mathbb{1}\left\{k \nu=\tau_{k-1}+T_{\text {sync }}\right\} \cdot \exp \left(-C_{m} T_{\text {sync }}\right) f\left(r_{\tau_{k-1}}\right)  \tag{C.25}\\
&+\mathbb{1}\left\{k \nu=\tau_{k-1}+T_{\text {sync }}\right\} \cdot c_{\kappa} \int_{\tau_{k-1}}^{k \nu} e^{-C_{m}(k \nu-t)}\left\|x_{t}-x_{\left\lfloor\frac{t}{\delta}\right\rfloor \delta}\right\|_{2} d t+5 \beta,
\end{align*}
$$

where the first line in $(i)$ follows from the definition of $T_{\text {sync }}$ and $C_{m}$ in Eq. (4.8) and Eq. (4.9) along with the fact that $(1-\sqrt{47 / 50}) / 4 \geq 1 / 200$. The second line in $(i)$ is because $C_{m} \leq \frac{c_{\kappa}^{2}}{3}$ from Eq. (4.9).

By definition of $\xi_{t}$ in Eq. (4.24),

$$
\begin{align*}
& \mathbb{1}\{k \nu=\left.\tau_{k-1}+T_{\text {sync }}\right\} \xi_{k \nu} \\
&= \mathbb{1}\left\{k \nu=\tau_{k-1}+T_{\text {sync }}\right\} \cdot \int_{0}^{k \nu} e^{-C_{m}(k \nu-t)} c_{\kappa}\left\|x_{t}-x_{\left\lfloor\frac{t}{\delta}\right\rfloor}\right\|_{2} d t \\
&=\mathbb{1}\left\{k \nu=\tau_{k-1}+T_{\text {sync }}\right\} \cdot e^{-C_{m}\left(k \nu-\tau_{k-1}\right)} \int_{0}^{\tau_{k-1}} e^{-C_{m}\left(\tau_{k-1}-t\right)} c_{\kappa}\left\|x_{t}-x_{\left\lfloor\frac{t}{\delta}\right\rfloor \delta}\right\|_{2} d t \\
&+\mathbb{1}\left\{k \nu=\tau_{k-1}+T_{\text {sync }}\right\} \cdot \int_{\tau_{k-1}}^{k \nu} e^{-C_{m}(k \nu-t)} c_{\kappa}\left\|x_{t}-x_{\left\lfloor\frac{t}{\delta}\right\rfloor \delta}\right\|_{2} d t \\
&=\mathbb{1}\left\{k \nu=\tau_{k-1}+T_{\text {sync }}\right\} \cdot \exp \left(-C_{m}\left(k \nu-\tau_{k-1}\right)\right) \xi_{\tau_{k-1}} \\
&+c_{\kappa} \int_{\tau_{k-1}}^{k \nu} \exp \left(-C_{m}(k \nu-t)\right)\left\|x_{t}-x_{\left\lfloor\frac{t}{\delta}\right\rfloor \delta}\right\|_{2} d t \\
&=\mathbb{1}\left\{k \nu=\tau_{k-1}+T_{\text {sync }}\right\} \cdot \exp \left(-C_{m} T_{\text {sync }}\right) \xi_{\tau_{k-1}} \\
&+c_{\kappa} \int_{\tau_{k-1}}^{k \nu} \exp \left(-C_{m}(k \nu-t)\right)\left\|x_{t}-x_{\left\lfloor\frac{t}{\delta}\right\rfloor \delta}\right\|_{2} d t . \tag{C.26}
\end{align*}
$$

By subtracting the left and the right hand sides of Eq. (C.26) and Eq. (C.25) thus gives us that,

$$
\begin{aligned}
\mathbb{1}\{k \nu= & \left.\tau_{k-1}+T_{\text {sync }}\right\} \cdot\left(f\left(r_{k \nu}\right)-\xi_{k \nu}\right) \\
& \leq \mathbb{1}\left\{k \nu=\tau_{k-1}+T_{\text {sync }}\right\} \cdot \exp \left(-C_{m} T_{\text {sync }}\right) \cdot\left(f\left(r_{\tau_{k-1}}\right)-\xi_{\tau_{k-1}}\right)+5 \beta
\end{aligned}
$$

We now state and prove several auxillary lemmas which are required for the proof of Lemma 34.

Lemma 35 If $\left\|z_{s}\right\|_{2}^{2}+\left\|z_{s}+w_{s}\right\|_{2}^{2} \geq 2.2 R^{2}$, then

$$
\left\langle z_{s}, w_{s}\right\rangle+\left\langle z_{s}+w_{s},-w_{s}-\frac{c_{\kappa}}{L} \nabla_{s}\right\rangle \leq-\frac{c_{\kappa}^{2}}{3}\left(\left\|z_{s}\right\|_{2}^{2}+\left\|z_{s}+w_{s}\right\|_{2}^{2}\right)
$$

## Proof

We begin by expanding the differentials $d\left\|z_{s}\right\|_{2}^{2}+d\left\|z_{s}+w_{s}\right\|_{2}^{2}$ :

$$
\begin{align*}
d\left\|z_{s}\right\|_{2}^{2}+d\left\|z_{s}+w_{s}\right\|_{2}^{2} & =2\left\langle z_{s}, w_{s}\right\rangle+2\left\langle z_{s}+w_{s},-w_{s}-\frac{c_{\kappa}}{L} \nabla_{s}\right\rangle \\
& =-2\left\|w_{s}\right\|_{2}^{2}-2\left\langle z_{s}, \frac{c_{\kappa}}{L} \nabla_{s}\right\rangle-2\left\langle w_{s}, \frac{c_{\kappa}}{L} \nabla_{s}\right\rangle \\
& =-2\left\|w_{s}\right\|_{2}^{2}-2\left\langle z_{s}, \frac{c_{\kappa}}{L} \nabla_{s}\right\rangle+\left\|w_{s}\right\|_{2}^{2}+\frac{c_{\kappa}^{2}}{L^{2}}\left\|\nabla_{t}\right\|_{2}^{2}-\left\|w_{t}+\frac{c_{\kappa}}{L} \nabla_{t}\right\|_{2}^{2} \\
& \leq-\left\|w_{s}\right\|_{2}^{2}-2\left\langle z_{s}, \frac{c_{\kappa}}{L} \nabla_{s}\right\rangle+\frac{c_{\kappa}^{2}}{L^{2}}\left\|\nabla_{s}\right\|_{2}^{2} \\
& \leq-\left\|w_{s}\right\|_{2}^{2}-2\left\langle z_{s}, \frac{c_{\kappa}}{L} \nabla_{s}\right\rangle+c_{\kappa}^{2}\left\|z_{s}\right\|_{2}^{2}=: ~ \tag{С.27}
\end{align*}
$$

Now consider two cases.
Case 1: $\left(\left\|z_{s}\right\|_{2} \leq R\right)$ By Young's inequality,

$$
\left\|z_{s}+w_{s}\right\|_{2}^{2} \leq 11\left\|w_{s}\right\|_{2}^{2}+1.1\left\|z_{s}\right\|_{2}^{2}
$$

Furthermore, by our assumption that $\left\|z_{s}\right\|_{2}^{2}+\left\|z_{s}+w_{s}\right\|_{2}^{2} \geq 2.2 R^{2}$,

$$
\begin{align*}
11\left\|w_{s}\right\|_{2}^{2} & \geq\left\|z_{s}+w_{s}\right\|_{2}^{2}-1.1\left\|z_{s}\right\|_{2}^{2} \\
& =\left\|z_{s}\right\|_{2}^{2}+\left\|z_{s}+w_{s}\right\|_{2}^{2}-1.1\left\|z_{s}\right\|_{2}^{2}-\left\|z_{s}\right\|_{2}^{2} \\
& \geq 2.2 R^{2}-2.1 R^{2} \\
& \geq 0.1 R^{2} \\
& \geq 0.1\left\|z_{s}\right\|_{2}^{2} \\
\Longrightarrow\left\|z_{s}\right\|_{2}^{2} \leq & \frac{1000}{9}\left\|w_{s}\right\|_{2}^{2} \tag{C.28}
\end{align*}
$$

With this implication $\boldsymbol{\uparrow}$ can now be upper bounded by

$$
\begin{aligned}
& \boldsymbol{\oplus}=-\left\|w_{s}\right\|_{2}^{2}-2\left\langle z_{s}, \frac{c_{\kappa}}{L} \nabla_{s}\right\rangle+c_{\kappa}^{2}\left\|z_{s}\right\|_{2}^{2} \\
& \quad \stackrel{(i)}{\leq}-\left\|w_{s}\right\|_{2}^{2}+2 c_{\kappa}\left\|z_{s}\right\|_{2}^{2}+c_{\kappa}^{2}\left\|z_{s}\right\|_{2}^{2} \\
& \stackrel{(i i)}{\leq}-\left\|w_{s}\right\|_{2}^{2}+3 c_{\kappa}\left\|z_{s}\right\|_{2}^{2} \\
& \stackrel{(i i i)}{\leq}-\frac{2}{3}\left\|w_{s}\right\|_{2}^{2} \\
& \quad \stackrel{(i v)}{\leq}-\frac{c_{\kappa}^{2}}{3}\left(\left\|z_{s}\right\|_{2}^{2}+\left\|z_{s}+w_{s}\right\|_{2}^{2}\right)
\end{aligned}
$$

where $(i)$ is by Assumption (A1) and Cauchy-Schwarz, and (ii) is because $c_{\kappa}:=\frac{1}{1000 \kappa} \leq \frac{1}{1000}$. The inequality ( iii ) is by the implication in Eq. (C.28), which gives $3 c_{\kappa}\left\|z_{s}\right\|_{2}^{2} \leq \frac{1000 c_{k}}{3}\left\|w_{s}\right\|_{2}^{2} \leq$
$\frac{1}{3}\left\|w_{s}\right\|_{2}^{2}$. Finally, (iv) can be verified as follows:

$$
\begin{aligned}
&\left\|z_{s}\right\|_{2}^{2}+\left\|z_{s}+w_{s}\right\|_{2}^{2} \stackrel{(i)}{\leq} 3\left\|z_{s}\right\|_{2}^{2}+2\left\|w_{s}\right\|_{2}^{2} \\
& \stackrel{(i i)}{\leq} \frac{1000}{3}\left\|w_{t}\right\|_{2}^{2}+2\left\|w_{t}\right\|_{2}^{2} \\
& \leq \frac{1006}{3}\left\|w_{t}\right\|_{2}^{2} \\
& \Longrightarrow \quad\left(\left\|z_{s}\right\|_{2}^{2}+\left\|z_{s}+w_{s}\right\|_{2}^{2}\right) \leq \frac{1006}{3}\left\|w_{s}\right\|_{2}^{2} \\
& \leq \frac{1}{2 c_{\kappa}}\left\|w_{s}\right\|_{2}^{2} \\
& \Longrightarrow \quad \frac{2}{3}\left\|w_{s}\right\|_{2}^{2} \geq \frac{4 c_{\kappa}}{3}\left(\left\|z_{s}\right\|_{2}^{2}+\left\|z_{s}+w_{s}\right\|_{2}^{2}\right) \\
& \stackrel{(i i i)}{\geq} \frac{c_{\kappa}^{2}}{3}\left(\left\|z_{s}\right\|_{2}^{2}+\left\|z_{s}+w_{s}\right\|_{2}^{2}\right),
\end{aligned}
$$

where ( $i$ ) is by Young's inequality, ( $i i$ ) is by Eq. C.28), and ( $i$ iii) is by $c_{\kappa} \leq \frac{1}{1000}$.
Case 2: ( $\left\|z_{s}\right\|_{2} \geq R$ ) We have,

$$
\begin{aligned}
\boldsymbol{A} & =-\left\|w_{s}\right\|_{2}^{2}-2\left\langle z_{s}, \frac{c_{\kappa}}{L} \nabla_{s}\right\rangle+c_{\kappa}^{2}\left\|z_{s}\right\|_{2}^{2} \\
& \stackrel{(i)}{\leq}-\left\|w_{s}\right\|_{2}^{2}-2 c_{\kappa}^{2}\left\|z_{s}\right\|_{2}^{2}+c_{\kappa}^{2}\left\|z_{s}\right\|_{2}^{2} \\
& \leq-\left\|w_{s}\right\|_{2}^{2}-c_{\kappa}^{2}\left\|z_{s}\right\|_{2}^{2} \\
& \leq-c_{\kappa}^{2}\left(\left\|w_{s}\right\|_{2}^{2}+\left\|z_{s}\right\|_{2}^{2}\right) \\
& \stackrel{(i i)}{\leq}-\frac{c_{\kappa}^{2}}{3}\left(\left\|z_{s}\right\|_{2}^{2}+\left\|z_{s}+w_{s}\right\|_{2}^{2}\right)
\end{aligned}
$$

where $(i)$ is by Assumption (A3) and (ii) is because

$$
\begin{aligned}
\left\|z_{s}\right\|_{2}^{2}+\left\|z_{s}+w_{s}\right\|_{2}^{2} & \leq 3\left\|z_{s}\right\|_{2}^{2}+2\left\|w_{s}\right\|_{2}^{2} \\
& \leq 3\left(\left\|z_{s}\right\|_{2}^{2}+\left\|w_{s}\right\|_{2}^{2}\right)
\end{aligned}
$$

Hence, we have proved the result under both cases.
Lemma 36 With probability one,

$$
\begin{aligned}
& \left(1-\mu_{k}\right) \cdot\left(\sqrt{\left\|z_{(k+1) \nu}\right\|_{2}^{2}+\left\|z_{(k+1) \nu}+w_{(k+1) \nu}\right\|_{2}^{2}}-\sqrt{2.2} R\right)_{+} \\
& \leq\left(1-\mu_{k}\right) \cdot e^{-\frac{c_{k \nu}^{2}}{3}}\left(\sqrt{\left\|z_{k \nu}\right\|_{2}^{2}+\left\|z_{k \nu}+w_{k \nu}\right\|_{2}^{2}}-\sqrt{2.2} R\right)_{+} \\
& \quad+\left(1-\mu_{k}\right) \cdot c_{\kappa} \int_{k \nu}^{(k+1) \nu} e^{-\frac{c_{k}^{2}}{3}((k+1) \nu-t)}\left\|_{t}-x_{\left\lfloor\frac{t}{\delta}\right\rfloor \delta}\right\|_{2} d t .
\end{aligned}
$$

## Proof

When $\mu_{k}=1$, the inequality holds trivially $(0=0)$, so for the rest of this proof, we consider the case $\mu_{k}=0$. To simplify notation, we leave out the multiplier $\left(1-\mu_{k}\right)$ in all subsequent expressions.

We can verify from Eqs. (4.11)-(4.14) and Eq. (4.18) that when $\mu_{k}=0$, for any $s \in$ $[k \nu,(k+1) \nu)$,

$$
\begin{aligned}
d z_{s} & =w_{s} d s \\
d\left(z_{s}+w_{s}\right) & =\left(-w_{s}+\frac{c_{\kappa}}{L}\left(\nabla_{s}+\Delta_{s}\right)\right) d s
\end{aligned}
$$

Thus, for any $s \in[k \nu,(k+1) \nu)$,

$$
\begin{aligned}
& d\left(\left(\sqrt{\left\|z_{s}\right\|_{2}^{2}+\left\|z_{s}+w_{s}\right\|_{2}^{2}}-\sqrt{2.2} R\right)_{+}^{2}\right) \\
& \stackrel{(i)}{=} \frac{\left(\sqrt{\left\|z_{s}\right\|_{2}^{2}+\left\|z_{s}+w_{s}\right\|_{2}^{2}}-\sqrt{2.2} R\right)_{+}}{\sqrt{\left\|z_{s}\right\|_{2}^{2}+\left\|z_{s}+w_{s}\right\|_{2}^{2}}}\left\langle\left[\begin{array}{c}
z_{s} \\
z_{s}+w_{s}
\end{array}\right]^{2}\left[\begin{array}{c}
w_{s} \\
-w_{s}-\frac{c_{\kappa}}{L}\left(\nabla_{s}+\Delta_{s}\right)
\end{array}\right]\right\rangle d s \\
& \stackrel{(i i)}{\leq}- \\
& \quad-\frac{c_{\kappa}^{2}}{3} \frac{\left(\sqrt{\left\|z_{s}\right\|_{2}^{2}+\left\|z_{s}+w_{s}\right\|_{2}^{2}}-\sqrt{2.2} R\right)_{+}}{\sqrt{\left\|z_{s}\right\|_{2}^{2}+\left\|z_{s}+w_{s}\right\|_{2}^{2}}} \cdot\left(\left\|z_{s}\right\|_{2}^{2}+\left\|z_{s}+w_{s}\right\|_{2}^{2}\right) d s \\
& \\
& \quad+\frac{\left(\sqrt{\left\|z_{s}\right\|_{2}^{2}+\left\|z_{s}+w_{s}\right\|_{2}^{2}}-\sqrt{2.2} R\right)_{+}}{\sqrt{\left\|z_{s}\right\|_{2}^{2}+\left\|z_{s}+w_{s}\right\|_{2}^{2}}} \cdot\left(\left\|z_{s}+w_{s}\right\|_{2}\left\|\Delta_{s}\right\|_{2}\right) d s \\
& \leq- \\
& \quad \frac{c_{\kappa}^{2}}{3}\left(\sqrt{\left\|z_{s}\right\|_{2}^{2}+\left\|z_{s}+w_{s}\right\|_{2}^{2}}-\sqrt{2.2} R\right)_{+} \cdot \sqrt{\left\|z_{s}\right\|_{2}^{2}+\left\|z_{s}+w_{s}\right\|_{2}^{2}} d s \\
& \quad+\frac{c_{\kappa}}{L}\left(\sqrt{\left\|z_{s}\right\|_{2}^{2}+\left\|z_{s}+w_{s}\right\|_{2}^{2}}-\sqrt{2.2} R\right)_{+} \cdot\left\|\Delta_{s}\right\|_{2} d s \\
& \leq- \\
& \frac{c_{\kappa}^{2}}{3} \cdot\left(\sqrt{\left\|z_{s}\right\|_{2}^{2}+\left\|z_{s}+w_{s}\right\|_{2}^{2}}-\sqrt{2.2} R\right)_{+}^{2} d s \\
& \\
& \quad+c_{\kappa}\left(\sqrt{\left\|z_{s}\right\|_{2}^{2}+\left\|z_{s}+w_{s}\right\|_{2}^{2}}-\sqrt{2.2} R\right)_{+} \cdot \| x_{s}-x_{\left\lfloor\frac{s}{\delta}\right\rfloor \delta \|_{2}} d s
\end{aligned}
$$

where $(i)$ is by the expression for $d z_{s}$ and $d w_{s}$ established above, and (ii) is by Lemma 35 and Cauchy-Schwarz, the last two inequalities follow by algebraic manipulations.

Dividing throughout by $\left(\sqrt{\left\|z_{s}\right\|_{2}^{2}+\left\|z_{s}+w_{s}\right\|_{2}^{2}}-\sqrt{2.2} R\right)_{+}$gives us that

$$
\begin{aligned}
& d\left(\sqrt{\left\|z_{s}\right\|_{2}^{2}+\left\|z_{s}+w_{s}\right\|_{2}^{2}}-\sqrt{2.2} R\right)_{+} \\
& \quad \leq\left(-\frac{c_{\kappa}^{2}}{3}\left(\sqrt{\left\|z_{s}\right\|_{2}^{2}+\left\|z_{s}+w_{s}\right\|_{2}^{2}}-\sqrt{2.2} R\right)_{+}+c_{\kappa} \| x_{s}-x_{\left\lfloor\frac{s}{\delta}\right\rfloor \delta \|_{2}}\right) d t
\end{aligned}
$$

We can verify that the inequality implies that

$$
\begin{aligned}
& d\left(\left(\sqrt{\left\|z_{s}\right\|_{2}^{2}+\left\|z_{s}+w_{s}\right\|_{2}^{2}}-\sqrt{2.2} R\right)_{+}-c_{\kappa} \int_{k \nu}^{s} e^{-\frac{c_{\kappa}^{2}}{3}(s-t)}\left\|x_{t}-x_{\left\lfloor\frac{t}{\delta}\right\rfloor \delta}\right\|_{2} d t\right) \\
& \quad \leq-\frac{c_{\kappa}^{2}}{3}\left(\left(\sqrt{\left\|z_{s}\right\|_{2}^{2}+\left\|z_{s}+w_{s}\right\|_{2}^{2}}-\sqrt{2.2} R\right)_{+}-c_{\kappa} \int_{k \nu}^{s} e^{-\frac{c_{\kappa}^{2}}{3}(s-t)}\left\|x_{t}-x_{\left\lfloor\frac{t}{\delta}\right\rfloor \delta}\right\|_{2} d t\right) d t .
\end{aligned}
$$

Thus by Grönwall's Lemma,

$$
\begin{aligned}
& \left(\sqrt{\left\|z_{(k+1) \nu}\right\|_{2}^{2}+\left\|z_{(k+1) \nu}+w_{(k+1) \nu}\right\|_{2}^{2}}-\sqrt{2.2} R\right)_{+}-c_{\kappa} \int_{k \nu}^{(k+1) \nu} e^{-\frac{c_{\kappa}^{2}}{3}((k+1) \nu-t)}\left\|x_{t}-x_{\left\lfloor\frac{t}{\delta}\right\rfloor \delta}\right\|_{2} d t \\
& \leq e^{-\frac{c_{\kappa}^{2}}{3}((k+1) \nu-k \nu)}\left(\left(\sqrt{\left\|z_{k \nu}\right\|_{2}^{2}+\left\|z_{k \nu}+w_{k \nu}\right\|_{2}^{2}}-\sqrt{2.2} R\right)_{+}-c_{\kappa} \int_{k \nu}^{k \nu} e^{-\frac{c_{\kappa}^{2}}{3}(k \nu-t)}\left\|x_{t}-x_{\left\lfloor\frac{t}{\delta}\right\rfloor \delta}\right\|_{2} d t\right) \\
& =e^{-\frac{c_{k \nu}^{2} \nu}{3}}\left(\sqrt{\left\|z_{k \nu}\right\|_{2}^{2}+\left\|z_{k \nu}+w_{k \nu}\right\|_{2}^{2}}-\sqrt{2.2} R\right)_{+}
\end{aligned}
$$

This proves the statement of the Lemma.
Lemma 37 Assume that $e^{72 L R^{2}} \geq 2$. With probability one, for all positive integers $k$,

$$
\begin{aligned}
\mathbb{1}\left\{k \nu=\tau_{k-1}+T_{\text {sync }}\right\} & \cdot \sqrt{\left\|z_{k \nu}\right\|^{2}+\left\|z_{k \nu}+w_{k \nu}\right\|^{2}} \\
\leq & \sqrt{\frac{23}{50}} \cdot \mathbb{1}\left\{k \nu=\tau_{k-1}+T_{\text {sync }}\right\} \cdot \sqrt{\left\|z_{\tau_{k-1}}\right\|^{2}+\left\|z_{\tau_{k-1}}+w_{\tau_{k-1}}\right\|^{2}} \\
& \quad+\mathbb{1}\left\{k \nu=\tau_{k-1}+T_{\text {sync }}\right\} \cdot c_{\kappa} \int_{\tau_{k-1}}^{k \nu} e^{-\frac{c_{\kappa}^{2}(k \nu-t)}{3}}\left\|x_{t}-x_{\left\lfloor\frac{t}{\delta}\right\rfloor \delta}\right\|_{2} d t+3 \beta .
\end{aligned}
$$

## Proof

By our choice $\nu$ we know that $T_{\text {sync }} / \nu$ is an integer, thus we have,

$$
k \nu=\tau_{k-1}+T_{\text {sync }} \Rightarrow(k-1) \nu<\tau_{k-1}+T_{\text {sync }}
$$

Thus,

$$
\begin{align*}
\mathbb{1}\left\{k \nu=\tau_{k-1}+T_{\text {sync }}\right\} & \stackrel{(i)}{=} \mathbb{1}\left\{k \nu=\tau_{k-1}+T_{\text {sync }}\right\} \cdot \mathbb{1}\left\{(k-1) \nu<\tau_{k-1}+T_{\text {sync }}\right\} \\
& \stackrel{(i i)}{=} \mathbb{1}\left\{k \nu=\tau_{k-1}+T_{\text {sync }}\right\} \cdot\left(1-\mu_{k-1}\right) \\
& \stackrel{(i i i)}{=} \mathbb{1}\left\{k \nu=\tau_{k-1}+T_{\text {sync }}\right\} \cdot \prod_{i \in S_{k-1}}\left(1-\mu_{i}\right), \tag{C.29}
\end{align*}
$$

where $S_{k-1}:=\left\{\frac{\tau_{k-1}}{\nu}, \frac{\tau_{k-1}}{\nu}+1, \ldots, k-1\right\}$ (as defined in Lemma 38). Above, $(i)$ is because $k \nu=\tau_{k-1}+T_{\text {sync }} \Rightarrow(k-1) \nu<\tau_{k-1}+T_{\text {sync }}$, (ii) is because $(k-1) \nu<\tau_{k-1}+T_{\text {sync }} \Rightarrow \mu_{k-1}=0$ (see Eq. 4.18) ) and (iii) is by Part 2 of Lemma 38.

We can now recursively apply Lemma 36 as follows: (to simplify notation, let $\alpha:=$ $\left.\mathbb{1}\left\{k \nu=\tau_{k-1}+T_{\text {sync }}\right\}\right):$

$$
\begin{align*}
& \alpha \cdot \prod_{i \in S_{k-1}}\left(1-\mu_{i}\right) \cdot\left(\sqrt{\left\|z_{k \nu}\right\|_{2}^{2}+\left\|z_{k \nu}+w_{k \nu}\right\|_{2}^{2}}-\sqrt{2.2} R\right)_{+} \\
& \leq \alpha \cdot \prod_{i \in S_{k-1}}\left(1-\mu_{i}\right) \cdot e^{-\frac{c_{k}^{2}}{3} \nu}\left(\sqrt{\left\|z_{(k-1) \nu}\right\|_{2}^{2}+\left\|z_{(k-1) \nu}+w_{(k-1) \nu}\right\|_{2}^{2}}-\sqrt{2.2} R\right)_{+} \\
& \quad+\alpha \cdot \prod_{i \in S_{k-1}}\left(1-\mu_{i}\right) \cdot c_{\kappa} \int_{(k-1) \nu}^{k \nu} e^{-\frac{c_{\kappa}^{2}(k \nu-t)}{3}\left\|x_{t}-x_{\left\lfloor\frac{t}{\delta}\right\rfloor \delta}\right\|_{2} d t} \\
& \leq \alpha \cdot \prod_{i \in S_{k-1}}\left(1-\mu_{i}\right) \cdot e^{-\frac{c_{k}^{2}}{3} T_{s y n c}}\left(\sqrt{\left\|z_{\tau_{k-1}}\right\|_{2}^{2}+\left\|z_{\tau_{k-1}}+w_{\tau_{k-1}}\right\|_{2}^{2}}-\sqrt{2.2} R\right)_{+} \\
& \quad+\alpha \cdot \prod_{i \in S_{k-1}}\left(1-\mu_{i}\right) \cdot c_{\kappa} \int_{\tau_{k-1}}^{k \nu} e^{-\frac{c_{k}^{2}}{3}(k \nu-t)}\left\|x_{t}-x_{\left\lfloor\frac{t}{\delta} J \delta\right.}\right\|_{2} d t \tag{C.30}
\end{align*}
$$

where the last inequality uses the fact that $\nu \cdot\left(k-\tau_{k-1}\right)=T_{\text {sync }}$ in the definition of $\alpha$.
Thus, we have,

$$
\begin{align*}
& \mathbb{1}\{k \nu=\left.\tau_{k-1}+T_{\text {sync }}\right\} \cdot\left(\sqrt{\left\|z_{k \nu}\right\|_{2}^{2}+\left\|z_{k \nu}+w_{k \nu}\right\|_{2}^{2}}-\sqrt{2.2} R\right)_{+} \\
& \stackrel{(i)}{=} \mathbb{1}\left\{k \nu=\tau_{k-1}+T_{\text {sync }}\right\} \cdot \prod_{i \in S_{k-1}}\left(1-\mu_{i}\right) \cdot\left(\sqrt{\left\|z_{k \nu}\right\|_{2}^{2}+\left\|z_{k \nu}+w_{k \nu}\right\|_{2}^{2}}-\sqrt{2.2} R\right)_{+} \\
& \stackrel{(i i)}{\leq} \mathbb{1}\left\{k \nu=\tau_{k-1}+T_{\text {sync }}\right\} \cdot \prod_{i \in S_{k-1}}\left(1-\mu_{i}\right) \cdot\left(\sqrt{\left\|z_{k \nu}\right\|_{2}^{2}+\left\|z_{k \nu}+w_{k \nu}\right\|_{2}^{2}}-\sqrt{2.2} R\right)_{+} \\
&+\mathbb{1}\left\{k \nu=\tau_{k-1}+T_{\text {sync }}\right\} \cdot \prod_{i \in S_{k-1}}\left(1-\mu_{i}\right) \cdot c_{\kappa} \int_{\tau_{k-1}}^{k \nu} e^{-\frac{c_{k}^{2}}{3}(k \nu-t)}\left\|_{x_{t}}-x_{\left\lfloor\frac{t}{\delta}\right\rfloor \delta}\right\|_{2} d t \\
& \stackrel{(i i i)}{=} \mathbb{1}\left\{k \nu=\tau_{k-1}+T_{\text {sync }}\right\} \cdot e^{-\frac{c_{k}^{2}}{3} T_{\text {sync }}}\left(\sqrt{\left\|z_{\tau_{k-1}}\right\|_{2}^{2}+\left\|z_{\tau_{k-1}}+w_{\tau_{k-1}}\right\|_{2}^{2}}-\sqrt{2.2} R\right)_{+} \\
&+\mathbb{1}\left\{k \nu=\tau_{k-1}+T_{\text {sync }}\right\} \cdot c_{\kappa} \int_{\tau_{k-1}}^{k \nu} e^{-\frac{c_{k}^{2}}{3}(k \nu-t)}\left\|x_{t}-x_{\left\lfloor\frac{t}{\delta}\right\rfloor \delta}\right\|_{2} d t \\
& \quad(i v) \\
& \leq \mathbb{1}\left\{k \nu=\tau_{k-1}+T_{\text {sync }}\right\} \cdot \frac{1}{100}\left(\sqrt{\left\|z_{\tau_{k-1}}\right\|_{2}^{2}+\left\|z_{\tau_{k-1}}+w_{\tau_{k-1}}\right\|_{2}^{2}}-\sqrt{2.2} R\right)_{+} \quad \text { (C. }  \tag{C.31}\\
&+\mathbb{1}\left\{k \nu=\tau_{k-1}+T_{\text {sync }}\right\} \cdot c_{\kappa} \int_{\tau_{k-1}}^{k \nu} e^{-\frac{c_{k}^{2}}{3}(k \nu-t)}\left\|x_{t}-x_{\left\lfloor\frac{t}{\delta}\right\rfloor \delta}\right\|_{2} d t,
\end{align*}
$$

where $(i)$ is by Eq. (C.29), (ii) is by Eq. (C.30), (iii) is by Eq. C.29) again, and (iv) is by the definition $T_{\text {sync }}=\frac{3}{c_{\kappa}^{2}} \log (100)$.

Let $j:=\tau_{k-1} / \nu$. Then by the first part of Lemma 38, we know that $\tau_{j}=\tau_{k-1}=j \nu$. From the update rule for $\tau_{k}$, Eq. (4.17), this must imply that

$$
\begin{equation*}
\sqrt{\left\|z_{\tau_{k-1}}\right\|_{2}^{2}+\left\|z_{\tau_{k-1}}+w_{\tau_{k-1}}\right\|_{2}^{2}}=\sqrt{\left\|z_{j \nu}\right\|_{2}^{2}+\left\|z_{j \nu}+w_{j \nu}\right\|_{2}^{2}} \geq \sqrt{5} R \tag{C.32}
\end{equation*}
$$

Thus finally,

$$
\begin{aligned}
& \mathbb{1}\{k \nu=\left.\tau_{k-1}+T_{\text {sync }}\right\} \cdot\left(\sqrt{\left\|z_{k \nu}\right\|_{2}^{2}+\left\|z_{k \nu}+w_{k \nu}\right\|_{2}^{2}}\right) \\
& \stackrel{(i)}{\leq} \mathbb{1}\{ \left.k \nu=\tau_{k-1}+T_{\text {sync }}\right\} \cdot\left(\sqrt{\left\|z_{k \nu}\right\|_{2}^{2}+\left\|z_{k \nu}+w_{k \nu}\right\|_{2}^{2}}-\sqrt{2.2} R\right)_{+} \\
&+\mathbb{1}\left\{k \nu=\tau_{k-1}+T_{\text {sync }}\right\} \cdot \sqrt{2.2} R \\
& \stackrel{(i i)}{\leq} \mathbb{1}\left\{k \nu=\tau_{k-1}+T_{\text {sync }}\right\} \frac{1}{100}\left(\sqrt{\left\|z_{\tau_{k-1}}\right\|_{2}^{2}+\left\|z_{\tau_{k-1}}+w_{\tau_{k-1}}\right\|_{2}^{2}}-\sqrt{2.2} R\right)_{+} \\
&+\mathbb{1}\left\{k \nu=\tau_{k-1}+T_{\text {sync }}\right\} \cdot \sqrt{2.2} R \\
&+\mathbb{1}\left\{k \nu=\tau_{k-1}+T_{\text {sync }}\right\} \cdot c_{\kappa} \int_{\tau_{k-1}}^{k \nu} e^{-\frac{c_{k}^{2}}{3}(k \nu-t)}\left\|x_{t}-x_{\left\lfloor\frac{t}{\delta}\right\rfloor \delta}\right\|_{2} d t \\
&{ }^{(i i i)} \leq \mathbb{1}\left\{k \nu=\tau_{k-1}+T_{\text {sync }}\right\} \frac{1}{100}\left(\sqrt{\left\|z_{\tau_{k-1}}\right\|_{2}^{2}+\left\|z_{\tau_{k-1}}+w_{\tau_{k-1}}\right\|_{2}^{2}}-\sqrt{2.2} R\right) \\
&+\mathbb{1}\left\{k \nu=\tau_{k-1}+T_{\text {sync }}\right\} \cdot \sqrt{\frac{22}{50}} \sqrt{\left\|z_{\tau_{k-1}}\right\|_{2}^{2}+\left\|z_{\tau_{k-1}}+w_{\tau_{k-1}}\right\|_{2}^{2}} \\
&+\mathbb{1}\left\{k \nu=\tau_{k-1}+T_{\text {sync }}\right\} \cdot c_{\kappa} \int_{\tau_{k-1}}^{k \nu} e^{-\frac{c_{k}^{2}(k \nu-t)}{3}}\left\|x_{t}-x_{\left\lfloor\frac{t}{\delta}\right\rfloor \delta}\right\|_{2} d t \\
&(\text { iv) } \mathbb{1}\left\{k \nu=\tau_{k-1}+T_{\text {sync }}\right\} \sqrt{\frac{23}{50}} \sqrt{\left\|z_{\tau_{k-1}}\right\|_{2}^{2}+\left\|z_{\tau_{k-1}}+w_{\tau_{k-1}}\right\|_{2}^{2}} \\
&+\mathbb{1}\left\{k \nu=\tau_{k-1}+T_{\text {sync }}\right\} \cdot c_{\kappa} \int_{\tau_{k-1}}^{k \nu} e^{-\frac{c_{k}^{2}(k \nu-t)}{3}}\left\|x_{t}-x_{\left\lfloor\frac{t}{\delta}\right\rfloor \delta}\right\|_{2} d t,
\end{aligned}
$$

where $(i)$ is by an algebraic manipulation, (ii) is by Eq. (C.31), (iii) is by Eq. (C.32) and $(i v)$ is because $1 / 100+\sqrt{22 / 50} \leq \sqrt{23 / 50}$.

Lemma 38 Let $k$ be a positive integer, then:

1. Let $j=\tau_{k} / \nu$. Then for all $i \in\{j, j+1, \ldots, k\}, \tau_{i}=\tau_{k}=j \nu$.
2. If $\mu_{k}=0$, then $\mu_{i}=0$ for all $i \in\left\{\tau_{k} / \nu \ldots k\right\}, \mu_{i}=0$. Equivalently,

$$
\mathbb{1}\left\{\mu_{k}=0\right\}=\prod_{i \in S_{k}} \mathbb{1}\left\{\mu_{i}=0\right\},
$$

where $S_{k}:=\left\{\frac{\tau_{k}}{\nu}, \ldots, k\right\}$.

## Proof

For the first claim: By definition of the update for $\tau_{k}$, if $j=\tau_{k} / \nu$ for any $k$, then $j \nu=\tau_{j}=\tau_{k}$. Note that $\tau_{i}$ is nondecreasing with $i$, so that $j=\tau_{k} \leq k$, which implies that $\tau_{j} \leq \tau_{j+1} \leq \ldots \leq \tau_{j}$. Since $\tau_{j}=\tau_{k}$, the inequalities must hold with equality.

For the second claim: By the definition of $\mu_{k} ; \mu_{k}=0$ implies that $k \nu<\tau_{k}+T_{\text {sync }}$. From the first claim, we know that for all $i \in\left\{\tau_{k} / \nu \ldots k\right\}, \tau_{i}=\tau_{k}$. Thus $i \nu \leq k \nu<\tau_{k}+T_{\text {sync }}=\tau_{i}+T_{\text {sync }}$.

## C.4.4 Discretization Error Bound

In this section, we bound the various discretization errors. First, in Section C.4.4.1, we establish a bound on $\mathbb{E}\left[\xi_{t}\right]$. Then in Lemma 42 , we bound $\mathbb{E}\left[\sigma_{t}\right]$. Finally, in Lemma 47, we show that $\mathbb{E}\left[\phi_{t}\right]=0$ as it is a martingale.

## C.4.4.1 Bound on $\mathbb{E}\left[\xi_{t}\right]$

In this subsection, we establish a bound on $\mathbb{E}\left[\xi_{t}\right]$. This term represents the discretization error that arises because in the SDE in Eq. 4.12), the update to $u_{t}$ uses the gradient $\nabla U\left(x_{\left\lfloor\frac{t}{\delta}\right\rfloor \delta}\right)$ instead of $\nabla U\left(x_{t}\right)$. Our main result is Lemma 39, which in turn relies on the uniform bound for all $t \geq 0$ on $\mathbb{E}\left[\left\|x_{t}-x_{\left\lfloor\frac{t}{\delta}\right\rfloor \delta}\right\|_{2}^{8}\right]$ established in Corollary 40 (based on the moment bounds established in Appendix C.6).

Lemma 39 For all $t \geq 0$,

$$
\mathbb{E}\left[\xi_{t}\right] \leq \delta \cdot \frac{2^{9} c_{\kappa}(R+\sqrt{d / m})}{C_{m}}
$$

## Proof

By the bound in Corollary 40 ,

$$
\mathbb{E}\left[\left\|x_{t}-x_{\left\lfloor\frac{t}{\delta}\right\rfloor \delta}\right\|_{2}^{8}\right] \leq \delta^{8} 2^{72}\left(R^{2}+\frac{d}{m}\right)^{4} .
$$

Further, by Jensen's inequality,

$$
\mathbb{E}\left[\left\|x_{t}-x_{\left\lfloor\frac{t}{\delta}\right\rfloor \delta}\right\|_{2}\right] \leq \delta \cdot 2^{9}\left(R+\sqrt{\frac{d}{m}}\right)
$$

By integrating from up to time $t$,

$$
\begin{aligned}
\mathbb{E}\left[\xi_{t}\right] & =\int_{0}^{t} e^{-C_{m}(t-s)} \mathbb{E}\left[c_{\kappa}\left\|x_{t}-x_{\left\lfloor\frac{s}{\delta}\right\rfloor \delta}\right\|_{2}\right] d s \\
& \leq \int_{0}^{t} e^{-C_{m}(t-s)} c_{\kappa} \delta 2^{9}\left(R+\sqrt{\frac{d}{m}}\right) d s \\
& \leq \delta \cdot \frac{2^{9} c_{\kappa}(R+\sqrt{d / m})}{C_{m}} .
\end{aligned}
$$

Corollary 40 For all $t \geq 0$,

$$
\mathbb{E}\left[\left\|x_{t}-x_{\left\lfloor\frac{t}{\delta}\right\rfloor \delta}\right\|_{2}^{8}\right] \leq \delta^{8} 2^{72}\left(R^{2}+\frac{d}{m}\right)^{4}
$$

## Proof

This follows directly by combining the results of Lemma 56 and Lemma 41.
Lemma 41 Suppose that the step size $\delta \leq \frac{1}{1000}$. Then for all $t \in\left[\left\lfloor\frac{t}{\delta}\right\rfloor \delta,\left(\left\lfloor\frac{t}{\delta}\right\rfloor+1\right) \delta\right]$,

$$
\mathbb{E}\left[\left\|x_{t}-x_{\left\lfloor\frac{t}{\delta}\right\rfloor \delta}\right\|_{2}^{8}\right] \leq \delta^{8}\left(1.1 \mathbb{E}\left[\left(\left\|x_{\left\lfloor\frac{t}{\delta}\right\rfloor \delta}\right\|_{2}^{8}+\left\|u_{\left\lfloor\frac{t}{\delta}\right\rfloor \delta}\right\|_{2}^{8}\right)\right]+2^{12}\left(R^{2}+\frac{d}{m}\right)^{4}\right)
$$

## Proof

$$
\begin{aligned}
\mathbb{E}\left[\left\|x_{t}-x_{\left\lfloor\frac{t}{\delta}\right\rfloor \delta}\right\|_{2}^{8}\right] & =\mathbb{E}\left[\left\|\int_{\left\lfloor\frac{t}{\delta}\right\rfloor \delta}^{t} w_{s} d s\right\|_{2}^{8}\right] \\
& \leq \delta^{7} \int_{\left\lfloor\frac{t}{\delta}\right\rfloor \delta}^{t} \mathbb{E}\left[\left\|w_{s}\right\|_{2}^{8}\right] d s \\
& =\delta^{8}\left(1.1 \mathbb{E}\left[\left(\left\|x_{\left\lfloor\frac{t}{\delta}\right\rfloor \delta}\right\|_{2}^{8}+\left\|u_{\left\lfloor\frac{t}{\delta}\right\rfloor \delta}\right\|_{2}^{8}\right)\right]+2^{12}\left(R^{2}+\frac{d}{m}\right)^{4}\right)
\end{aligned}
$$

where for the last inequality, we use Lemma 58.

## C.4.4.2 Bounds on $\mathbb{E}\left[\sigma_{t}\right]$ and $\mathbb{E}\left[\phi_{t}\right]$

In this subsection, we bound $\mathbb{E}\left[\sigma_{t}\right]$ (Lemma 42). This term represents the discretization error that arises because $\tau_{k}$ (and hence $\mu_{k}$ ) is updated at discrete time intervals of $\nu$. We highlight the fact that $\mathbb{E}\left[\sigma_{t}\right]$ is bounded by a term that depends on $\nu$, which can be made arbitrarily small. The main ingredient of this proof is a bound on $\mathbb{E}\left[\mu_{k} \cdot \mathbb{1}\left\{r_{s} \geq \sqrt{12} R\right\}\right]$ in Lemma 44 ,
Lemma 42 For $\beta \leq 0.0001 R$. There exists a $C_{5}=\operatorname{poly}\left(L, 1 / m, d, R, \frac{1}{C_{m}}\right)$ and $C_{3}=$ $1 / \operatorname{poly}(L, 1 / m, d, R)$, such that for all $\nu \leq C_{3}$, for all positive integers $k$, and for all $t \geq 0$,

$$
\mathbb{E}\left[\sigma_{t}\right] \leq C_{5} \nu^{2}
$$

## Proof

By the definition of $\sigma_{t}$ in Eq. (4.25),

$$
\begin{aligned}
\mathbb{E}\left[\sigma_{t}\right] & =\mathbb{E}\left[\int_{0}^{t} \mu_{\left\lfloor\frac{s}{\nu}\right\rfloor} \cdot e^{-C_{m}(t-s)} \mathbb{1}\left\{r_{s} \geq \sqrt{12} R\right\} \cdot 4 r_{s} d s\right] \\
& =4 \int_{0}^{t} e^{-C_{m}(t-s)} \mathbb{E}\left[\mu_{\left\lfloor\frac{s}{\nu}\right\rfloor} \mathbb{1}\left\{r_{s} \geq \sqrt{12} R\right\} r_{s}\right] d s \\
& \stackrel{(i)}{\leq} 4 \int_{0}^{t} e^{-C_{m}(t-s)} \nu^{2} \cdot C_{4} \\
& \leq \frac{4 \nu^{2} C_{4}}{C_{m}} \\
& =\nu^{2} \cdot C_{5}
\end{aligned}
$$

where $(i)$ is by Corollary 45
Lemma 43 For all $s \geq 0$,

$$
\mathbb{E}\left[r_{s}^{2}\right] \leq 2^{32}\left(R^{2}+\frac{d}{m}\right)
$$

## Proof

Recall that,

$$
\begin{aligned}
r_{s}^{2} & =\left(\left(1+2 c_{\kappa}\right)\left\|z_{s}\right\|_{2}+\left\|z_{s}+w_{s}\right\|_{2}\right)^{2} \\
& \leq\left(\left(2+2 c_{\kappa}\right)\left\|z_{s}\right\|_{2}+\left\|w_{s}\right\|_{2}\right)^{2} \\
& \leq\left(2.1\left\|x_{s}\right\|_{2}+2.1\left\|y_{s}\right\|_{2}+\left\|u_{s}\right\|_{2}+\left\|v_{s}\right\|_{2}\right)^{2} \\
& \stackrel{(i)}{\leq} 16\left(\left\|x_{s}\right\|_{2}^{2}+\left\|u_{s}\right\|_{2}^{2}+\left\|y_{s}\right\|_{2}^{2}+\left\|v_{s}\right\|_{2}^{2}\right) \\
& \leq 2^{16}\left(2^{72}\left(R^{2}+\frac{d}{m}\right)^{4}\right)^{1 / 4} \\
& =2^{32}\left(R^{2}+\frac{d}{m}\right),
\end{aligned}
$$

where $(i)$ is by Lemma 56 and Lemma 57
Lemma 44 For every $\beta \leq 0.0001 R$, there exists a $C_{2}=\operatorname{poly}(L, 1 / m, d, R), C_{3}=1 / \operatorname{poly}(L, 1 / m, d, R)$, such that for all $\nu \leq C_{3}$, for all positive integers $k$, and for all $s \in[k \nu,(k+1) \nu]$,

$$
\mathbb{E}\left[\mu_{k} \cdot \mathbb{1}\left\{r_{s} \geq \sqrt{12} R\right\}\right] \leq C_{2} \nu^{4}
$$

## Proof

By definition of $\mu_{k}$ in Eq. 4.18), we know that $\mu_{k}=1$ implies that $k \nu-\tau_{k} \geq T_{\text {sync }}$ which further implies that $\tau_{k}=\tau_{k-1}$ (otherwise $\tau_{k}$ must equal $k \nu$ by the definition of $\tau_{t}$, in which case $\left.k \nu-\tau_{k}=0<T_{\text {sync }}\right)$. This then implies that $k \nu-\tau_{k-1} \geq T_{\text {sync }}$. It must thus be the case that $\sqrt{\left\|z_{k \nu}\right\|_{2}^{2}+\left\|z_{k \nu}+w_{k \nu}\right\|_{2}^{2}}<\sqrt{5} R$, because otherwise $\tau_{k}=k \nu$, which contradicts $\mu_{k}=1$. Thus,

$$
\begin{equation*}
\mu_{k} \leq \mathbb{1}\left\{\sqrt{\left\|z_{k \nu}\right\|_{2}^{2}+\left\|z_{k \nu}+w_{k \nu}\right\|_{2}^{2}}<\sqrt{5} R\right\} \tag{C.33}
\end{equation*}
$$

By a standard inequality between $\|\cdot\|_{1}$ and $\|\cdot\|_{2}$,

$$
\begin{aligned}
\sqrt{\left\|z_{k \nu}\right\|_{2}^{2}+\left\|z_{k \nu}+w_{k \nu}\right\|_{2}^{2}} & \geq \frac{1}{\sqrt{2}}\left(\left\|z_{k \nu}\right\|_{2}+\left\|z_{k \nu}+w_{k \nu}\right\|_{2}\right) \\
& \stackrel{(i)}{\geq} \frac{1}{\sqrt{2}}\left(\ell\left(z_{k \nu}\right)+\ell\left(z_{k \nu}+w_{k \nu}\right)\right)-\beta \\
& \stackrel{(i i)}{\geq} \frac{1}{1.002 \sqrt{2}} r_{k \nu}-\beta
\end{aligned}
$$

where $(i)$ is by Lemma 31.1, and (ii) is by definition of $r_{t}$ in Eq. 4.19) and by definition of $c_{\kappa}$.

Combining with the inequality (C.33),

$$
\begin{align*}
\mu_{k} & \leq \mathbb{1}\left\{\frac{1}{1.002 \sqrt{2}} r_{k \nu}-\beta<\sqrt{5} R\right\} \\
& =\mathbb{1}\left\{r_{k \nu}<1.002 \sqrt{10} R+\beta\right\} \\
& \leq \mathbb{1}\left\{r_{k \nu}<\sqrt{11} R\right\}, \tag{C.34}
\end{align*}
$$

where the final inequality uses our assumption that $\beta \leq 0.0001 R$. Thus,

$$
\begin{aligned}
\mu_{k} \cdot \mathbb{1}\left\{r_{s} \geq \sqrt{12} R\right\} & \leq \mathbb{1}\left\{r_{k \nu}<\sqrt{11} R\right\} \cdot \mathbb{1}\left\{r_{s} \geq \sqrt{12} R\right\} \\
& \leq \mathbb{1}\left\{\left|r_{s}-r_{k \nu}\right| \geq 0.14 R\right\}
\end{aligned}
$$

Taking expectations,

$$
\begin{align*}
\mathbb{E}\left[\mu_{k} \cdot \mathbb{1}\left\{r_{s} \geq \sqrt{12} R\right\}\right] & \leq \mathbb{E}\left[\mathbb{1}\left\{\left|r_{s}-r_{k \nu}\right| \geq 0.14 R\right\}\right] \\
& \stackrel{(i)}{\leq} \frac{\mathbb{E}\left[\left(r_{s}-r_{k \nu}\right)^{8}\right]}{(0.14 R)^{8}} \\
& \stackrel{(i i)}{\leq} \frac{2^{10} \mathbb{E}\left[\left\|z_{s}-z_{k \nu}\right\|_{2}^{8}+\left\|w_{s}-w_{k \nu}\right\|_{2}^{8}\right]+2^{10} \beta^{4}}{(0.14 R)^{8}} \tag{C.35}
\end{align*}
$$

where ( $i$ ) by Markov's inequality, (ii) can be verified by using Lemma 31.1 and some algebra.
Next, by the dynamics of $z_{t}$ we have that

$$
\begin{align*}
\left\|z_{s}-z_{k \nu}\right\|_{2}^{8} & =\left\|\int_{k \nu}^{s} w_{s} d t\right\|_{2}^{8} \\
& \leq(s-k \nu)^{7} \int_{k \nu}^{s}\left\|w_{s}\right\|_{2}^{8} d t \\
& \leq 2^{3}(s-k \nu)^{7} \int_{k \nu}^{s}\left\|u_{s}\right\|_{2}^{8}+\left\|v_{s}\right\|_{2}^{8} d t \tag{C.36}
\end{align*}
$$

Further by the definition of the dynamics of $w_{t}$ we get,

$$
\begin{align*}
& \left\|w_{s}-w_{k \nu}\right\|_{2}^{8} \\
& =\left\|\int_{k \nu}^{s}-2 w_{t}-\frac{c_{\kappa}}{L} \nabla U\left(x_{\left\lfloor\frac{t}{\delta}\right\rfloor}\right)+\frac{c_{\kappa}}{L} \nabla U\left(y_{t}\right) d t+4 \sqrt{\frac{c_{\kappa}}{L}} \int_{k \nu}^{s} \gamma_{t} \gamma_{t}^{T} d B_{t}+2 \sqrt{\frac{c_{\kappa}}{L}} \int_{k \nu}^{s} \bar{\gamma}_{t} \bar{\gamma}_{t}^{T} d A_{t}\right\|_{2}^{8} \\
& \stackrel{(i)}{\leq} 2^{20}(s-k \nu)^{7}\left(\int_{k \nu}^{s}\left\|w_{t}\right\|_{2}^{8}+\frac{c_{\kappa}^{8}}{L^{8}}\left\|\nabla U\left(y_{t}\right)\right\|_{2}^{8}+\frac{c_{\kappa}^{8}}{L^{8}}\left\|\nabla U\left(x_{\left\lfloor\frac{t}{\nu}\right\rfloor}\right)\right\|_{2}^{8} d t\right) \\
& +2^{12} \frac{c_{\kappa}^{4}}{L^{4}}\left\|\int_{k \nu}^{s} \gamma_{t} \gamma_{t}^{T} d B_{t}\right\|_{2}^{8}+2^{12} \frac{c_{\kappa}^{4}}{L^{4}}\left\|\int_{k \nu}^{s} \bar{\gamma}_{t} \bar{\gamma}_{t}^{T} d A_{t}\right\|_{2}^{8} \\
& \stackrel{(i i)}{\leq} 2^{30}(s-k \nu)^{7}\left(\int_{k \nu}^{s}\left\|u_{t}\right\|_{2}^{8}+\left\|v_{t}\right\|_{2}^{8}+c_{\kappa}^{8}\left\|y_{t}\right\|_{2}^{8}+c_{\kappa}^{8}\left\|x_{\left\lfloor\frac{t}{\nu}\right\rfloor}\right\|_{2}^{8} d t\right) \\
& +2^{12} \frac{c_{\kappa}^{4}}{L^{4}}\left\|\int_{k \nu}^{s} \gamma_{t} \gamma_{t}^{T} d B_{t}\right\|_{2}^{8}+2^{12} \frac{c_{\kappa}^{4}}{L^{4}}\left\|\int_{k \nu}^{s} \bar{\gamma}_{t} \bar{\gamma}_{t}^{T} d A_{t}\right\|_{2}^{8} \\
& \stackrel{(i i i)}{\leq} 2^{30}(s-k \nu)^{7}\left(\int_{k \nu}^{s}\left\|u_{t}\right\|_{2}^{8}+\left\|v_{t}\right\|_{2}^{8}+\left\|y_{t}\right\|_{2}^{8}+\left\|x_{\left\lfloor\frac{t}{\nu}\right\rfloor}\right\|_{2}^{8} d t\right) \\
& +2^{12} \frac{1}{L^{4}}\left\|\int_{k \nu}^{s} \gamma_{t} \gamma_{t}^{T} d B_{t}\right\|_{2}^{8}+2^{12} \frac{1}{L^{4}}\left\|\int_{k \nu}^{s} \bar{\gamma}_{t} \bar{\gamma}_{t}^{T} d A_{t}\right\|_{2}^{8}, \tag{C.37}
\end{align*}
$$

where ( $i$ ) is by the triangle inequality and Young's inequality, (ii) uses Assumption (A1), and (iii) uses the fact that $c_{\kappa} \leq 1$.

Therefore, summing the two inequalities above and taking expectations,

$$
\begin{aligned}
& \mathbb{E}\left[\left\|z_{s}-z_{k \nu}\right\|_{2}^{8}+\left\|w_{s}-w_{k \nu}\right\|_{2}^{8}\right] \\
& \leq \mathbb{E} {\left[2^{30}(s-k \nu)^{7}\left(\int_{k \nu}^{s}\left\|x_{\left\lfloor\frac{t}{\delta}\right\rfloor \delta}\right\|_{2}^{8}+\left\|u_{t}\right\|_{2}^{8}+\left\|y_{t}\right\|_{2}^{8}+\left\|v_{t}\right\|_{2}^{8} d t\right)\right] } \\
&+\mathbb{E}\left[2^{12} \frac{1}{L^{4}}\left\|\int_{k \nu}^{s} \gamma_{t} \gamma_{t}^{T} d B_{t}\right\|_{2}^{8}+2^{12} \frac{1}{L^{4}}\left\|\int_{k \nu}^{s} \bar{\gamma}_{t} \bar{\gamma}_{t}^{T} d A_{t}\right\|_{2}^{8}\right] \\
& \leq 2^{32}(s-k \nu)^{8}\left(R^{2}+\frac{d}{m}\right)^{4}+2^{52} \cdot(s-k \nu)^{4} \cdot \frac{1}{L^{4}}
\end{aligned}
$$

where the last inequlaity is by combining Lemma 56, Lemma 57 and Lemma 46 and by noting that by their definition in Eq. (4.15), $\left\|\gamma_{t}\right\|_{2} \leq 1$ and $\left\|\bar{\gamma}_{t}\right\|_{2} \leq 1$ for all $t$, with probability one.

There exists $C_{1}=\operatorname{poly}\left(R, d, \frac{1}{m}\right)$ and $C_{3}=1 / \operatorname{poly}\left(R, d, \frac{1}{m}\right)$, such that for all $\nu<C_{3}$ and for all $s \in[k \nu,(k+1) \nu]$, the right-hand side of the inequality above is upper bounded by

$$
\mathbb{E}\left[\left\|z_{s}-z_{k \nu}\right\|_{2}^{8}+\left\|w_{s}-w_{k \nu}\right\|_{2}^{8}\right] \leq \nu^{4} C_{1}
$$

Combining the above with inequality (C.35), we find that there exists $C_{2}=\operatorname{poly}\left(R, d, \frac{1}{m}\right)$ and $C_{3}=1 / \operatorname{poly}\left(R, d, \frac{1}{m}\right)$, such that for all $\nu<C_{3}$ and for all $s \in[k \nu,(k+1) \nu]$

$$
\begin{aligned}
\mathbb{E}\left[\mu_{k} \cdot \mathbb{1}\left\{r_{s} \geq \sqrt{12} R\right\}\right] & \leq \frac{\mathbb{E}\left[\left(r_{s}-r_{k \nu}\right)^{8}\right]}{(0.14 R)^{8}} \\
& \leq \frac{2^{10} \mathbb{E}\left[\left\|z_{s}-z_{k \nu}\right\|_{2}^{8}+\left\|w_{s}-w_{k \nu}\right\|_{2}^{8}\right]+2^{10} \beta^{4}}{(0.14 R)^{8}} \\
& \leq \nu^{4} C_{2},
\end{aligned}
$$

where $\beta$ is absorbed into $C_{2}$ due to our assumption that $\beta \leq 0.0001 R$.

Corollary 45 For $\beta \leq 0.0001 R$. There exists constants, $C_{3}=1 / p o l y(L, 1 / m, d, R)$ and $C_{4}=\operatorname{poly}(L, 1 / m, d, R)$, such that for all $\nu \leq C_{3}$, for all positive integers $k$, and for all $s \in[k \nu,(k+1) \nu]$,

$$
\mathbb{E}\left[\mu_{k} \mathbb{1}\left\{r_{s} \geq \sqrt{12} R\right\} r_{s}\right] \leq \sqrt{\mathbb{E}\left[\mu_{k} \mathbb{1}\left\{r_{s} \geq \sqrt{12} R\right\}\right]} \sqrt{\mathbb{E}\left[r_{s}^{2}\right]} \leq C_{4} \nu^{2}
$$

## Proof

Proof follows by combining the results of Lemma 43 and Lemma 44.
Lemma 46 Let $\gamma_{t}$ be a d-dimensional adapted process satisfying $\left\|\gamma_{t}\right\|_{2} \leq 1$ for all $t>0$ with probability one. Then

$$
\mathbb{E}\left[\left\|\int_{0}^{t} \gamma_{s} \gamma_{s}^{T} d B_{s}\right\|_{2}^{8}\right] \leq 2^{20} t^{4}
$$

## Proof

Let us define $\beta_{t}:=\int_{0}^{t} \gamma_{s} \gamma_{s}^{T} d B_{s}$. Define the function $l(\beta):=\|\beta\|_{2}^{8}$ for this proof. The derivates of this function are,

$$
\begin{aligned}
\nabla l(\beta) & =8 l(\beta)^{3 / 4} \beta \\
\nabla^{2} l(\beta) & =8 l(\beta)^{3 / 4} I+48 l(\beta)^{2 / 4} \beta \beta^{T}
\end{aligned}
$$

By Itô's Lemma,

$$
\begin{aligned}
d l\left(\beta_{t}\right) & =\left\langle 8 l\left(\beta_{t}\right)^{3 / 4} \beta_{t}, \beta_{t} \beta_{t}^{T} d B_{t}\right\rangle+4 l\left(\beta_{t}\right)^{3 / 4}\left\|\gamma_{t}\right\|_{2}^{2} d t+24 l\left(\beta_{t}\right)^{2 / 4}\left(\left\langle\beta_{t}, \gamma_{t}\right\rangle\right)^{2}\left\|\gamma_{t}\right\|_{2}^{2} d t \\
& \leq\left\langle 8 l\left(\beta_{t}\right)^{3 / 4} \beta_{t}, \beta_{t} \beta_{t}^{T} d B_{t}\right\rangle+4 l\left(\beta_{t}\right)^{3 / 4} d t+24 l\left(\beta_{t}\right)^{2 / 4}\left\|\beta_{t}\right\|_{2}^{2} d t \\
& =\left\langle 4 l\left(\beta_{t}\right)^{3 / 4} \beta_{t}, \beta_{t} \beta_{t}^{T} d B_{t}\right\rangle+28 l\left(\beta_{t}\right)^{3 / 4} d t .
\end{aligned}
$$

Taking expectations,

$$
\frac{d}{d t} \mathbb{E}\left[l\left(\beta_{t}\right)\right] \leq 28 \mathbb{E}\left[l\left(\beta_{t}\right)^{3 / 4}\right] \leq 28 \mathbb{E}\left[l\left(\beta_{t}\right)\right]^{3 / 4}
$$

Thus,

$$
\begin{array}{ll} 
& \frac{d}{d t} \mathbb{E}\left[l\left(\beta_{t}\right)\right]^{1 / 4} \leq 28 \\
\Rightarrow & \mathbb{E}\left[l\left(\beta_{t}\right)\right]^{1 / 4} \leq 28 t \\
\Rightarrow \quad & \mathbb{E}\left[l\left(\beta_{t}\right)\right] \leq 2^{20} t^{4},
\end{array}
$$

as claimed.
Lemma 47 For all $t \geq 0, \mathbb{E}\left[\phi_{t}\right]=0$.

## Proof

By the definition of $\phi_{t}$ it is a martingale. Hence, $\mathbb{E}\left[\phi_{t}\right]=0$.

## C.4.5 Putting it all together

In this section, we combine the results from Appendices C.4.2, C.4.3 and C.4.4 to prove Theorem 9. The heart of the proof is Lemma 50, which shows that $\mathcal{L}_{t}$ contracts with probability one at a rate of $-C_{m}$. This lemma essentially combines the results of Lemmas 51, 52 (proved in Appendix C.4.2) and Lemmas 53, 54 (proved in Appendix C.4.3).

## Proof of Theorem 9

From Lemma 50 we have,

$$
\begin{equation*}
\mathcal{L}_{k \nu} \leq e^{-C_{m} k \nu} \mathcal{L}_{0}+\frac{1}{1-\exp \left(-C_{m} \nu\right)} \cdot(3 \nu+5) \beta \tag{C.38}
\end{equation*}
$$

while from Lemma 49 ,

$$
f\left(r_{k \nu}\right) \leq 200 \mathcal{L}_{k \nu}+400 \xi_{k \nu}+\sigma_{k \nu}+\phi_{k \nu}+400 \beta
$$

Taking expectations,

$$
\begin{aligned}
& \mathbb{E}\left[f\left(r_{k \nu}\right)\right] \\
& \quad \stackrel{(i)}{\leq} 200 \mathbb{E}\left[\mathcal{L}_{k \nu}\right]+400 \mathbb{E}\left[\xi_{k \nu}\right]+\mathbb{E}\left[\sigma_{k \nu}\right]+\mathbb{E}\left[\phi_{k \nu}\right]+400 \beta \\
& \quad(i i) \\
& \quad \leq 200 e^{-C_{m} k \nu} \mathbb{E}\left[\mathcal{L}_{0}\right]+400 \mathbb{E}\left[\xi_{k \nu}\right]+\mathbb{E}\left[\sigma_{k \nu}\right]+\mathbb{E}\left[\phi_{k \nu}\right]+\frac{2000(\nu+1)}{1-\exp \left(-C_{m} \nu\right)} \beta \\
& \quad=200 e^{-C_{m} k \nu} \mathbb{E}\left[f\left(r_{0}\right)\right]+400 \mathbb{E}\left[\xi_{k \nu}\right]+\mathbb{E}\left[\sigma_{k \nu}\right]+\mathbb{E}\left[\phi_{k \nu}\right]+\frac{2000(\nu+1)}{1-\exp \left(-C_{m} \nu\right)} \beta \\
& \quad \leq 200 e^{-C_{m} k \nu} \mathbb{E}\left[r_{0}\right]+400 \mathbb{E}\left[\xi_{k \nu}\right]+\mathbb{E}\left[\sigma_{k \nu}\right]+\mathbb{E}\left[\phi_{k \nu}\right]+\frac{3000(\nu+1)}{1-\exp \left(-C_{m} \nu\right)} \beta,
\end{aligned}
$$

where $(i)$ is by Eq. (C.38) and (ii) can be verified from the initialization in Eq. 4.10) and the definition of the Lyapunov function $\mathcal{L}_{t}$ in Eq. (4.27).

From Lemmas 39, 42 and 47,

$$
400 \mathbb{E}\left[\xi_{k \nu}\right]+\mathbb{E}\left[\sigma_{k \nu}\right]+\mathbb{E}\left[\phi_{k \nu}\right] \leq \delta \cdot \frac{2^{18} c_{\kappa}(R+\sqrt{d / m})}{C_{m}}+C_{5} \nu^{2}
$$

where $C_{5}=\operatorname{poly}\left(L, 1 / m, d, R, 1 / C_{m}\right)$ as defined in Lemma 42.
From Lemma 57, our choice of $x_{0}=u_{0}=0$ in Eq. 4.10 and our definition of $r_{t}$ in Eq. (4.19),

$$
\mathbb{E}\left[r_{0}\right] \leq 3 \mathbb{E}\left[\left\|y_{0}\right\|_{2}+\left\|v_{0}\right\|_{2}\right] \leq 2^{10}\left(R+\sqrt{\frac{d}{m}}\right)+3 \beta .
$$

By plugging the bound on $\mathbb{E}\left[r_{0}\right]$ and $\mathbb{E}\left[\xi_{k \nu}\right]$ into the bound on $\mathbb{E}\left[f\left(r_{k \nu}\right)\right]$ above gives us that

$$
\mathbb{E}\left[f\left(r_{k \nu}\right)\right] \leq e^{-C_{m} k \nu} 2^{18}\left(R+\sqrt{\frac{d}{m}}\right)+\delta \cdot \frac{2^{18} c_{\kappa}(R+\sqrt{d / m})}{C_{m}}+C_{5} \nu^{2}+\frac{3000(\nu+1)}{1-\exp \left(-C_{m} \nu\right)} \beta
$$

This inequality along with (F3) of Lemma 55, and Lemma 31. 1 also implies that,

$$
\begin{aligned}
\mathbb{E}\left[\left\|z_{k \nu}\right\|_{2}\right] \leq & \mathbb{E}\left[r_{k \nu}\right]+\beta \\
\leq & 2 e^{6 L R^{2}} \cdot \mathbb{E}\left[f\left(r_{k u}\right)\right]+\beta \\
\leq & e^{6 L R^{2}} \cdot e^{-C_{m} k \nu} 2^{19}\left(R+\sqrt{\frac{d}{m}}\right)+e^{6 L R^{2}} \cdot \delta \cdot \frac{2^{19} c_{\kappa}(R+\sqrt{d / m})}{C_{m}} \\
& \quad+2 e^{6 L R^{2}} \cdot\left(C_{5} \nu^{2}+\frac{3000(\nu+1)}{1-\exp \left(-C_{m} \nu\right)} \beta+\beta\right) .
\end{aligned}
$$

We can take $\nu$ and $\beta$ to be arbitrarily small without any additional computation cost, so let $\nu=e^{-10} \min \left\{\frac{1}{C_{m}},\left(e^{-6 L R^{2}} \cdot \frac{\delta c_{\kappa}(R+\sqrt{d / m})}{C_{m}}\right)^{1 / 2}\right\}$ and $\beta=2^{-20} e^{-6 L R^{2}} \cdot \delta c_{\kappa}(R+\sqrt{d / m}) \cdot \frac{\nu}{1+\nu}$.

In particular, note that our assumption that $\nu \leq e^{-10} / C_{m}$ allows us to simplify $1 /(1-$ $\left.\exp \left(-C_{m} \nu\right)\right) \leq C_{m} \nu / 2$. We have thus shown that the sum of terms containing $\beta$ and $\nu$ are less than the sum of terms which do not contain $\beta$ and $\nu$.

We can ensure that the second term $\left(e^{6 L R^{2}} \cdot \delta \cdot \frac{2^{19} c_{\kappa}(R+\sqrt{d / m})}{C_{m}}\right)$ is less than $\varepsilon / 2$ by setting

$$
\delta=\varepsilon 2^{-20} e^{-6 L R^{2}} \frac{C_{m}}{R+\sqrt{d / m}} \frac{1}{c_{\kappa}} .
$$

We can ensure that the first term $\left(e^{6 L R^{2}} \cdot e^{-C_{m} k \nu} 2^{19}\left(R+\sqrt{\frac{d}{m}}\right)\right)$ is less than $\varepsilon / 2$ by setting

$$
k \nu \geq \frac{\log \frac{1}{\varepsilon}+6 L R^{2}+\log \left(2^{20}\left(R^{2}+\frac{d}{m}\right)\right)}{C_{m}} .
$$

Recalling the definition of $C_{m}:=\min \left\{\frac{e^{-6 L R^{2}}}{6000 \kappa L R^{2}}, \frac{e^{-6 L R^{2}}}{21 \cdot 10^{7} \cdot \log (100) \cdot \kappa^{2}}, \frac{1}{3 \cdot 10^{6} \kappa^{2}}\right\}$ in Eq. 4.9), and $c_{\kappa}:=1 /(1000 \kappa)$, some algebra shows that it suffices to let

$$
\delta=\frac{\varepsilon}{R+\sqrt{d / m}} \cdot e^{-12 L R^{2}} \cdot 2^{-35} \min \left(\frac{1}{L R^{2}}, \frac{1}{\kappa}\right) .
$$

The number of steps of the algorithm is thus

$$
\begin{aligned}
n=\frac{k \nu}{\delta} & \geq 2^{60} \cdot \frac{R+\sqrt{d / m}}{\varepsilon} \cdot e^{18 L R^{2}} \cdot \kappa \cdot \max \left\{L R^{2}, \kappa\right\}^{2} \cdot\left(\log \frac{1}{\varepsilon}+L R^{2}+\log \left(R^{2}+\frac{d}{m}\right)\right) \\
& =\widetilde{\mathcal{O}}\left(\frac{\sqrt{d}}{\varepsilon} e^{18 L R^{2}}\right)
\end{aligned}
$$

This completes the proof.
Lemma 48 With probability one, for all positive integers $k$,

$$
\left(1-\mu_{k}\right) \cdot f\left(r_{k \nu}\right) \leq\left(1-\mu_{k}\right) \cdot 2\left(f\left(r_{\tau_{k}}\right)+c_{\kappa} \int_{\tau_{k}}^{k \nu} e^{-\frac{c_{k}^{2}}{3}(k \nu-t)}\left\|x_{t}-x_{\left\lfloor\frac{t}{\delta}\right\rfloor \delta}\right\|_{2} d t\right)+6 \beta .
$$

Proof
First, by Eq. (4.19) and Lemma 31.1,

$$
\begin{aligned}
\left(1-\mu_{k}\right) \cdot r_{k \nu} & =\left(1-\mu_{k}\right) \cdot\left(\left(1+2 c_{\kappa}\right) \ell\left(z_{k \nu}\right)_{2}+\ell\left(z_{k \nu}+w_{k \nu}\right)\right) \\
& \leq\left(1-\mu_{k}\right) \cdot\left(\left(1+2 c_{\kappa}\right)\left\|z_{k \nu}\right\|_{2}+\left\|z_{k \nu}+w_{k \nu}\right\|\right)+3 \beta .
\end{aligned}
$$

Note that by Lemma 38 we have,

$$
\begin{equation*}
1-\mu_{k}=\mathbb{1}\left\{\mu_{k}=0\right\}=\prod_{i \in S_{k}} \mathbb{1}\left\{\mu_{i}=0\right\}=\prod_{i \in S_{k}}\left(1-\mu_{i}\right), \tag{C.39}
\end{equation*}
$$

where $S_{k}:=\left\{\frac{\tau_{k}}{\nu}, \ldots, k\right\}$. Thus using this characterization of $1-\mu_{k}$ we get,

$$
\begin{aligned}
&\left(1-\mu_{k}\right) \cdot\left(\left(1+2 c_{\kappa}\right)\left\|z_{k \nu}\right\|_{2}+\left\|z_{k \nu}+w_{k \nu}\right\|_{2}\right) \\
& \stackrel{(i)}{\leq}\left(1-\mu_{k}\right) \cdot 2 \sqrt{\left\|z_{k \nu}\right\|_{2}^{2}+\left\|z_{k \nu}+w_{k \nu}\right\|_{2}^{2}} \\
& \quad \stackrel{(i i)}{\leq}\left(1-\mu_{k}\right) \cdot 2\left(\left(\sqrt{\left\|z_{k \nu}\right\|_{2}^{2}+\left\|z_{k \nu}+w_{k \nu}\right\|_{2}^{2}}-\sqrt{2.2} R\right)_{+}+\sqrt{2.2} R\right)
\end{aligned}
$$

where $(i)$ is by defintion of $c_{\kappa}$ in Eq. (4.6) and (ii) inequality is by algebra. Unpacking this further we get that:

$$
\begin{aligned}
& \left(1-\mu_{k}\right) \cdot\left(\left(1+2 c_{\kappa}\right)\left\|z_{k \nu}\right\|_{2}+\left\|z_{k \nu}+w_{k \nu}\right\|_{2}\right) \\
& \stackrel{(i)}{\leq}\left(1-\mu_{k}\right) \cdot 2\left(\left(\prod_{i \in S_{k}}\left(1-\mu_{i}\right)\right) \cdot\left(\sqrt{\left\|z_{k \nu}\right\|_{2}^{2}+\left\|z_{k \nu}+w_{k \nu}\right\|_{2}^{2}}-\sqrt{2.2} R\right)_{+}+\sqrt{2.2} R\right) \\
& \stackrel{(i i)}{\leq}\left(1-\mu_{k}\right) \cdot 2\left(\left(\prod_{i \in S_{k}}\left(1-\mu_{i}\right)\right) \cdot e^{-\frac{c_{k}^{2}}{3}\left(k \nu-\tau_{k}\right)}\left(\sqrt{\left\|z_{\tau_{k}}\right\|_{2}^{2}+\left\|z_{\tau_{k}}+w_{\tau_{k}}\right\|_{2}^{2}}-\sqrt{2.2} R\right)_{+}\right) \\
& +\left(1-\mu_{k}\right) \cdot 2\left(\left(\prod_{i \in S_{k}}\left(1-\mu_{i}\right)\right) \cdot c_{\kappa} \int_{\tau_{k}}^{k \nu} e^{-\frac{c_{k}^{2}}{3}(k \nu-t)}\left\|x_{t}-x_{\left\lfloor\frac{t}{\delta}\right\rfloor \delta}\right\|_{2} d t\right) \\
& +\left(1-\mu_{k}\right) \cdot 2(\sqrt{2.2} R) \\
& \stackrel{(i i i)}{\leq}\left(1-\mu_{k}\right) \cdot 2\left(\left(\sqrt{\left\|z_{\tau_{k}}\right\|_{2}^{2}+\left\|z_{\tau_{k}}+w_{\tau_{k}}\right\|_{2}^{2}}-\sqrt{2.2} R\right)_{+}+\sqrt{2.2} R\right) \\
& +\left(1-\mu_{k}\right) \cdot 2\left(c_{\kappa} \int_{\tau_{k}}^{k \nu} e^{-\frac{c_{\kappa}^{2}}{3}(k \nu-t)}\left\|x_{t}-x_{\left\lfloor\frac{t}{\delta}\right\rfloor \delta}\right\|_{2} d t\right) \\
& \stackrel{(i v)}{=}\left(1-\mu_{k}\right) \cdot 2\left(\sqrt{\left\|z_{\tau_{k}}\right\|_{2}^{2}+\left\|z_{\tau_{k}}+w_{\tau_{k}}\right\|_{2}^{2}}\right) \\
& +\left(1-\mu_{k}\right) \cdot 2\left(c_{\kappa} \int_{\tau_{k}}^{k \nu} e^{-\frac{c_{\kappa}^{2}}{3}(k \nu-t)}\left\|x_{t}-x_{\left\lfloor\frac{t}{\delta}\right\rfloor \delta}\right\|_{2} d t\right) \\
& \stackrel{(v)}{\leq}\left(1-\mu_{k}\right) \cdot 2\left(r_{\tau_{k}}+\left(c_{\kappa} \int_{\tau_{k}}^{k \nu} e^{-\frac{c_{\kappa}^{2}}{3}(k \nu-t)}\left\|x_{t}-x_{\left\lfloor\frac{t}{\delta}\right\rfloor \delta}\right\|_{2} d t\right)\right)+3 \beta,
\end{aligned}
$$

where ( $i$ ) is by Eq. (C.39), (ii) follows by Lemma 36, applied recursively for $i \in\left\{\frac{\tau_{k}}{\nu} \ldots k\right\}$, while (iii) is again by Eq. (C.39). The equality in (iv) can be verified as follows: By Lemma 38
we know that $\tau_{\tau_{k} / \nu}=\tau_{k}$, which implies that $\sqrt{\left\|z_{\tau_{k}}\right\|_{2}^{2}+\left\|z_{\tau_{k}}+w_{\tau_{k}}\right\|_{2}^{2}} \geq \sqrt{5} R$ based on the dynamics of $\tau_{k}$ in Eq. 4.17). Finally $(v)$ is by definition of $r_{t}$ in Eq. 4.19).

Our conclusion thus follows from the concavity of $f$ and the fact that $f(0)=0$, so that for all $a, b, c \in \mathbb{R}^{+}, f(4 b) \leq 4 f(b)$ and $a \leq b+c$ implies that $f(a) \leq f(b)+c$ :

$$
\left(1-\mu_{k}\right) \cdot f\left(r_{k \nu}\right) \leq\left(1-\mu_{k}\right) \cdot 2\left(f\left(r_{\tau_{k}}\right)+c_{\kappa} \int_{\tau_{k}}^{k \nu} e^{-\frac{c_{\kappa}^{2}}{3}(k \nu-t)}\left\|x_{t}-x_{\left\lfloor\frac{t}{\delta}\right\rfloor \delta}\right\|_{2} d t\right)+6 \beta .
$$

Lemma 49 For all positive integer $k$, with probability one,

$$
f\left(r_{k \nu}\right) \leq 200 \mathcal{L}_{k \nu}+400 \xi_{k \nu}+\sigma_{k \nu}+\phi_{k \nu}+400 \beta .
$$

## Proof

From Lemma 48,

$$
\begin{align*}
\left(1-\mu_{k}\right) \cdot f\left(r_{k \nu}\right) & \leq 2\left(1-\mu_{k}\right) \cdot f\left(r_{\tau_{k}}\right)+2\left(1-\mu_{k}\right) \cdot c_{\kappa} \int_{\tau_{k}}^{k \nu} e^{-\frac{c_{\kappa}^{2}}{3}(k \nu-t)}\left\|x_{t}-x_{\left\lfloor\frac{t}{\delta}\right\rfloor \delta}\right\|_{2} d t+6 \beta \\
& \leq 2\left(1-\mu_{k}\right) \cdot f\left(r_{\tau_{k}}\right)+2\left(1-\mu_{k}\right) \xi_{k \nu}+6 \beta \tag{C.40}
\end{align*}
$$

where the last inequality is by Eq. (4.24).
We can also verify from the definition of $\mu_{t}$ in Eq. (4.18) that $\mu_{k}=0 \Leftrightarrow k \nu \leq \tau_{k}+T_{\text {sync }}$. Thus,

$$
\begin{align*}
\left(1-\mu_{k}\right) \cdot e^{-C_{m}\left(k \nu-\tau_{k}\right)} & \stackrel{(i)}{\geq}\left(1-\mu_{k}\right) \cdot e^{-C_{m} T_{\text {sync }}} \\
& \stackrel{(i i)}{\geq}\left(1-\mu_{k}\right) \cdot \exp \left(-\frac{c_{\kappa}^{2}}{3} \cdot T_{\text {sync }}\right) \\
& =\left(1-\mu_{k}\right) \cdot \frac{1}{100} \tag{C.41}
\end{align*}
$$

where $(i)$ is by Eq. (4.9) and (ii) line is by Eq. (4.8).
Combining the above with the definition of $\xi_{k \nu}$ in Eq. (4.24) we get,

$$
\begin{align*}
\left(1-\mu_{k}\right) \xi_{k \nu} & =\left(1-\mu_{k}\right) e^{-C_{m}\left(k \nu-\tau_{k}\right)} \xi_{\tau_{k}}+\int_{\tau_{k}}^{k \nu} e^{-C_{m}(k \nu-s)} c_{\kappa}\left\|x_{s}-x_{\left\lfloor\frac{s}{\delta}\right\rfloor \delta}\right\|_{2} d s \\
& \geq\left(1-\mu_{k}\right) e^{-C_{m}\left(k \nu-\tau_{k}\right)} \xi_{\tau_{k}} . \tag{С.42}
\end{align*}
$$

Thus,

$$
\begin{aligned}
\mathcal{L}_{k \nu} & \stackrel{(i)}{=} \mu_{k}\left(f\left(r_{k \nu}\right)-\xi_{k \nu}\right)+\left(1-\mu_{k}\right) \cdot e^{-C_{m}\left(k \nu-\tau_{k}\right)} \cdot\left(f\left(r_{\tau_{k}}\right)-\xi_{\tau_{k}}\right)-\left(\sigma_{k \nu}+\phi_{k \nu}\right) \\
& \stackrel{(i i)}{\geq} \mu_{k}\left(f\left(r_{k \nu}\right)-\xi_{k \nu}\right)+\left(1-\mu_{k}\right) \cdot e^{-C_{m}\left(k \nu-\tau_{k}\right)} \cdot\left(\frac{1}{2} f\left(r_{k \nu}\right)-\xi_{k \nu}-\xi_{\tau_{k}}-2 \beta\right)-\left(\sigma_{k \nu}+\phi_{k \nu}\right) \\
& \stackrel{(i i i)}{\geq} \mu_{k}\left(f\left(r_{k \nu}\right)-\xi_{k \nu}\right)+\left(1-\mu_{k}\right) \cdot\left(\frac{e^{-C_{m}\left(k \nu-\tau_{k}\right)}}{2} f\left(r_{k \nu}\right)-2 \xi_{k \nu}-2 \beta\right)-\left(\sigma_{k \nu}+\phi_{k \nu}\right) \\
& \stackrel{(i v)}{\geq} \mu_{k}\left(f\left(r_{k \nu}\right)-\xi_{k \nu}\right)+\left(1-\mu_{k}\right) \cdot\left(\frac{1}{200} f\left(r_{k \nu}\right)-2 \xi_{k \nu}-2 \beta\right)-\left(\sigma_{k \nu}+\phi_{k \nu}\right) \\
& \stackrel{(v)}{\geq} \frac{1}{200}\left(\mu_{k} \cdot f\left(r_{k \nu}\right)+\left(1-\mu_{k}\right) \cdot f\left(r_{k \nu}\right)\right)-\left(2 \xi_{k \nu}+\sigma_{k \nu}+\phi_{k \nu}\right)-2 \beta \\
& \stackrel{(v i)}{=} \frac{1}{200}\left(f\left(r_{k \nu}\right)\right)-\left(2 \xi_{k \nu}+\sigma_{k \nu}+\phi_{k \nu}\right)-2 \beta,
\end{aligned}
$$

where $(i)$ is by definition of $\mathcal{L}$ in Eq. (4.27). (ii) is by Eq. (C.40). (iii) is by Eq. (C.42) and the positivity of $f, \xi$, $\beta$. (iv) is by Eq. (C.41) and the fact that $f\left(r_{t}\right) \geq 0$ and $\xi_{t} \geq 0$ for all $t$. The inequalities $(v)$ and $(v i)$ are by algebraic manipulations.

Rearranging terms gives

$$
f\left(r_{k \nu}\right) \leq 200 \mathcal{L}_{k \nu}+400 \xi_{k \nu}+\sigma_{k \nu}+\phi_{k \nu}+400 \beta .
$$

Lemma 50 Assume that $e^{72 L R^{2}} \geq 2$. With probability one, for all positive integers $k$,

$$
\mathcal{L}_{k \nu} \leq e^{-C_{m} \nu} \mathcal{L}_{(k-1) \nu}+(3 \nu+5) \beta .
$$

Applying this recursively,

$$
\begin{aligned}
\mathcal{L}_{k \nu} & \leq e^{-C_{m} k \nu} \mathcal{L}_{0}+(3 \nu+5) \beta \cdot \sum_{i=0}^{k} e^{-i C_{m} \nu} \\
& \leq e^{-C_{m} k \nu} \mathcal{L}_{0}+\frac{1}{1-\exp \left(-C_{m} \nu\right)} \cdot(3 \nu+5) \beta .
\end{aligned}
$$

## Proof

We get the conclusion by summing the results of Lemmas 51, 52, 53 and 54 .
Below, we state the lemmas which are needed to prove Lemma 50 .
Lemma 51 Assume that $e^{72 L R^{2}} \geq 2$. For all positive integers $k$, with probability 1 ,

$$
\mathbb{1}\left\{\mu_{k}=1, \mu_{k-1}=0\right\} \cdot \mathcal{L}_{k \nu} \leq \mathbb{1}\left\{\mu_{k}=1, \mu_{k-1}=0\right\} \cdot e^{-C_{m} \nu} \mathcal{L}_{(k-1) \nu}+5 \beta .
$$

## Proof

Given the definition of $\mathcal{L}_{t}$ in Eq. (4.27) we find that $\mathbb{1}\left\{\mu_{k}=1\right\} \mathcal{L}_{k \nu}=\mathbb{1}\left\{\mu_{k}=1\right\} f\left(r_{k \nu}\right)$ and $\mathbb{1}\left\{\mu_{k-1}=0\right\} \mathcal{L}_{(k-1) \nu}=\mathbb{1}\left\{\mu_{k-1}=0\right\}\left(e^{-C_{m}\left((k-1) \nu-\tau_{k-1}\right)} f\left(r_{\tau_{k-1}}\right)-\left(\sigma_{(k-1) \nu}+\phi_{(k-1) \nu}\right)\right)$.

By the dynamics of $\mu_{k}$, we can verify that

$$
\begin{aligned}
\mu_{k}=1 & \Leftrightarrow \quad k \nu \geq \tau_{k}+T_{\text {sync }} \\
& \Rightarrow k \nu \neq \tau_{k} \\
& \Rightarrow \tau_{k}=\tau_{k-1} \\
& \Rightarrow \quad k \nu \geq \tau_{k-1}+T_{\text {sync }} .
\end{aligned}
$$

We can also verify that

$$
\mu_{k-1}=0 \Rightarrow(k-1) \nu<\tau_{k-1}+T_{\text {sync }} .
$$

By our choice of $\nu, T_{\text {sync }} / \nu$ is an integer (see comment following Eq. 4.8) , and the inequalities above imply that $k \nu=\tau_{k-1}+T_{\text {sync }}$. Thus,

$$
\begin{equation*}
\mathbb{1}\left\{\mu_{k}=1, \mu_{k-1}=0\right\}=\mathbb{1}\left\{\mu_{k}=1, \mu_{k-1}=0\right\} \cdot \mathbb{1}\left\{k \nu=\tau_{k-1}+T_{\text {sync }}\right\} . \tag{С.43}
\end{equation*}
$$

To reduce clutter, let us define $\alpha:=\mathbb{1}\left\{\mu_{k}=1, \mu_{k-1}=0\right\}$ and $\alpha^{\prime}:=\mathbb{1}\left\{k \nu=\tau_{k-1}+T_{\text {sync }}\right\}$. Hence we have,

$$
\begin{align*}
\alpha \cdot \mathcal{L}_{k \nu} & \stackrel{(i)}{=} \alpha \cdot\left(f\left(r_{k \nu}\right)-\xi_{k \nu}\right)-\alpha \cdot\left(\sigma_{k \nu}+\phi_{k \nu}\right) \\
& \stackrel{(i i)}{=} \alpha \cdot \alpha^{\prime}\left(f\left(r_{k \nu}\right)-\xi_{k \nu}\right)-\alpha \cdot\left(\sigma_{k \nu}+\phi_{k \nu}\right) \\
& \stackrel{(i i i)}{=} \alpha \cdot \alpha^{\prime} \cdot e^{-C_{m} T_{s y n c}}\left(f\left(r_{\tau_{k-1}}\right)-\xi_{\tau_{k-1}}\right)-\alpha \cdot\left(\sigma_{k \nu}+\phi_{k \nu}\right)+5 \beta \\
& \stackrel{(i v)}{=} \alpha \cdot \alpha^{\prime} \cdot e^{-C_{m}\left(k \nu-\tau_{k-1}\right)}\left(f\left(r_{\tau_{k-1}}\right)-\xi_{\tau_{k-1}}\right)-\alpha \cdot\left(\sigma_{k \nu}+\phi_{k \nu}\right)+5 \beta \\
& \stackrel{(v)}{=} \alpha \cdot \alpha^{\prime} \cdot e^{-C_{m} \nu} e^{-C_{m}\left((k-1) \nu-\tau_{k-1}\right)}\left(f\left(r_{\tau_{k-1}}\right)-\xi_{\tau_{k-1}}\right)-\alpha \cdot\left(\sigma_{k \nu}+\phi_{k \nu}\right)+5 \beta \\
& \stackrel{(v i)}{=} \alpha \cdot e^{-C_{m} \nu} e^{-C_{m}\left((k-1) \nu-\tau_{k-1}\right)}\left(f\left(r_{\tau_{k-1}}\right)-\xi_{\tau_{k-1}}\right)-\alpha \cdot\left(\sigma_{k \nu}+\phi_{k \nu}\right)+5 \beta, \tag{С.44}
\end{align*}
$$

where $(i)$ is by definition of $\mathcal{L}_{k \nu}$, (ii) by Eq. (C.43), (iii) is by Lemma 34, (iv) is by the fact that $\alpha^{\prime}=\mathbb{1}\left\{T_{\text {sync }}=k \nu-\tau_{k-1}\right\},(v)$ is by algebra and finally (vi) is again by Eq. (C.43).

By definition of $\sigma_{t}$ in Eq. (4.25),

$$
\begin{align*}
\alpha \cdot \sigma_{k \nu} & =\alpha \int_{0}^{k \nu} \mu_{\left\lfloor\frac{s}{\nu}\right\rfloor} \cdot e^{-C_{m}(k \nu-s)} \cdot 4 r_{s} d s \\
& \stackrel{(i)}{=} \alpha \int_{0}^{(k-1) \nu} \mu_{\left\lfloor\frac{s}{\nu}\right\rfloor} \cdot e^{-C_{m}(k \nu-s)} \cdot 4 r_{s} d s \\
& =\alpha e^{-C_{m} \nu} \sigma_{(k-1) \nu}, \tag{C.45}
\end{align*}
$$

where $(i)$ is because $\alpha=1$ implies that $\mu_{\left\lfloor\frac{s}{\nu}\right\rfloor}=\mu_{k-1}=0$ for all $s \in[(k-1) \nu, k \nu)$.

Similarly, by the definition of $\phi_{t}$ in Eq. 4.26,

$$
\begin{align*}
& \alpha \cdot \phi_{k \nu} \\
& =\alpha \int_{0}^{k \nu} \mu_{\left\lfloor\frac{s}{\nu}\right\rfloor} \cdot e^{-C_{m}(k \nu-s)} f^{\prime}\left(r_{s}\right) q^{\prime}\left(\left\|z_{s}+w_{s}\right\|_{2}\right)\left\langle\frac{z_{s}+w_{s}}{\left\|z_{s}+w_{s}\right\|_{2}}, 4 \sqrt{\frac{c_{\kappa}}{L}}\left(\gamma_{s} \gamma_{s}^{T} d B_{s}+\frac{1}{2} \bar{\gamma}_{s} \bar{\gamma}_{s}^{T} d A_{s}\right)\right\rangle \\
& \stackrel{(i)}{=} \alpha \int_{0}^{(k-1) \nu} \mu_{\left\lfloor\frac{s}{\nu}\right\rfloor} \cdot e^{-C_{m}(k \nu-s)} f^{\prime}\left(r_{s}\right) q^{\prime}\left(\left\|z_{s}+w_{s}\right\|_{2}\right)\left\langle\frac{z_{s}+w_{s}}{\left\|z_{s}+w_{s}\right\|_{2}}, 4 \sqrt{\frac{c_{\kappa}}{L}}\left(\gamma_{s} \gamma_{s}^{T} d B_{s}+\frac{1}{2} \bar{\gamma}_{s} \bar{\gamma}_{s}^{T} d A_{s}\right)\right\rangle \\
& =\alpha e^{-C_{m} \nu} \phi_{(k-1) \nu}, \tag{C.46}
\end{align*}
$$

where $(i)$ is again because $\alpha=1$ implies that $\mu_{\left\lfloor\frac{s}{\nu}\right\rfloor}=\mu_{k-1}=0$ for all $s \in[(k-1) \nu, k \nu)$.
Combining these results,

$$
\begin{aligned}
\alpha \mathcal{L}_{k \nu} \stackrel{(i)}{\leq} \alpha \cdot & e^{-C_{m} \nu} e^{-C_{m}\left((k-1) \nu-\tau_{k-1}\right)}\left(f\left(r_{\tau_{k-1}}\right)-\xi_{\tau_{k-1}}\right) \\
& -\alpha \cdot\left(\sigma_{k \nu}+\phi_{k \nu}\right)+5 \beta \\
\stackrel{(i i)}{=} \alpha \cdot & e^{-C_{m} \nu} e^{-C_{m}\left((k-1) \nu-\tau_{k-1}\right)}\left(f\left(r_{\tau_{k-1}}\right)-\xi_{\tau_{k-1}}\right) \\
& -\alpha e^{-C_{m} \nu} \cdot\left(\sigma_{(k-1) \nu}+\phi_{(k-1) \nu}\right)+5 \beta \\
\stackrel{(i i i)}{=} \alpha \cdot & e^{-C_{m} \nu} \cdot \mathcal{L}_{(k-1) \nu}+5 \beta,
\end{aligned}
$$

where $(i)$ is by Eq. (C.44) and (ii) is by Eq. C.45) and Eq. (C.46). Inequality (iii) is by the definition of $\mathcal{L}_{t}$ in Eq. 4.27), and because $\mathbb{1}\left\{\mu_{k-1}=0\right\} \mathcal{L}_{(k-1) \nu}=\mathbb{1}\left\{\mu_{k-1}=0\right\}\left(e^{-C_{m}\left((k-1) \nu-\tau_{k-1}\right)} f\left(r_{\tau_{k-1}}\right)-\left(\sigma_{(k-}\right.\right.$ as noted in the beginning of the proof.

Lemma 52 For all positive integers $k$, with probability one,

$$
\mathbb{1}\left\{\mu_{k}=0, \mu_{k-1}=0\right\} \cdot \mathcal{L}_{k \nu} \leq \mathbb{1}\left\{\mu_{k}=0, \mu_{k-1}=0\right\} \cdot e^{-C_{m} \nu} \mathcal{L}_{(k-1) \nu}+5 \beta .
$$

## Proof

Define $\alpha_{1}, \alpha_{2}$ and $\alpha_{3}$ to be indicators for the following events:

$$
\alpha_{1}:=\mathbb{1}\left\{\mu_{k}=0, \mu_{k-1}=0\right\}, \alpha_{2}:=\mathbb{1}\left\{k \nu=\tau_{k}\right\} \text { and } \alpha_{3}:=\mathbb{1}\left\{k \nu=\tau_{k-1}+T_{\text {sync }}\right\} .
$$

By the definition of the Lyapunov function in Eq. 4.27) we find that

$$
\begin{align*}
& \alpha_{1} \cdot \mathcal{L}_{k \nu}=\alpha_{1} \cdot\left(e^{-C_{m}\left(k \nu-\tau_{k}\right)}\left(f\left(r_{\tau_{k}}\right)-\xi_{\tau_{k}}\right)-\left(\sigma_{k \nu}+\phi_{k \nu}\right)\right), \quad \text { and }, \\
& \alpha_{1} \cdot \mathcal{L}_{(k-1) \nu}=\alpha_{1} \cdot\left(e^{-C_{m}\left((k-1) \nu-\tau_{k-1}\right)}\left(f\left(r_{\tau_{k-1}}\right)-\xi_{\tau_{k-1}}\right)-\left(\sigma_{(k-1) \nu}+\phi_{(k-1) \nu}\right)\right) \tag{С.47}
\end{align*}
$$

We now consider two cases: when $k \nu=\tau_{k}$ and when $k \nu \neq \tau_{k}$ and prove the result in both of these cases.

Case 1: $k \nu=\tau_{k}$
From the definition of $\tau_{t}$ in Eq. (4.17), we know that $k \nu=\tau_{k} \Rightarrow k \nu-\tau_{k-1} \geq T_{\text {sync }}$. Additionally, $\mu_{k-1}=0 \Rightarrow(k-1) \nu-\tau_{k-1}<T_{s y n c}$. By our choice of $\nu ; T_{\text {sync }} / \nu$ is an integer
(immediately below (4.8). Thus it must be that $k \nu=\tau_{k-1}+T_{s y n c}$. Hence we have shown that

$$
\begin{equation*}
\alpha_{1} \cdot \alpha_{2}=\alpha_{1} \cdot \alpha_{2} \cdot \alpha_{3} \tag{C.48}
\end{equation*}
$$

Thus,

$$
\begin{aligned}
& \alpha_{1} \cdot \alpha_{2} \cdot \mathcal{L}_{k \nu} \\
& \stackrel{(i)}{=} \alpha_{1} \cdot \alpha_{2} \cdot \alpha_{3} \cdot\left(e^{-C_{m}\left(k \nu-\tau_{k}\right)}\left(f\left(r_{\tau_{k}}\right)-\xi_{\tau_{k}}\right)-\left(\sigma_{\tau_{k}}+\phi_{\tau_{k}}\right)\right) \\
& \stackrel{(i i)}{=} \alpha_{1} \cdot \alpha_{2} \cdot \alpha_{3} \cdot\left(\left(f\left(r_{k \nu}\right)-\xi_{k \nu}\right)-\left(\sigma_{k \nu}+\phi_{k \nu}\right)\right) \\
& \stackrel{(i i i)}{\leq} \alpha_{1} \cdot \alpha_{2} \cdot \alpha_{3} \cdot\left(e^{-C_{m}\left(k \nu-T_{s y n c}\right)} \cdot\left(f\left(r_{\tau_{k-1}}\right)-\xi_{\tau_{k-1}}\right)-\left(\sigma_{k \nu}+\phi_{k \nu}\right)\right)+5 \beta \\
& \stackrel{(i v)}{=} \alpha_{1} \cdot \alpha_{2} \cdot \alpha_{3} \cdot\left(e^{-C_{m}\left(k \nu-T_{s y n c}\right)} \cdot\left(f\left(r_{\tau_{k-1}}\right)-\xi_{\tau_{k-1}}\right)-e^{-C_{m} \nu}\left(\sigma_{(k-1) \nu}+\phi_{(k-1) \nu}\right)\right)+5 \beta \\
& \stackrel{(v)}{=} \alpha_{1} \cdot \alpha_{2} \cdot \alpha_{3} \cdot\left(e^{-C_{m} \nu} \mathcal{L}\left(\theta_{(k-1) \nu}\right)\right)+5 \beta \\
& \stackrel{(v i)}{=} \alpha_{1} \cdot \alpha_{2} \cdot\left(e^{-C_{m} \nu} \mathcal{L}\left(\theta_{(k-1) \nu}\right)\right)+5 \beta,
\end{aligned}
$$

where $(i)$ is by Eq. C.48, (ii) is because $\alpha_{2}=1$ implies $\tau_{k}=k \nu,(i i i)$ is by Lemma 34 , Inequality (iv) is because $\alpha_{1}=1$ implies $\mu_{k-1}=0$, we can thus verify from Eq. (4.25) and Eq. (4.26) that $\alpha_{1} \cdot\left(\sigma_{k \nu}+\phi_{k \nu}\right)=\alpha_{1} \cdot e^{-C_{m} \nu}\left(\sigma_{(k-1) \nu}+\phi_{(k-1) \nu}\right)$ (the detailed proof is identical to proof of Eq. (C.45) and (C.46), and is not repeated here). $(v)$ follows by our expression for $\mathcal{L}_{(k-1) \nu}$ in Eq. (C.47) and (vi) is again by Eq. (C.48).

Case 2: $k \nu \neq \tau_{k}$
In this case, by the definition of $\tau_{t}$ (in Eq. (4.17)) that $\tau_{k}=\tau_{k-1}$. Thus,

$$
\begin{aligned}
& \alpha_{1} \cdot\left(1-\alpha_{2}\right) \cdot \mathcal{L}_{k \nu} \\
& \stackrel{(i)}{=} \alpha_{1} \cdot\left(1-\alpha_{2}\right) \cdot e^{-C_{m}\left(k \nu-\tau_{k}\right)}\left(f\left(r_{\tau_{k}}\right)-\xi_{\tau_{k}}\right)-\alpha_{1} \cdot\left(1-\alpha_{2}\right) \cdot\left(\sigma_{k \nu}+\phi_{k \nu}\right) \\
& \stackrel{(i i)}{=} \alpha_{1} \cdot\left(1-\alpha_{2}\right) \cdot e^{-C_{m}\left(k \nu-\tau_{k-1}\right)}\left(f\left(r_{\tau_{k-1}}\right)-\xi_{\tau_{k-1}}\right)-\alpha_{1} \cdot\left(1-\alpha_{2}\right) \cdot\left(\sigma_{k \nu}+\phi_{k \nu}\right) \\
& \stackrel{(i i i)}{=} \alpha_{1} \cdot\left(1-\alpha_{2}\right) \cdot e^{-C_{m}\left(k \nu-\tau_{k-1}\right)}\left(f\left(r_{\tau_{k-1}}\right)-\xi_{\tau_{k-1}}\right)-\alpha_{1} \cdot\left(1-\alpha_{2}\right) \cdot e^{-C_{m} \nu}\left(\sigma_{(k-1) \nu}+\phi_{(k-1) \nu}\right) \\
& \stackrel{(i v)}{=} \alpha_{1} \cdot\left(1-\alpha_{2}\right) \cdot e^{-C_{m} \nu} \mathcal{L}_{(k-1) \nu},
\end{aligned}
$$

where $(i)$ is by the expression for $\mathcal{L}_{k \nu}$ in Eq. (C.47), (ii) is because $\tau_{k}=\tau_{k-1}$. Inequality (iii) is because $\alpha_{1} \cdot\left(\sigma_{k \nu}+\phi_{k \nu}\right)=\alpha_{1} \cdot e^{-C_{m \nu}}\left(\sigma_{(k-1) \nu}+\phi_{(k-1) \nu}\right)$. The proof of this fact is identical to proof of inequalities Eqs. (C.45) and (C.46), and is not repeated here. Finally (iv) is by pulling out a factor of $e^{-C_{m} \nu}$, and then using the equality in Eq. (C.47).

Therefore, summing the two cases, we get our conclusion that

$$
\mathbb{1}\left\{\mu_{k}=0, \mu_{k-1}=0\right\} \cdot \mathcal{L}_{k \nu} \leq \mathbb{1}\left\{\mu_{k}=0, \mu_{k-1}=0\right\} \cdot e^{-C_{m} \nu} \mathcal{L}_{(k-1) \nu}+5 \beta
$$

Lemma 53 For all positive integers $k$, with probability 1,

$$
\mathbb{1}\left\{\mu_{k}=1, \mu_{k-1}=1\right\} \cdot \mathcal{L}_{k \nu} \leq \mathbb{1}\left\{\mu_{k}=1, \mu_{k-1}=1\right\} \cdot e^{-C_{m} \nu} \mathcal{L}_{(k-1) \nu}+5 \beta \nu
$$

## Proof

Let $\alpha$ denote the indicator of the following event, $\alpha:=\mathbb{1}\left\{\mu_{k}=1, \mu_{k-1}=1\right\}$. By the definition of our Lyapunov function (see Eq. (4.27)) that

$$
\begin{align*}
& \alpha \cdot \mathcal{L}_{k \nu}=\alpha \cdot\left(\left(f\left(r_{k \nu}\right)-\xi_{k \nu}\right)-\left(\sigma_{k \nu}+\phi_{k \nu}\right)\right), \quad \text { and }, \\
& \alpha \cdot \mathcal{L}_{(k-1) \nu}=\alpha \cdot\left(\left(f\left(r_{(k-1) \nu}\right)-\xi_{(k-1) \nu}\right)-\left(\sigma_{(k-1) \nu}+\phi_{(k-1) \nu}\right)\right) . \tag{С.49}
\end{align*}
$$

Thus we have,

$$
\begin{aligned}
\alpha \cdot \mathcal{L}_{k \nu} & \stackrel{(i)}{=} \alpha \cdot\left(\left(f\left(r_{k \nu}\right)-\xi_{k \nu}\right)-\left(\sigma_{k \nu}+\phi_{k \nu}\right)\right) \\
& \stackrel{(i i)}{=} \alpha \cdot\left(\mu_{k}\left(f\left(r_{k \nu}\right)-\xi_{k \nu}\right)-\left(\sigma_{k \nu}+\phi_{k \nu}\right)\right) \\
& \stackrel{(i i i)}{=} \alpha \cdot\left(e^{-C_{m} \nu} \mu_{k} \cdot\left(f\left(r_{(k-1) \nu}\right)-\xi_{(k-1) \nu}\right)-\left(\sigma_{(k-1) \nu}+\phi_{(k-1) \nu}\right)\right)+5 \beta \nu \\
& \stackrel{(i v)}{=} \alpha \cdot\left(e^{-C_{m} \nu} \cdot\left(f\left(r_{(k-1) \nu}\right)-\xi_{(k-1) \nu}\right)-\left(\sigma_{(k-1) \nu}+\phi_{(k-1) \nu}\right)\right)+5 \beta \nu \\
& \stackrel{(v)}{=} \alpha \cdot e^{-C_{m} \nu} \mathcal{L}_{(k-1) \nu},
\end{aligned}
$$

where $(i)$ is by Eq. (C.49), (ii) is because $\alpha=\alpha \cdot \mu_{k}$, ( iii ) is by Lemma 33, (iv) is again because $\alpha=\alpha \cdot \mu_{k}$ and (v) is again by Eq. (C.49).

Lemma 54 For all positive integers $k$, with probability 1,

$$
\mathbb{1}\left\{\mu_{k}=0, \mu_{k-1}=1\right\} \cdot \mathcal{L}_{k \nu} \leq \mathbb{1}\left\{\mu_{k}=0, \mu_{k-1}=1\right\} \cdot e^{-C_{m} \nu} \mathcal{L}_{(k-1) \nu}+5 \beta \nu
$$

## Proof

Let $\alpha:=\mathbb{1}\left\{\mu_{k}=0, \mu_{k-1}=1\right\}$. We can verify using the definition of the Lyapunov function in Eq. (4.27) that:

$$
\begin{align*}
\alpha \cdot \mathcal{L}_{k \nu} & =\alpha \cdot\left(e^{-C_{m}\left(k \nu-\tau_{k}\right)}\left(f\left(r_{\tau_{k}}\right)-\xi_{\tau_{k}}\right)-\left(\sigma_{k \nu}+\phi_{k \nu}\right)\right) \quad \text { and }, \\
\alpha \cdot \mathcal{L}_{(k-1) \nu} & =\alpha \cdot\left(\left(f\left(r_{(k-1) \nu}\right)-\xi_{(k-1) \nu}\right)-\left(\sigma_{(k-1) \nu}+\phi_{(k-1) \nu}\right)\right) . \tag{C.50}
\end{align*}
$$

Additionally, we can verify from Eq. (4.18) that $\mu_{k}=0$ implies that $k \nu-T_{\text {sync }}<\tau_{k}$ and that $\mu_{k-1}=1$ implies thta $(k-1) \nu-T_{\text {sync }} \geq \tau_{k-1}$. Putting this together, we get

$$
\tau_{k}>k \nu-T_{\text {sync }}>(k-1) \nu-T_{s y n c} \geq \tau_{k-1}
$$

Thus $\tau_{k}>\tau_{k-1}$. From the definition of $\mu_{t}$ (in Eq. 4.18), we see that $\tau_{k}$ is either equal to $\tau_{k-1}$ or is equal to $k \nu$, so that it must be that

$$
\tau_{k}=k \nu
$$

when $\alpha=1$. In particular, this implies that

$$
\begin{aligned}
\alpha \cdot \mathcal{L}_{k \nu} & \stackrel{(i)}{=} \alpha \cdot\left(e^{-C_{m}\left(k \nu-\tau_{k}\right)}\left(f\left(r_{\tau_{k}}\right)-\xi_{\tau_{k}}\right)-\left(\sigma_{k \nu}+\phi_{k \nu}\right)\right) \\
& \stackrel{(i i)}{=} \alpha \cdot\left(\mu_{k} \cdot\left(f\left(r_{k \nu}\right)-\xi_{k \nu}\right)-\left(\sigma_{k \nu}+\phi_{k \nu}\right)\right) \\
& \stackrel{(i i i)}{\leq} \alpha \cdot\left(e^{-C_{m} \nu} \mu_{k} \cdot\left(f\left(r_{(k-1) \nu}\right)-\xi_{(k-1) \nu}\right)-\left(\sigma_{(k-1) \nu}+\phi_{(k-1) \nu}\right)\right)+5 \beta \nu \\
& \stackrel{(i v)}{\leq} \alpha \cdot\left(e^{-C_{m} \nu} \cdot\left(f\left(r_{(k-1) \nu}\right)-\xi_{(k-1) \nu}\right)-\left(\sigma_{(k-1) \nu}+\phi_{(k-1) \nu}\right)\right)+5 \beta \nu \\
& \stackrel{(v)}{=} \alpha \cdot e^{-C_{m} \nu} \mathcal{L}_{(k-1) \nu}+5 \beta \nu
\end{aligned}
$$

where $(i)$ is by Eq. C.50), $(i i)$ is by $\alpha \cdot \mu_{k}=\alpha$ and because $\alpha=\alpha \cdot \mathbb{1}\left\{\tau_{k}=k \nu\right\},(i i i)$ is by Lemma 33, (iv) is again by $\alpha \cdot \mu_{k}=\alpha$ and finally $(v)$ is by Eq. (C.50).

## C. 5 Properties of $f$

Lemma 55 Assume that $e^{2 \alpha_{f} \mathcal{R}_{f}^{2}} \geq 2 \frac{1}{2}$. The function $f$ defined in Eq. (4.22) has the following properties.
(F1) $f(0)=0, f^{\prime}(0)=1$.
(F2) For all $r \geq 0, \frac{1}{2} e^{-2 \alpha_{f} \mathcal{R}_{f}^{2}} \leq \frac{1}{2} \psi(r) \leq f^{\prime}(r) \leq 1$.
(F3) For all $r \geq 0, \frac{1}{2} e^{-2 \alpha_{f} \mathcal{R}_{f}^{2}} r \leq \frac{1}{2} \Psi(r) \leq f(r) \leq \Psi(r) \leq r$.
(F4) For all $0<r \leq \mathcal{R}_{f}, f^{\prime \prime}(r)+\alpha_{f} r f^{\prime}(r) \leq-\frac{e^{-2 \alpha_{f} \mathcal{R}_{f}^{2}}}{4 \mathcal{R}_{f}^{2}} f(r)$
(F5) For all $r>0, f^{\prime \prime}$ is defined, $f^{\prime \prime}(r) \leq 0$, and $f^{\prime \prime}(r)=0$ when $r>2 \mathcal{R}_{f}$.
(F6) If $2 \alpha_{f} \mathcal{R}_{f}^{2} \geq \ln 2$, for any $0.5<s<1, f(s r) \leq \exp \left(-\frac{1-s}{4} e^{-2 \alpha_{f} \mathcal{R}_{f}^{2}}\right) f(r)$.
(F7) For $r>0,\left|f^{\prime \prime}(r)\right| \leq 4 \alpha_{f} \mathcal{R}_{f}+\frac{4}{\mathcal{R}_{f}}$

## Proof

We refer to definitions of the functions $\psi, \Psi, g$ in Eq. (D.19) and the definition of $f$ in Eq. (4.22).
(F1) $f(0)=0$ and $f^{\prime}(0)=1$ by the definition of $f$ and $\psi$.
(F2) (F3) are verified from the definitions, noting that $\frac{1}{2} \leq g(r) \leq 1$ and $e^{-2 \alpha_{f} \mathcal{R}_{f}^{2}} \leq$ $\psi\left(2 \mathcal{R}_{f}\right) \leq \psi(r) \leq \psi(0)$.
(F4) To prove this property first we observe that $f^{\prime}(r)=\psi(r) g(r)$ so

$$
f^{\prime \prime}(r)=\psi^{\prime}(r) g(r)+\psi(r) g^{\prime}(r)
$$

By the definition of $\psi, \psi^{\prime}(r)=-2 \alpha_{f} r \psi(r)$ if $r<\mathcal{R}_{f}$, thus

$$
\begin{aligned}
f^{\prime \prime}(r)+2 \alpha_{f} r f^{\prime}(r) & =-2 \alpha_{f} r \psi(r) g(r)+\psi(r) g^{\prime}(r)+2 \alpha_{f} r f^{\prime}(r) \\
& =\psi(r) g^{\prime}(r) \\
& =-\frac{1}{2} \frac{h(r) \Psi(r)}{\int_{0}^{\infty} h(s) \frac{\Psi(s)}{\psi(s)} d s} \\
& \stackrel{(i)}{\leq}-\frac{1}{2} \frac{f(r)}{\int_{0}^{\infty} h(s) \frac{\Psi(s)}{\psi(s)} d s} \\
& \stackrel{(i i)}{\leq}-\frac{e^{-2 \alpha_{f} \mathcal{R}_{f}^{2}}}{4 \mathcal{R}_{f}^{2}} f(r)
\end{aligned}
$$

where $(i)$ is because $f(r) \leq \Psi(r)$ and $h(r)=1$ for $r \leq \mathcal{R}_{f}$.
(ii) is because $f(r) \geq 0$ and

$$
\int_{0}^{\infty} h(s) \frac{\Psi(s)}{\psi(s)} d s=\int_{0}^{2 \mathcal{R}_{f}} h(s) \frac{\Psi(s)}{\psi(s)} d s \leq \int_{0}^{2 \mathcal{R}_{f}} \frac{2 s}{e^{-2 \alpha_{f} \mathcal{R}_{f}^{2}}} d s \leq 4 \mathcal{R}_{f}^{2} e^{2 \alpha_{f} \mathcal{R}_{f}^{2}}
$$

The first inequality above is by (F2), (F3) and the definition of $h(s)$.
(F5) $f^{\prime \prime}(r) \leq 0$ follows from its expression $f^{\prime \prime}(r)=\psi^{\prime}(r) g(r)+\psi(r) g^{\prime}(r)$, and the fact that $\psi(r) \geq 0$ from (F2), $g(r) \geq 1 / 2, g^{\prime}(r) \leq 0$ and $\psi^{\prime}(r) \leq 0$ for all $r$. For $r>2 \mathcal{R}_{f}$, $\psi^{\prime}(r)=g^{\prime}(r)=0$, so in that case $f^{\prime \prime}(r)=\psi^{\prime}(r) g(r)+\psi(r) g^{\prime}(r)=0$.
(F6) For any $0<c<1$,

$$
f((1+c) r)=f(r)+\int_{r}^{(1+c) r} f^{\prime}(s) d s \geq f(r)+c r \cdot \frac{1}{2} e^{-2 \alpha_{f} \mathcal{R}_{f}^{2}} \geq\left(1+\frac{c}{2} e^{-2 \alpha_{f} \mathcal{R}_{f}^{2}}\right) f(r)
$$

where the first inequality follows from (F2), and the second inequality follows from (F3). Under the assumption that $e^{-2 \alpha_{f} \mathcal{R}_{f}^{2}} \leq \frac{1}{2}$, and using the inequality $1+x \geq e^{x / 2}$ for all $x \in[0,1 / 2]$, we get $1+(c / 2) e^{-2 \alpha_{f} \mathcal{R}_{f}^{2}} \geq e^{(c / 4) e^{-2 \alpha_{f} \mathcal{R}_{f}^{2}}}$.

Thus, for any $s \in(1 / 2,1)$, let $r^{\prime}:=s r$, so that $r=\frac{1}{s} r^{\prime}=\left(1+\left(\frac{1}{s}-1\right)\right) r^{\prime}$ Applying the above with $c=\frac{1}{s}-1$, we get

$$
\begin{aligned}
f(s r)=f\left(r^{\prime}\right) & \leq \frac{1}{1+\frac{c}{2} \exp \left(-2 \alpha_{f} \mathcal{R}_{f}^{2}\right)} f\left((1+c) r^{\prime}\right) \\
& =\frac{1}{1+\frac{c}{2} \exp \left(-2 \alpha_{f} \mathcal{R}_{f}^{2}\right)} f(r) \\
& \leq \exp \left(-\frac{c}{4} e^{-2 \alpha_{f} \mathcal{R}_{f}^{2}}\right) f(r) \\
& =\exp \left(-\frac{1 / s-1}{4} e^{-2 \alpha_{f} \mathcal{R}_{f}^{2}}\right) f(r) \leq \exp \left(-\frac{1-s}{4} e^{-2 \alpha_{f} \mathcal{R}_{f}^{2}}\right) f(r) .
\end{aligned}
$$

where we use the fact that $-\frac{1-s}{s} \leq-(1-s)$.
(F7) Recall that

$$
f^{\prime \prime}(r)=\psi^{\prime}(r) g(r)+\psi(r) g^{\prime}(r)
$$

Thus

$$
\begin{aligned}
\left|f^{\prime \prime}(r)\right| & \leq\left|\psi^{\prime}(r) g(r)\right|+\left|\psi(r) g^{\prime}(r)\right| \\
& \leq 2 \alpha_{f} r h(r)+\left|\psi(r) g^{\prime}(r)\right|
\end{aligned}
$$

From our definition of $h(r)$, we know that $r h(r) \leq 2 \mathcal{R}_{f}$. In addition, since $\psi(r)$ is monotonically decreasing, $\Psi(r)=\int_{0}^{r} \psi(s) d s \geq r \psi(r)$, so that

$$
\begin{equation*}
\frac{\Psi(r)}{\psi(r)} \geq r \tag{C.51}
\end{equation*}
$$

Thus $\Psi(r) / r \geq r$ for all $r$. On the other hand, using the fact that $\psi(s) \leq 1$,

$$
\begin{equation*}
\Psi(r)=\int_{0}^{r} \psi(s) d s \leq r \tag{C.52}
\end{equation*}
$$

Combining the previous expressions,

$$
\begin{aligned}
\left|\psi(r) \nu^{\prime}(r)\right| & =\left|\frac{1}{2} \frac{h(r) \Psi(r)}{\int_{0}^{4 \mathcal{R}_{f}} \frac{\mu(s) \Psi(s)}{\psi(s)} d s}\right| \\
& \leq\left|\frac{1}{2} \frac{2 \mathcal{R}_{f}}{\int_{0}^{\mathcal{R}_{f}} \frac{\Psi(s)}{\psi(s)} d s}\right| \\
& \leq\left|\frac{1}{2} \frac{2 \mathcal{R}_{f}}{\int_{0}^{\mathcal{R}_{f}} s d s}\right| \\
& \leq \frac{4}{\mathcal{R}_{f}},
\end{aligned}
$$

where the first inequality is by the definition of $h(r)=1$ for $r \leq \mathcal{R}_{f}$ and $h(r)=0$ for $r \geq 2 \mathcal{R}_{f}$, and the second-to-last inequality is by (C.51).
Put together, we get

$$
\left|f^{\prime \prime}(r)\right| \leq 4 \alpha_{f} \mathcal{R}_{f}+\frac{4}{\mathcal{R}_{f}}
$$

## C. 6 Bounding moments

To bound the discretization error it is necessary to bound the moments of the random variables $x_{t}, u_{t}$ and $y_{t}, v_{t}$. The main results of this section are Lemma 56 (which bounds the moments of $x_{t}$ and $u_{t}$ ) and Lemma 57 (which bounds the moments of $y_{t}$ and $v_{t}$ ).

Lemma 56 For $\delta \leq 2^{-10} c_{\kappa}$, and for all $t \geq 0$,

$$
\mathbb{E}\left[\left\|x_{t}\right\|_{2}^{8}+\left\|x_{t}+u_{t}\right\|_{2}^{8}\right] \leq 2^{70}\left(R^{2}+\frac{d}{m}\right)^{4}
$$

Lemma 57 For all $t \geq 0$,

$$
\mathbb{E}\left[\left\|y_{t}\right\|_{2}^{8}+\left\|y_{t}+v_{t}\right\|_{2}^{8}\right] \leq 2^{66}\left(R^{2}+\frac{d}{m}\right)^{4}
$$

## C.6.1 Proof of Lemma 56

Let us consider the Lyapunov function $l\left(x_{t}, u_{t}\right):=\left(\left\|x_{t}\right\|_{2}^{2}+\left\|x_{t}+u_{t}\right\|_{2}^{2}-4 R^{2}\right)_{+}^{4}$.
By calculating the derivaties of $l$ we can verify that:

$$
\begin{aligned}
& \nabla_{x} l\left(x_{t}, u_{t}\right)=8 l\left(x_{t}, u_{t}\right)^{3 / 4}\left(x_{t}\right) \\
& \nabla_{u} l\left(x_{t}, u_{t}\right)=8 l\left(x_{t}, u_{t}\right)^{3 / 4}\left(x_{t}+u_{t}\right) \\
& \nabla_{u}^{2} l\left(x_{t}, u_{t}\right)=8 l\left(x_{t}, u_{t}\right)^{3 / 4} I+24 l\left(x_{t}, u_{t}\right)^{2 / 4}\left(x_{t}+u_{t}\right)\left(x_{t}+u_{t}\right)^{T} .
\end{aligned}
$$

The following are two useful inequalities which we will use in this proof:

$$
\begin{align*}
& \|x\|_{2}^{2}+\|x+u\|_{2}^{2} \leq l(x, u)^{1 / 4}+4 R^{2} \\
& \|x\|_{2}^{2}+\|x+u\|_{2}^{2} \geq l(x, u)^{1 / 4} \tag{C.53}
\end{align*}
$$

Recall from the dynamics defined in Eq. (4.11) and Eq. (4.12) that

$$
\begin{aligned}
& d x_{t}=u_{t} d t \\
& d u_{t}=-2 u_{t}-\frac{c_{\kappa}}{L} \nabla U\left(x_{\left\lfloor\frac{t}{\delta}\right\rfloor \delta}\right) d t+2 \sqrt{\frac{c_{\kappa}}{L}} d B_{t} .
\end{aligned}
$$

Thus by studying the evolution of the Lyapunov function $l\left(x_{t}, u_{t}\right)$ we have:

$$
\begin{aligned}
& \frac{d}{d t} \mathbb{E}\left[l\left(x_{t}, u_{t}\right)\right]= \mathbb{E}\left[8 l\left(x_{t}, u_{t}\right)^{3 / 4}\left(\left\langle x_{t}, u_{t}\right\rangle+\left\langle x_{t}+u_{t},-u_{t}-\frac{c_{\kappa}}{L} \nabla U\left(x_{\left\lfloor\frac{t}{\delta}\right\rfloor \delta}\right)\right\rangle\right)\right] \\
&+\mathbb{E}\left[\frac{16 c_{\kappa}}{L}\left(l\left(x_{t}, u_{t}\right)^{3 / 4} d+3 l\left(x_{t}, u_{t}\right)^{2 / 4}\left\|x_{t}+u_{t}\right\|_{2}^{2}\right)\right] \\
&= \mathbb{E}[\underbrace{8 l\left(x_{t}, u_{t}\right)^{3 / 4}\left(\left\langle x_{t}, u_{t}\right\rangle+\left\langle x_{t}+u_{t},-u_{t}-\frac{c_{\kappa}}{L} \nabla U\left(x_{t}\right)\right\rangle\right)}_{=: \uparrow}] \\
&+\mathbb{E}[\underbrace{8 \cdot \frac{c_{\kappa}}{L} \cdot l\left(x_{t}, u_{t}\right)^{3 / 4}\left(\left\langle x_{t}+u_{t}, \nabla U\left(x_{t}\right)-\nabla U\left(x_{\left\lfloor\frac{t}{\delta}\right\rfloor \delta}\right)\right\rangle\right)}_{=: \circ}] \\
&+\mathbb{E}[\underbrace{\frac{16 c_{\kappa}}{L}\left(l\left(x_{t}, u_{t}\right)^{3 / 4} d+3 l\left(x_{t}, u_{t}\right)^{2 / 4}\left\|x_{t}+u_{t}\right\|_{2}^{2}\right)}_{=::}]
\end{aligned}
$$

We will bound the three terms separately. We begin by bounding

$$
\begin{aligned}
\boldsymbol{\uparrow} & =8 l\left(x_{t}, u_{t}\right)^{3 / 4}\left(\left\langle x_{t}, u_{t}\right\rangle+\left\langle x_{t}+u_{t},-u_{t}-\frac{c_{\kappa}}{L} \nabla U\left(x_{t}\right)\right\rangle\right) \\
& \stackrel{(i)}{\leq}-c_{\kappa}^{2} l\left(x_{t}, u_{t}\right)^{3 / 4}\left(\left\|x_{t}\right\|_{2}^{2}+\left\|x_{t}+u_{t}\right\|_{2}^{2}\right) \\
& \stackrel{(i i)}{\leq}-c_{\kappa}^{2} l\left(x_{t}, u_{t}\right)
\end{aligned}
$$

where $(i)$ is by invoking Lemma 59, and (ii) is by Eq. (C.53). Next consider the term $\bigcirc$ :

$$
\begin{aligned}
& \odot=8 \cdot \frac{c_{\kappa}}{L} \cdot l\left(x_{t}, u_{t}\right)^{3 / 4}\left(\left\langle x_{t}+u_{t}, \nabla U\left(x_{t}\right)-\nabla U\left(x_{\left\lfloor\frac{t}{\delta}\right\rfloor \delta}\right)\right\rangle\right) \\
& \stackrel{(i)}{\leq} 8 c_{\kappa} l\left(x_{t}, u_{t}\right)^{3 / 4}\left\|x_{t}+u_{t}\right\|_{2}\left\|x_{t}-x_{\left\lfloor\frac{t}{\delta}\right\rfloor \delta}\right\|_{2} \\
& \stackrel{(i i)}{\leq} 8 c_{\kappa} l\left(x_{t}, u_{t}\right)^{3 / 4}\left(l\left(x_{t}, u_{t}\right)^{1 / 8}+2 R\right)\left\|x_{t}-x_{\left\lfloor\frac{t}{\delta}\right\rfloor \delta}\right\|_{2} \\
& \stackrel{(i i i)}{\leq} 8 c_{\kappa} l\left(x_{t}, u_{t}\right)^{7 / 8}\left\|x_{t}-x_{\left\lfloor\frac{t}{\delta}\right\rfloor \delta}\right\|_{2}+16 c_{\kappa} l\left(x_{t}, u_{t}\right)^{3 / 4} R\left\|x_{t}-x_{\left\lfloor\frac{t}{\delta}\right\rfloor \delta}\right\|_{2} \\
& \stackrel{(i v)}{\leq} \frac{c_{\kappa}^{2}}{8} l\left(x_{t}, u_{t}\right)+\frac{2^{32}}{c_{\kappa}^{6}}\left(\left\|x_{t}-x_{\left\lfloor\frac{t}{\delta}\right\rfloor \delta}\right\|_{2}^{8}\right)+\frac{c_{\kappa}^{2}}{8} l\left(x_{t}, u_{t}\right)+\frac{2^{28}}{c_{\kappa}^{2}}\left(R^{4}\left\|x_{t}-x_{\left\lfloor\frac{t}{\delta}\right\rfloor \delta}\right\|_{2}^{4}\right) \\
& \stackrel{(v)}{\leq} \frac{c_{\kappa}^{2}}{4} l\left(x_{t}, u_{t}\right)+\frac{2^{32}}{c_{\kappa}^{6}}\left(\left\|x_{t}-x_{\left\lfloor\frac{t}{\delta}\right\rfloor \delta}\right\|_{2}^{8}\right)+2^{28} c_{\kappa}^{2} R^{8}+\frac{2^{28}}{c_{\kappa}^{6}}\left\|x_{t}-x_{\left\lfloor\frac{t}{\delta}\right\rfloor \delta}\right\|_{2}^{8} \\
& \stackrel{(v i)}{\leq} \frac{c_{\kappa}^{2}}{4} l\left(x_{t}, u_{t}\right)+2^{28} c_{\kappa}^{2} R^{8}+\frac{2^{33}}{c_{\kappa}^{6}}\left\|x_{t}-x_{\left\lfloor\frac{t}{\delta}\right\rfloor \delta}\right\|_{2}^{8} \\
& { }^{(\text {vii) }} \leq \frac{c_{\kappa}^{2}}{4} l\left(x_{t}, u_{t}\right)+2^{28} c_{\kappa}^{2} R^{8}+\frac{2^{33}}{c_{\kappa}^{6}}\left\|\int_{\left\lfloor\frac{t}{\delta}\right\rfloor \delta}^{t} u_{s} d s\right\|_{2}^{8} \\
& { }^{(\text {viii) }} \leq \frac{c_{\kappa}^{2}}{4} l\left(x_{t}, u_{t}\right)+2^{28} c_{\kappa}^{2} R^{8}+\frac{2^{33}}{c_{\kappa}^{6}}\left(\left(t-\left\lfloor\frac{t}{\delta}\right\rfloor \delta\right)^{7} \int_{\left\lfloor\frac{t}{\delta}\right\rfloor \delta}^{t}\left\|u_{s}\right\|_{2}^{8} d s\right) \\
& \stackrel{(i x)}{\leq} \frac{c_{\kappa}^{2}}{4} l\left(x_{t}, u_{t}\right)+2^{28} c_{\kappa}^{2} R^{8}+\frac{2^{33}}{c_{\kappa}^{6}}\left(\delta^{7} \int_{\left\lfloor\frac{t}{\delta}\right\rfloor \delta}^{t}\left\|u_{s}\right\|_{2}^{8} d s\right),
\end{aligned}
$$

where (i) is by Cauchy-Schwarz and Assumption (A1), (ii) is by Eq. (C.53), (iii) is again by Eq. (C.53), (iv) is by Young's inequality, (v) is again by Young's inequality, (vi) follows by an algebraic manipulation, (vii) is by the dynamics defined in Eq. 4.11), (viii) is by Jensen's inequality and finally $(i x)$ is because $t-\left\lfloor\frac{t}{\delta}\right\rfloor \delta \leq \delta$. Also:

$$
\begin{aligned}
\text { \& } & =\frac{16 c_{\kappa}}{L}\left(l\left(x_{t}, u_{t}\right)^{3 / 4} d+3 l\left(x_{t}, u_{t}\right)^{2 / 4}\left\|x_{t}+u_{t}\right\|_{2}^{2}\right) \\
& \stackrel{(i)}{\leq} \frac{16 c_{\kappa}}{L}\left(l\left(x_{t}, u_{t}\right)^{3 / 4} d+3 l\left(x_{t}, u_{t}\right)^{3 / 4}+12 l\left(x_{t}, u_{t}\right)^{2 / 4} R^{2}\right) \\
& \stackrel{(i i)}{\leq} \frac{c_{\kappa}^{2}}{16} l\left(x_{t}, u_{t}\right)+\frac{2^{28}}{c_{\kappa}^{2} L^{4}} d^{4}+\frac{c_{\kappa}^{2}}{16} l\left(x_{t}, u_{t}\right)+\frac{2^{36}}{c_{\kappa}^{2} L^{4}}+\frac{c_{\kappa}^{2}}{16} l\left(x_{t}, u_{t}\right)+\frac{2^{16} c_{\kappa}^{2} R^{4}}{L^{2}} \\
& \stackrel{(i i i)}{\leq} \frac{c_{\kappa}^{2}}{4} l\left(x_{t}, u_{t}\right)+2^{29} c_{\kappa}^{2}\left(\frac{d^{4}}{m^{4}}+\frac{R^{4}}{L^{2}}\right) \\
& \stackrel{(i v)}{\leq} \frac{c_{\kappa}^{2}}{4} l\left(x_{t}, u_{t}\right)+2^{30} c_{\kappa}^{2}\left(\frac{d^{4}}{m^{4}}+R^{8}\right)
\end{aligned}
$$

where ( $i$ ) is by Eq. C.53), (ii) is by Young's inequality, ( iii ) follows by definition of $c_{\kappa}$ in Eq. (4.6) and (iv) is by Young's inequality, and because $m \leq L$.

Putting together the upper bounds on $\boldsymbol{\oplus}, \bigcirc, \boldsymbol{\infty}$ :

$$
\begin{align*}
& \frac{d}{d t} \mathbb{E}\left[l\left(x_{t}, u_{t}\right)\right]=\boldsymbol{\phi}+\odot+\boldsymbol{\phi} \\
& \leq \mathbb{E}\left[-c_{\kappa}^{2} l\left(x_{t}, u_{t}\right)+2^{28} c_{\kappa}^{2} R^{8}+\frac{2^{33}}{c_{\kappa}^{6}}\left(\delta^{7} \int_{\left\lfloor\frac{t}{\delta}\right\rfloor \delta}^{t}\left\|u_{s}\right\|_{2}^{8} d s\right)+\frac{c_{\kappa}^{2}}{4} l\left(x_{t}, u_{t}\right)+2^{30} c_{\kappa}^{2}\left(\frac{d^{4}}{m^{4}}+R^{8}\right)\right] \\
& \leq-\frac{c_{\kappa}^{2}}{2} \mathbb{E}\left[l\left(x_{t}, u_{t}\right)\right]+2^{33} c_{\kappa}^{2}\left(\frac{d^{4}}{m^{4}}+R^{8}\right)+\frac{2^{33}}{c_{\kappa}^{6}} \delta^{7} \int_{\left\lfloor\frac{t}{\delta}\right\rfloor \delta}^{t} \mathbb{E}\left[\left\|u_{s}\right\|_{2}^{8}\right] d s \\
& \stackrel{(i)}{\leq}-\frac{c_{\kappa}^{2}}{2} \mathbb{E}\left[l\left(x_{t}, u_{t}\right)\right]+2^{33} c_{\kappa}^{2}\left(\frac{d^{4}}{m^{4}}+R^{8}\right)+\frac{2^{33}}{c_{\kappa}^{6}} \delta^{8}\left(1.1 \mathbb{E}\left[\left(\left\|x_{\left\lfloor\frac{t}{\delta}\right\rfloor \delta}\right\|_{2}^{8}+\left\|u_{\left\lfloor\frac{t}{\delta} \delta \delta\right.}\right\|_{2}^{8}\right)\right]+2\left(\frac{d}{m}\right)^{4}\right) \\
& \stackrel{(i i)}{\leq}-\frac{c_{\kappa}^{2}}{2} \mathbb{E}\left[l\left(x_{t}, u_{t}\right)\right]+2^{33} c_{\kappa}^{2}\left(\frac{d^{4}}{m^{4}}+R^{8}\right)+\frac{c_{\kappa}^{2}}{8}\left(\mathbb{E}\left[l\left(x_{\left\lfloor\frac{t}{\delta}\right\rfloor \delta}, u_{\left\lfloor\frac{t}{\delta}\right\rfloor \delta}\right)\right]+R^{8}+\left(\frac{d}{m}\right)^{4}\right) \\
& \leq-\frac{c_{\kappa}^{2}}{2} \mathbb{E}\left[l\left(x_{t}, u_{t}\right)\right]+2^{34} c_{\kappa}^{2}\left(\frac{d^{4}}{m^{4}}+R^{8}\right)+\frac{c_{\kappa}^{2}}{8} \mathbb{E}\left[l\left(x_{\left\lfloor\frac{t}{\delta}\right\rfloor \delta}, u_{\left\lfloor\frac{t}{\delta}\right\rfloor \delta}\right)\right], \tag{C.54}
\end{align*}
$$

where $(i)$ is by Lemma 58, and (ii) is by Eq. (C.53) and Eq. (4.6) along with some algebra.
Consider an arbitrary positive interger $k$. By Grönwall's Lemma applied over $s \in$ $[k \delta,(k+1) \delta)$,

$$
\begin{aligned}
& \mathbb{E}[l l\left(x_{(k+1) \delta}, u_{(k+1) \delta}\right] \\
& \leq e^{-\frac{c_{\kappa}^{2}}{2} \delta} \mathbb{E}\left[l\left(x_{k \delta}, u_{k \delta}\right)\right]+\delta \cdot\left(2^{34} c_{\kappa}^{2}\left(\frac{d^{4}}{m^{4}}+R^{8}\right)+\frac{c_{\kappa}^{2}}{8} \mathbb{E}\left[l\left(x_{\left\lfloor\frac{t}{\delta}\right\rfloor \delta}, u_{\left\lfloor\frac{t}{\delta}\right\rfloor \delta}\right)\right]\right) \\
& \stackrel{(i)}{\leq}\left(1-\frac{c_{\kappa}^{2} \delta}{4}\right) \mathbb{E}\left[l\left(x_{k \delta}, u_{k \delta}\right)\right]+\delta \cdot\left(2^{34} c_{\kappa}^{2}\left(\frac{d^{4}}{m^{4}}+R^{8}\right)+\frac{c_{\kappa}^{2}}{8} \mathbb{E}\left[l\left(x_{\left\lfloor\frac{t}{\delta}\right\rfloor \delta}, u_{\left\lfloor\frac{t}{\delta}\right\rfloor \delta}\right)\right]\right) \\
& \quad(i i) \\
& \quad \leq e^{-\frac{c_{\kappa}^{2} \delta}{8}} \mathbb{E}\left[l\left(x_{k \delta}, u_{k \delta}\right)\right]+2^{34} c_{\kappa}^{2} \delta\left(2^{34}\left(\frac{d^{4}}{m^{4}}+R^{8}\right)\right),
\end{aligned}
$$

where (i) and (ii) use the fact that $c_{\kappa}^{2} \delta \leq \frac{1}{10}$, along with $1-a \leq e^{-a} \leq 1-\frac{a}{2}$ for $|a| \leq \frac{1}{10}$.
Applying the above recursively, using the geometric sum, and Eq. 4.10, we show that for all positive integers $k$,

$$
\mathbb{E}\left[l\left(x_{k \delta}, u_{k \delta}\right)\right] \leq 2^{38}\left(\frac{d^{4}}{m^{4}}+R^{8}\right)
$$

For an arbitrary $t \geq 0$, we can similarly verify using the above result, Eq. (C.54), and Grönwall's Lemma that

$$
\mathbb{E}\left[l\left(x_{t}, u_{t}\right)\right] \leq 2^{39}\left(\frac{d^{4}}{m^{4}}+R^{8}\right)
$$

This completes the proof of the lemma.
We now state and prove some auxillary lemmas that were useful in the proof above.
Lemma 58 Assume that $\delta \leq \frac{1}{1000}$. Then for all $t \geq 0$,

$$
\mathbb{E}\left[\left\|x_{t}\right\|_{2}^{8}+\left\|u_{t}\right\|_{2}^{8}\right] \leq 1.1 \mathbb{E}\left[\left(\left\|x_{\left\lfloor\frac{t}{\delta}\right\rfloor \delta}\right\|_{2}^{8}+\left\|u_{\left\lfloor\frac{t}{\delta}\right\rfloor \delta}\right\|_{2}^{8}\right)\right]+2\left(\frac{d}{m}\right)^{4}
$$

## Proof

From the stochastic dynamics defined in Eq. (4.11), Eq. (4.12), Eq. (4.13) and Eq. (4.14), we can verify that

$$
\begin{aligned}
& \frac{d}{d t} \mathbb{E}\left[\left(\left\|x_{t}\right\|_{2}^{8}+\left\|u_{t}\right\|_{2}^{8}\right)\right] \stackrel{(i)}{=} \mathbb{E}\left[8\left\|x_{t}\right\|_{2}^{6}\left\langle x_{t}, u_{t}\right\rangle+8\left\|u_{t}\right\|_{2}^{6}\left\langle u_{t},-2 u_{t}-\frac{c_{\kappa}}{L} \nabla U\left(x_{\left\lfloor\frac{t}{\delta} \delta \delta\right.}\right)\right\rangle\right] \\
&+\mathbb{E}\left[\frac{8 c_{\kappa} d}{L}\left\|u_{t}\right\|_{2}^{6}+\frac{48 c_{\kappa}}{L}\left\|u_{t}\right\|_{2}^{6}\right] \\
& \stackrel{(i i)}{\leq} 8 \mathbb{E}\left[\left\|x_{t}\right\|_{2}^{8}+\left\|u_{t}\right\|_{2}^{8}+\left\|u_{t}\right\|_{2}^{8}+c_{\kappa}^{8}\left\|x_{\left\lfloor\frac{t}{\delta}\right\rfloor \delta}\right\|_{2}^{8}\right]+\mathbb{E}\left[\frac{d}{m}\left\|u_{t}\right\|_{2}^{6}\right] \\
& \stackrel{(i i i)}{\leq} 64 \mathbb{E}\left[\left\|x_{t}\right\|_{2}^{8}+\left\|u_{t}\right\|_{2}^{8}\right]+\mathbb{E}\left[\left\|x_{\left\lfloor\frac{t}{\delta}\right\rfloor \delta}\right\|_{2}^{8}\right]+\left(\frac{d}{m}\right)^{4},
\end{aligned}
$$

where ( $i$ ) is by Itô's Lemma, (ii) is by Assumption (A1), Young's inequality and by the definition of $c_{\kappa}$ in Eq. (4.6), and (iii) is again by Young's inequality and definition of $c_{\kappa}$.

Consider an arbitrary $t \geq 0$, and let $k:=\left\lfloor\frac{t}{\delta}\right\rfloor$. Then for all $s \in[k \delta,(k+1) \delta)$, we have:

$$
\begin{aligned}
& \mathbb{E}\left[\left(\left\|x_{t}\right\|_{2}^{8}+\left\|u_{t}\right\|_{2}^{8}\right)\right] \\
& \quad \leq e^{64(s-k \delta)} \mathbb{E}\left[\left(\left\|x_{\left\lfloor\frac{t}{\delta}\right\rfloor \delta}\right\|_{2}^{8}+\left\|u_{\left\lfloor\frac{t}{\delta}\right\rfloor \delta}\right\|_{2}^{8}\right)\right]+\left(e^{64(s-k \delta)}-1\right)\left(\mathbb{E}\left[\left\|x_{\left\lfloor\frac{t}{\delta}\right\rfloor \delta}\right\|_{2}^{8}\right]+\left(\frac{d}{m}\right)^{4}\right) \\
& \quad \leq(1+128 \delta) \mathbb{E}\left[\left(\left\|x_{\left\lfloor\frac{t}{\delta}\right\rfloor \delta}\right\|_{2}^{8}+\left\|u_{\left\lfloor\frac{t}{\delta}\right\rfloor \delta}\right\|_{2}^{8}\right)\right]+128 \delta\left(\frac{d}{m}\right)^{4} \\
& \quad \leq 1.1 \mathbb{E}\left[\left(\left\|x_{\left\lfloor\frac{t}{\delta}\right\rfloor \delta \|_{2}^{8}}+\right\| u_{\left\lfloor\frac{t}{\delta}\right\rfloor \delta} \|_{2}^{8}\right)\right]+2 \frac{d}{m},
\end{aligned}
$$

where the final two inequalities are both by our assumption that $\delta \leq \frac{1}{1000}$.
Lemma 59 For $\left(x_{t}, u_{t}\right)$ satisfying $\left\|x_{t}\right\|_{2}^{2}+\left\|x_{t}+u_{t}\right\|_{2}^{2} \geq 4 R^{2}$,

$$
\left\langle x_{t}, u_{t}\right\rangle+\left\langle x_{t}+u_{t},-u_{t}-\frac{c_{\kappa}}{L} \nabla U\left(x_{t}\right)\right\rangle \leq-\frac{c_{\kappa}^{2}}{6}\left(\left\|x_{t}\right\|_{2}^{2}+\left\|x_{t}+u_{t}\right\|_{2}^{2}\right) .
$$

## Proof

We first verify that

$$
\begin{align*}
& \left\langle x_{t}, u_{t}\right\rangle+\left\langle x_{t}+u_{t},-u_{t}-\frac{c_{\kappa}}{L} \nabla U\left(x_{i \nu}\right)\right\rangle \\
& \quad=-\left\|u_{t}\right\|_{2}^{2}-\frac{c_{\kappa}}{L}\left\langle x_{t}, \nabla U\left(x_{t}\right)\right\rangle-\left\langle u_{t}, \frac{c_{\kappa}}{L} \nabla U\left(x_{t}\right)\right\rangle \\
& \quad=-\left\|u_{t}\right\|_{2}^{2}-\frac{c_{\kappa}}{L}\left\langle x_{t}, \nabla U\left(x_{t}\right)\right\rangle-\frac{c_{\kappa}}{L}\left\langle u_{t}, \nabla U\left(x_{t}\right)\right\rangle \\
& \quad=-\left\|u_{t}\right\|_{2}^{2}-\frac{c_{\kappa}}{L}\left\langle x_{t}, \nabla U\left(x_{t}\right)\right\rangle+\frac{1}{2}\left\|u_{t}\right\|_{2}^{2}+\frac{c_{\kappa}^{2}}{2 L^{2}}\left\|\nabla U\left(x_{t}\right)\right\|_{2}^{2}-\frac{1}{2}\left\|u_{t}+\frac{c_{\kappa}}{L} \nabla U\left(x_{t}\right)\right\|_{2}^{2} \\
& \quad \leq-\frac{1}{2}\left\|u_{t}\right\|_{2}^{2}-\frac{c_{\kappa}}{L}\left\langle x_{t}, \nabla U\left(x_{t}\right)\right\rangle+\frac{c_{\kappa}^{2}}{2}\left\|x_{t}\right\|_{2}^{2}=: \uparrow \tag{C.55}
\end{align*}
$$

Now consider two cases:
Case 1: ( $\left.\left\|x_{t}\right\|_{2} \leq R\right)$ By Young's inequality we get that,

$$
\left\|x_{t}+u_{t}\right\|_{2}^{2} \leq 11\left\|u_{t}\right\|_{2}^{2}+1.1\left\|x_{t}\right\|_{2}^{2}
$$

Furthermore, by our assumption that $\left\|x_{t}\right\|_{2}^{2}+\left\|x_{t}+u_{t}\right\|_{2}^{2} \geq 4 R^{2}$,

$$
\begin{align*}
11\left\|u_{t}\right\|_{2}^{2} & \geq\left\|x_{t}+u_{t}\right\|_{2}^{2}-1.1\left\|x_{t}\right\|_{2}^{2} \\
& \geq 4 R^{2}-2.1 R^{2} \\
& \geq 1.9 R^{2} \\
& \geq 1.9\left\|x_{t}\right\|_{2}^{2} \tag{C.56}
\end{align*}
$$

Thus in this case $\left\|u_{t}\right\|_{2}^{2} \geq \frac{1}{10} R^{2}$, and $\boldsymbol{\phi}$ can be upper bounded by

$$
\begin{aligned}
& \boldsymbol{\uparrow}=-\frac{1}{2}\left\|u_{t}\right\|_{2}^{2}-\left\langle x_{t}, \frac{c_{\kappa}}{L} \nabla U\left(x_{t}\right)\right\rangle+\frac{c^{2}}{2}\left\|x_{t}\right\|_{2}^{2} \\
& \stackrel{(i)}{\leq}-\frac{1}{2}\left\|u_{t}\right\|_{2}^{2}+c_{\kappa}\left\|x_{t}\right\|_{2}^{2}+\frac{c_{\kappa}^{2}}{2}\left\|x_{t}\right\|_{2}^{2} \\
& \stackrel{(i i)}{\leq}-\frac{1}{2}\left\|u_{t}\right\|_{2}^{2}+2 c_{\kappa}\left\|x_{t}\right\|_{2}^{2} \\
& \stackrel{(i i i)}{\leq}-\frac{1}{4}\left\|u_{t}\right\|_{2}^{2} \\
& \stackrel{(i v)}{\leq}-\frac{1}{160}\left(\left\|x_{t}\right\|_{2}^{2}+\left\|x_{t}+u_{t}\right\|_{2}^{2}\right),
\end{aligned}
$$

where $(i)$ is by $L$-Lipschitz of $\nabla U$ and Cauchy-Schwarz, (ii) and (iii) are because $c_{\kappa}:=$ $\frac{1}{1000 \kappa} \leq \frac{1}{1000}$ and by Eq. (C.56), the (iv) is because

$$
\begin{aligned}
\left\|x_{t}\right\|_{2}^{2}+\left\|x_{t}+u_{t}\right\|_{2}^{2} & \leq 3\left\|x_{t}\right\|_{2}^{2}+2\left\|u_{t}\right\|_{2}^{2} \\
& \leq 30\left\|u_{t}\right\|_{2}+2\left\|u_{t}\right\|_{2} \\
& \leq 40\left\|u_{t}\right\|_{2}^{2}
\end{aligned}
$$

where the second inequality is by again by Eq. (C.56).
Case 2: $\left(\left\|x_{t}\right\|_{2} \geq R\right)$
By Assumption (A3), $-\frac{c_{\kappa}}{L}\left\langle x_{t}, \nabla_{t}\right\rangle \leq-\frac{c_{\kappa}}{\kappa}\left\|x_{t}\right\|_{2}^{2}$. Thus we can upper bound $\boldsymbol{\uparrow}$ as follows:

$$
\begin{aligned}
\boldsymbol{\uparrow} & =-\frac{1}{2}\left\|u_{t}\right\|_{2}^{2}-\frac{c_{\kappa}}{L}\left\langle x_{t}, \nabla_{t}\right\rangle+\frac{c^{2}}{2}\left\|x_{t}\right\|_{2}^{2} \\
& \leq-\frac{1}{2}\left\|u_{t}\right\|_{2}^{2}-c_{\kappa}^{2}\left\|x_{t}\right\|_{2}^{2}+\frac{c^{2}}{2}\left\|x_{t}\right\|_{2}^{2} \\
& \leq-\left\|u_{t}\right\|_{2}^{2}-\frac{c_{\kappa}^{2}}{2}\left\|x_{t}\right\|_{2}^{2} \\
& \leq-\frac{c_{\kappa}^{2}}{3}\left(\left\|x_{t}\right\|_{2}^{2}+\left\|x_{t}+u_{t}\right\|_{2}^{2}\right)
\end{aligned}
$$

Putting the previous two results together, and using Young's inequality:

$$
\begin{aligned}
\boldsymbol{\uparrow} & \leq-\frac{c_{\kappa}^{2}}{3}\left(\left\|x_{t}\right\|_{2}^{2}+\left\|x_{t}+u_{t}\right\|_{2}^{2}\right) \\
& \leq-\frac{c_{\kappa}^{2}}{3}\left(\left\|x_{t}\right\|_{2}^{2}+\left\|x_{t}+u_{t}\right\|_{2}^{2}\right) \\
& \leq-\frac{c_{\kappa}^{2}}{6}\left(\left\|x_{t}\right\|_{2}^{2}+\left\|x_{t}+u_{t}\right\|_{2}^{2}\right) .
\end{aligned}
$$

## C.6.2 Proof of Lemma 57

Let us consider the Lyapunov function $l\left(y_{t}, v_{t}\right):=\left(\left\|y_{t}\right\|_{2}^{2}+\left\|y_{t}+v_{t}\right\|_{2}^{2}-4 R^{2}\right)_{+}^{4}$.
By calculating its derivatives we can verify that

$$
\begin{aligned}
& \nabla_{x} l\left(y_{t}, v_{t}\right)=8 l\left(y_{t}, v_{t}\right)^{3 / 4}\left(y_{t}\right) \\
& \nabla_{u} l\left(y_{t}, v_{t}\right)=8 l\left(y_{t}, v_{t}\right)^{3 / 4}\left(y_{t}+v_{t}\right) \\
& \nabla_{u}^{2} l\left(y_{t}, v_{t}\right)=8 l\left(y_{t}, v_{t}\right)^{3 / 4} I+24 l\left(y_{t}, v_{t}\right)^{2 / 4}\left(y_{t}+v_{t}\right)\left(y_{t}+v_{t}\right)^{T} .
\end{aligned}
$$

Recall the dynamics of the variables $y_{t}$ and $v_{t}$,

$$
\begin{aligned}
& d y_{t}=v_{t} d t \\
& d v_{t}=-2 v_{t}-\frac{c_{\kappa}}{L} \nabla U\left(x_{y_{t}}\right) d t+2 \sqrt{\frac{c_{\kappa}}{L}} d B_{t} .
\end{aligned}
$$

By Itô's lemma we can study the time evolution of this Lyapunov function:

$$
\begin{aligned}
& d l\left(y_{t}, v_{t}\right)=8 l\left(y_{t}, v_{t}\right)^{3 / 4}\left(\left\langle y_{t}, v_{t}\right\rangle+\left\langle y_{t}+v_{t},-v_{t}-\frac{c_{\kappa}}{L} \nabla U\left(y_{t}\right)\right\rangle\right) d t \\
& +\frac{16 c_{\kappa}}{L}\left(l\left(y_{t}, v_{t}\right)^{3 / 4} d+l\left(y_{t}, v_{t}\right)^{2 / 4}\left\|y_{t}+v_{t}\right\|_{2}^{2}\right) d t \\
& +16 \sqrt{\frac{c_{\kappa}}{L}} l\left(y_{t}, v_{t}\right)^{3 / 4}\left(\left\langle y_{t}, v_{t}\right\rangle+\left\langle y_{t}+v_{t}, d B_{t}\right\rangle\right) \\
& \stackrel{(i)}{\leq} 8 l\left(y_{t}, v_{t}\right)^{3 / 4}\left(-\frac{c_{\kappa}^{2}}{6}\left(\left\|y_{t}\right\|_{2}^{2}+\left\|y_{t}+v_{t}\right\|_{2}^{2}\right)\right) d t \\
& +\frac{16 c_{\kappa}}{L}\left(l\left(y_{t}, v_{t}\right)^{3 / 4} d+l\left(y_{t}, v_{t}\right)^{2 / 4}\left\|y_{t}+v_{t}\right\|_{2}^{2}\right) d t \\
& +16 \sqrt{\frac{c_{\kappa}}{L}} l\left(y_{t}, v_{t}\right)^{3 / 4}\left(\left\langle y_{t}, v_{t}\right\rangle+\left\langle y_{t}+v_{t}, d B_{t}\right\rangle\right) \\
& \stackrel{(i i)}{\leq}-c_{\kappa}^{2} l\left(y_{t}, v_{t}\right) d t \\
& +\frac{32 c_{\kappa}}{L}\left(l\left(y_{t}, v_{t}\right)^{3 / 4} d\right) d t+\frac{64 c_{\kappa}}{L}\left(l\left(y_{t}, v_{t}\right)^{2 / 4} R^{2}\right) d t \\
& +16 \sqrt{\frac{c_{\kappa}}{L}} l\left(y_{t}, v_{t}\right)^{3 / 4}\left(\left\langle y_{t}, v_{t}\right\rangle+\left\langle y_{t}+v_{t}, d B_{t}\right\rangle\right) \\
& \leq-c_{\kappa}^{2} l\left(y_{t}, v_{t}\right) d t \\
& +\frac{c_{\kappa}^{2}}{8} l\left(y_{t}, v_{t}\right) d t+\frac{2^{25} d^{4}}{c_{\kappa}^{2} L^{4}} d t+\frac{c_{\kappa}^{2}}{8} l\left(y_{t}, v_{t}\right) d t+\frac{2^{16} R^{4}}{L^{2}} \\
& +16 \sqrt{\frac{c_{\kappa}}{L}} l\left(y_{t}, v_{t}\right)^{3 / 4}\left(\left\langle y_{t}, v_{t}\right\rangle+\left\langle y_{t}+v_{t}, d B_{t}\right\rangle\right) \\
& \leq-\frac{c_{\kappa}^{2}}{2} l\left(y_{t}, v_{t}\right) d t+2^{26}\left(\frac{d^{4}}{c_{\kappa}^{2} L^{4}}+c^{2} R^{8}\right) d t \\
& +16 \sqrt{\frac{c_{\kappa}}{L}} l\left(y_{t}, v_{t}\right)^{3 / 4}\left(\left\langle y_{t}, v_{t}\right\rangle+\left\langle y_{t}+v_{t}, d B_{t}\right\rangle\right),
\end{aligned}
$$

where $(i)$ can be proved by an argument similar to the proof of Lemma 59, and is omitted, while (ii) follows because

$$
\|y+v\|_{2}^{2} \leq l(y, v)^{1 / 4}+4 R^{2}, \quad \text { and, } \quad\|y\|_{2}^{2}+\|x+u\|_{2}^{2} \geq l(y, v)^{1 / 4}
$$

by the definition of $l(x, u)$. Taking expectations on both sides, the term involving the Brownian motion, $d B_{t}$, goes to zero. Note also that $\left(y_{t}, v_{t}\right)$ is distributed according to the invariant distribution $p^{*}$ for all $t \geq 0$, therefore,

$$
\begin{aligned}
0=\frac{d}{d t} \mathbb{E}\left[l\left(y_{t}, v_{t}\right)\right] & \leq-\frac{c_{\kappa}^{2}}{2} \mathbb{E}\left[l\left(y_{t}, v_{t}\right)\right]+2^{26}\left(\frac{d^{4}}{c_{\kappa}^{2} L^{4}}+c^{2} R^{8}\right) \\
& \leq-\frac{c_{\kappa}^{2}}{2} \mathbb{E}\left[l\left(y_{t}, v_{t}\right)\right]+2^{26} c_{\kappa}^{2}\left(10^{12} \frac{d^{4}}{m^{4}}+R^{8}\right)
\end{aligned}
$$

Thus

$$
\mathbb{E}\left[l\left(y_{t}, v_{t}\right)\right] \leq 2^{27}\left(10^{12} \frac{d^{4}}{m^{4}}+R^{8}\right) \leq 2^{66}\left(\frac{d}{m}+R^{2}\right)^{4} .
$$

This completes the proof of the lemma.
We now state and prove some auxillary lemmas that were useful in the proof above.
Lemma 60 Let $x_{t}$ be evolved according to the dynamics in Eq. (C.3). Then for all $t \geq 0$,

$$
\mathbb{E}\left[\left\|x_{t}\right\|_{2}^{2}\right] \leq 2\left(R^{2}+\frac{d}{m}\right)
$$

## Proof

Let $\theta_{k} \sim \mathcal{N}(0, I)$ then we have,

$$
\begin{aligned}
\mathbb{1}\left\{\left\|x_{k \delta}\right\|_{2} \leq R\right\} \cdot\left\|x_{(k+1) \delta}\right\|_{2}^{2}= & \mathbb{1}\left\{\left\|x_{k \delta}\right\|_{2} \leq R\right\} \cdot\left\|x_{k \delta}-\delta \nabla U\left(x_{k}\right)+\sqrt{2 \delta} \theta_{k}\right\|_{2}^{2} \\
\leq & \mathbb{1}\left\{\left\|x_{k \delta}\right\|_{2} \leq R\right\} \cdot\left\|x_{k \delta}-\delta \nabla U\left(x_{k}\right)\right\|_{2}^{2} \\
& +\mathbb{1}\left\{\left\|x_{k \delta}\right\|_{2} \leq R\right\} \cdot\left\|\sqrt{2 \delta} \theta_{k}\right\|_{2}^{2} \\
& +\mathbb{1}\left\{\left\|x_{k \delta}\right\|_{2} \leq R\right\} \cdot 2\left\langle x_{k \delta}-\delta \nabla U\left(x_{k}\right), \sqrt{2 \delta} \theta_{k}\right\rangle .
\end{aligned}
$$

Consider two cases:
If $\left\|x_{k \delta}\right\|_{2} \geq R$, then

$$
\begin{aligned}
\left\|x_{k \delta}-\delta \nabla U\left(x_{k}\right)\right\|_{2}^{2} & =\left\|x_{k \delta}\right\|_{2}^{2}-\left\langle x_{k \delta}, 2 \delta \nabla U\left(x_{k}\right)\right\rangle+\delta^{2}\left\|\nabla U\left(x_{k}\right)\right\|_{2}^{2} \\
& \stackrel{(i)}{\leq}(1-2 \delta m)\left\|x_{k \delta}\right\|_{2}^{2}+\delta^{2}\left\|\nabla U\left(x_{k}\right)\right\|_{2}^{2} \\
& \stackrel{(i i)}{\leq}\left(1-2 \delta m+\delta^{2} L^{2}\right)\left\|x_{k \delta}\right\|_{2}^{2} \\
& \stackrel{(i i i)}{\leq}(1-\delta m)\left\|x_{k \delta}\right\|_{2}^{2},
\end{aligned}
$$

where ( $i$ ) is by Assumption (A3), (ii) is by Assumption (A1), and (iii) is by our assumption that $\delta \leq \frac{1}{\kappa L}$.

While $\mathrm{I}=\mathrm{if}\left\|x_{k \delta}\right\|_{2} \leq R$, then

$$
\begin{aligned}
\left\|x_{k \delta}-\delta \nabla U\left(x_{k}\right)\right\|_{2}^{2} & =\left\|x_{k \delta}\right\|_{2}^{2}-\left\langle x_{k \delta}, 2 \delta \nabla U\left(x_{k}\right)\right\rangle+\delta^{2}\left\|\nabla U\left(x_{k}\right)\right\|_{2}^{2} \\
& \stackrel{(i)}{\leq}\left(1+2 \delta L+\delta^{2} L^{2}\right)\left\|x_{k}\right\|_{2}^{2} \\
& \stackrel{(i i)}{\leq}(1+3 \delta L)\left\|x_{k}\right\|_{2}^{2},
\end{aligned}
$$

where $(i)$ is by Assumption (A1), and (ii) is by our assumption that $\delta \leq \frac{1}{\kappa L}$.

Thus for both cases we have,

$$
\begin{aligned}
\left\|x_{k \delta}-\delta \nabla U\left(x_{k}\right)\right\|_{2}^{2} & \leq \mathbb{1}\left\{\left\|x_{k \delta}\right\|_{2} \geq R\right\}(1-\delta m)\left\|x_{k \delta}\right\|_{2}^{2}+\mathbb{1}\left\{\left\|x_{k \delta}\right\|_{2} \leq R\right\}(1+3 \delta L)\left\|x_{k}\right\|_{2}^{2} \\
& \leq\left\|x_{k \delta}\right\|_{2}^{2}-\delta m\left\|x_{k \delta}\right\|_{2}^{2}+\mathbb{1}\left\{\left\|x_{k \delta}\right\|_{2} \leq R\right\} \cdot(3 \delta L+\delta m)\left\|x_{k \delta}\right\|_{2}^{2} .
\end{aligned}
$$

Thus we have:

$$
\mathbb{1}\left\{\left\|x_{k \delta}\right\|_{2} \leq R\right\}\left\|x_{k \delta}-\delta \nabla U\left(x_{k}\right)\right\|_{2}^{2} \leq \mathbb{1}\left\{\left\|x_{k \delta}\right\|_{2} \leq R\right\}(1-\delta m)\left\|x_{k \delta}\right\|_{2}^{2}
$$

By taking expectations with respect to the Brownian motion we get,

$$
\begin{aligned}
& \mathbb{E}\left[\mathbb{1}\left\{\left\|x_{k \delta}\right\|_{2} \leq R\right\}\left\|x_{(k+1) \delta}\right\|_{2}^{2}\right] \leq(1-\delta m) \mathbb{E}\left[\mathbb{1}\left\{\left\|x_{k \delta}\right\|_{2} \leq R\right\}\left\|x_{k \delta}\right\|_{2}^{2}\right] \\
&+\mathbb{E}\left[\mathbb{1}\left\{\left\|x_{k \delta}\right\|_{2} \leq R\right\}\left\|\sqrt{2 \delta} \theta_{k}\right\|_{2}^{2}\right] \\
& \leq(1-\delta m) \mathbb{E}\left[\mathbb{1}\left\{\left\|x_{k \delta}\right\|_{2} \leq R\right\}\left\|x_{k \delta}\right\|_{2}^{2}\right]+2 \delta d .
\end{aligned}
$$

Applying this inequality recursively over $k$ steps we arrive at,

$$
\begin{aligned}
\mathbb{E}\left[\mathbb{1}\left\{\left\|x_{k \delta}\right\|_{2} \leq R\right\}\left\|x_{(k+1) \delta}\right\|_{2}^{2}\right] & \leq e^{-\delta m} \mathbb{E}\left[\mathbb{1}\left\{\left\|x_{k \delta}\right\|_{2} \leq R\right\}\left\|x_{(k+1) \delta}\right\|_{2}^{2}\right]+\frac{2 \delta d}{\delta m} \\
& \leq \frac{2 d}{m}
\end{aligned}
$$

Thus we get that,

$$
\mathbb{E}\left[\left\|x_{(k+1) \delta}\right\|_{2}^{2}\right] \leq 2\left(R^{2}+\frac{d}{m}\right)
$$

Lemma 61 Let $y \sim p^{*}(y) \propto e^{-U(y)}$. Then

$$
\mathbb{E}\left[\|y\|_{2}^{8}\right] \leq 2^{20}\left(\frac{d^{4}}{m^{4}}+R^{8}\right)
$$

## Proof

Let $l(y):=\left(\|y\|_{2}^{2}-R^{2}\right)_{+}^{4}$. We calculate derivatives and verify that

$$
\begin{aligned}
& \nabla l(y)=8 l(y)^{3 / 4} \cdot y \\
& \nabla^{2} l(y)=48 l(y)^{2 / 4} \cdot y y^{T}+8 l(y)^{3 / 4} I
\end{aligned}
$$

where $I$ is the identity matrix. By Itô's Lemma:

$$
\begin{equation*}
d l\left(y_{t}\right)=\left\langle\nabla l\left(y_{t}\right),-\nabla U\left(y_{t}\right)\right\rangle d t+\left\langle\nabla l\left(y_{t}\right), \sqrt{2} d B_{t}\right\rangle+\frac{1}{2} \operatorname{tr}\left(\nabla^{2} l\left(y_{t}\right)\right) \tag{C.57}
\end{equation*}
$$

We start by analyzing the first term,

$$
\begin{aligned}
\left\langle\nabla l\left(y_{t}\right),-\nabla U\left(y_{t}\right)\right\rangle & =\left\langle 8 l\left(y_{t}\right)^{3 / 4} \cdot y_{t},-\nabla U\left(y_{t}\right)\right\rangle \\
& \stackrel{(i)}{\leq} \mathbb{1}\left\{\left\|y_{t}\right\|_{2} \geq R\right\}\left(8 l\left(y_{t}\right)^{3 / 4}\right)\left(-m\left\|y_{t}\right\|_{2}^{2}\right) \\
& \quad+\mathbb{1}\left\{\left\|y_{t}\right\|_{2}<R\right\}\left\langle 8 l\left(y_{t}\right)^{3 / 4} y,-\nabla U\left(y_{t}\right)\right\rangle \\
& \stackrel{(i i)}{=}\left(8 l\left(y_{t}\right)^{3 / 4}\right)\left(-m\left\|y_{t}\right\|_{2}^{2}\right) \\
& \leq-8 m l\left(y_{t}\right),
\end{aligned}
$$

where $(i)$ is by Assumption (A3), and, (ii) is because $\mathbb{1}\left\{\left\|y_{t}\right\|_{2}<R\right\} \cdot l\left(y_{t}\right)=0$ and $\mathbb{1}\left\{\left\|y_{t}\right\|_{2} \geq R\right\} \cdot l\left(y_{t}\right)=l\left(y_{t}\right)$ by definition of $l\left(y_{t}\right)$.

Consider the other term on the right-hand side of Eq. (C.57):

$$
\begin{aligned}
\operatorname{tr}\left(\nabla^{2} l\left(y_{t}\right)\right) & =48 l\left(y_{t}\right)^{2 / 4}\|y\|_{2}+8 l\left(y_{t}\right)^{3 / 4} d \\
& \stackrel{(i)}{\leq} 48 l\left(y_{t}\right)^{3 / 4}+8 l\left(y_{t}\right)^{3 / 4} d+48 l\left(y_{t}\right)^{2 / 4} R^{2} \\
& \leq 64 l\left(y_{t}\right)^{3 / 4} d+48 l\left(y_{t}\right)^{2 / 4} R^{2} \\
& \stackrel{(i i)}{\leq} 2 m l\left(y_{t}\right)+2^{21} \frac{d^{4}}{m^{3}}+2 m l\left(y_{t}\right)+2^{11} \frac{R^{4}}{m} \\
& (i i i) \\
& \leq 4 m l\left(y_{t}\right)+2^{22}\left(\frac{d^{4}}{m^{3}}+m R^{8}\right),
\end{aligned}
$$

where $(i)$ is by definition of $l(y)$, while (ii) and (iii) are by Young's inequality.
Put together into Eq. (C.57) and taking expectations,

$$
\begin{aligned}
\frac{d}{d t} \mathbb{E}\left[l\left(y_{t}\right)\right] & \leq-8 m \mathbb{E}\left[l\left(y_{t}\right)\right]+4 m l\left(y_{t}\right)+2^{22}\left(\frac{d^{4}}{m^{3}}+m R^{8}\right) \\
& \leq-4 m \mathbb{E}\left[l\left(y_{t}\right)\right]+2^{22}\left(\frac{d^{4}}{m^{3}}+m R^{8}\right) .
\end{aligned}
$$

Since $y_{t} \sim p^{*}$ for all $t, \frac{d}{d t} \mathbb{E}\left[l\left(y_{t}\right)\right]=0$, thus we get,

$$
\mathbb{E}\left[l\left(y_{t}\right)\right] \leq 2^{20}\left(\frac{d^{4}}{m^{4}}+R^{8}\right)
$$

## C. 7 Existence of Coupling

## Proof of Lemma 15

We prove the existence of a unique strong solution for $\left(x_{t}, u_{t}, y_{t}, v_{t}, \tau_{\left\lfloor\frac{t}{\nu}\right\rfloor}\right)$ inductively: Let
$k$ be an arbitrary nonnegative integer, and suppose that the lemma statement holds for all $s \in[0, k \nu]$. We show that the lemma statement holds for all $s \in[0,(k+1) \nu]$.

First, we can verify that for $t \in[k \nu,(k+1) \nu)$,

$$
\tau_{\left\lfloor\frac{t}{\nu}\right\rfloor}=\tau_{k},
$$

that is, $\tau_{\left\lfloor\frac{t}{\nu}\right\rfloor}$ is a constant, and so $\mu_{\left\lfloor\frac{t}{\nu}\right\rfloor}=\mu_{k}$ is also a constant.
Next, we find that for $t \in[k \nu,(k+1) \nu)$, the following is algebraically equivalent to dynamics described by Eqs. (4.11)-4.14):

$$
\begin{aligned}
& d x_{t}=u_{t} d t \\
& d u_{t}=-2 u_{t} d t-\frac{c_{\kappa}}{L} \nabla U\left(x_{\left\lfloor\frac{t}{\delta}\right\rfloor \delta}\right) d t+2 \sqrt{\frac{c_{\kappa}}{L}} d B_{t}, \\
& d y_{t}=v_{t} d t \\
& d v_{t}=-2 v_{t}-\frac{c_{\kappa}}{L} \nabla U\left(y_{t}\right) d t+2 \sqrt{\frac{c_{\kappa}}{L}} d B_{t}-\mu_{k} \cdot\left(4 \sqrt{\frac{c_{\kappa}}{L}} \gamma_{t} \gamma_{t}^{T} d B_{t}+2 \sqrt{\frac{c_{\kappa}}{L}} \bar{\gamma}_{t} \bar{\gamma}_{t}^{T} d A_{t}\right),
\end{aligned}
$$

where we use the fact that $\mu_{t}$ takes on a constant value over $t \in[k \nu,(k+1) \nu)$.
We proceed by applying Theorem 5.2.1 of [66], which states that if the following holds:

1. $\mathbb{E}\left[\left\|x_{k \nu}\right\|_{2}^{2}+\left\|y_{k \nu}\right\|_{2}^{2}+\left\|u_{k \nu}\right\|_{2}^{2}+\left\|v_{k \nu}\right\|_{2}^{2}\right]<\infty$.
2. For all $x, y \in \mathbb{R}^{d},\|\nabla U(x)-\nabla U(y)\|_{2} \leq D\|x-y\|_{2}$ for some constant $D>0$.
3. For all $(x, y, u, v),\left(x^{\prime}, y^{\prime}, u^{\prime}, v^{\prime}\right)$,

$$
\left\|\gamma \gamma^{T}-\gamma^{\prime} \gamma^{T}\right\|_{2}+\left\|\bar{\gamma} \bar{\gamma}_{t}^{\prime T}-\bar{\gamma}_{t}^{\prime} \bar{\gamma}^{\prime T}\right\|_{2} \leq D\left(\left\|x-x^{\prime}\right\|_{2}+\left\|y-y^{\prime}\right\|_{2}+\left\|u-u^{\prime}\right\|_{2}+\left\|v-v^{\prime}\right\|_{2}\right),
$$

for some constant $D$ (where $\gamma$ and $\bar{\gamma}$ are functions of $(x, y, u, v)$, as defined in Eq. 4.15), similarly for $\gamma^{\prime}, \bar{\gamma}^{\prime}$ and $\left.\left(x^{\prime}, y^{\prime}, u^{\prime}, v^{\prime}\right)\right)$,
then there is a solution $\left(x_{t}, y_{t}, u_{t}, v_{t}\right)$ for $t \in[k \nu,(k+1) \nu]$ with the properties:
(a) $\left(x_{t}, y_{t}, u_{t}, v_{t}\right)$ is unique and $t$-continuous with probability one.
(b) $\left(x_{t}, y_{t}, u_{t}, v_{t}\right)$ is adapted to the filtration $\mathcal{F}_{t}$ generated by $\left(x_{k \nu}, y_{k \nu}, u_{k \nu}, v_{k \nu}\right)$ and $d B_{t}$ and $d A_{t}$ for $t \in[k \nu,(k+1) \nu)$.
(c) $\int_{0}^{T} \mathbb{E}\left[\left\|x_{t}\right\|_{2}^{2}+\left\|y_{t}\right\|_{2}^{2}+\left\|u_{t}\right\|_{2}^{2}+\left\|v_{t}\right\|_{2}^{2}\right] d t<\infty$.

We can verify the first condition holds by using Lemma 56 and Lemma 57. Condition 2 holds due to our smoothness assumption, Assumption (A1).

We can verify that Condition 3 also holds using the argument below:
From the definition of $\mathcal{M}$ in Eq. 4.15), we know that $\left|\mathcal{M}(r)^{\prime}\right| \leq \frac{1}{2}|\sin (r \cdot 2 \pi / \beta)| \cdot \frac{2 \pi}{\beta} \leq \frac{\pi}{\beta}$.

By definition of $\gamma_{t}$ in Eq. (4.15),

$$
\gamma_{t} \gamma_{t}^{T}:=\mathcal{M}\left(\left\|z_{t}+w_{t}\right\|_{2}\right) \cdot \frac{\left(z_{t}+w_{t}\right)\left(z_{t}+w_{t}\right)^{T}}{\left\|z_{t}+w_{t}\right\|_{2}^{2}}
$$

To simplify notation, consider an arbitrary $x, y \in \mathbb{R}^{d}$, and assume wlog that $\|x\|_{2} \leq\|y\|_{2}$. We will bound

$$
\left\|\mathcal{M}\left(\|x\|_{2}\right) \frac{x x^{T}}{\|x\|_{2}^{2}}-\mathcal{M}\left(\|y\|_{2}\right) \frac{y y^{T}}{\|y\|_{2}^{2}}\right\|_{2} \leq D\|x-y\|_{2}
$$

for some $D$, which implies condition 3 .
By the triangle inequality,

$$
\begin{align*}
& \left\|\mathcal{M}\left(\|x\|_{2}\right) \frac{x x^{T}}{\|x\|_{2}^{2}}-\mathcal{M}\left(\|y\|_{2}\right) \frac{y y^{T}}{\|y\|_{2}^{2}}\right\|_{2} \\
& \leq \mathcal{M}\left(\|x\|_{2}\right)\left\|\frac{x x^{T}}{\|x\|_{2}^{2}}-\frac{y y^{T}}{\|y\|_{2}^{2}}\right\|_{2}+\left\|\frac{y y^{T}}{\|y\|_{2}^{2}}\right\|_{2}\left|\mathcal{M}\left(\|x\|_{2}\right)-\mathcal{M}\left(\|y\|_{2}\right)\right| \\
& \leq \mathcal{M}\left(\|x\|_{2}\right)\left\|\frac{x x^{T}}{\|x\|_{2}^{2}}-\frac{y y^{T}}{\|y\|_{2}^{2}}\right\|_{2}+\left|\mathcal{M}\left(\|x\|_{2}\right)-\mathcal{M}\left(\|y\|_{2}\right)\right| . \tag{C.58}
\end{align*}
$$

The second term can be bounded as

$$
\left|\mathcal{M}\left(\|x\|_{2}\right)-\mathcal{M}\left(\|y\|_{2}\right)\right| \leq \frac{\pi}{\beta}\left|\|x\|_{2}-\|y\|_{2}\right|_{2} \leq \frac{\pi}{\beta}\|x-y\|_{2}
$$

where we use the upper bound we established on $\left|\mathcal{M}^{\prime}(r)\right|$.
To bound the first term, we consider two cases:
If $\|x\|_{2} \leq \beta / 2, \mathcal{M}\left(\|x\|_{2}\right)=0$ and we are done.
If $\|x\|_{2} \geq \beta / 2$, we verify that the transformation $T(x)=\frac{x}{\|x\|_{2}}$ has Jacobian $\nabla T(x)=$ $\frac{1}{\|x\|_{2}}\left(I-\frac{x x^{T}}{\|x\|_{2}}\right)$, so that $\|\nabla T(x)\|_{2} \leq \frac{1}{\|x\|_{2}}$. By our earlier assumption that $\|x\|_{2} \leq\|y\|_{2}$, we know that $\|a x+(1-a) y\|_{2} \geq \beta / 2$ for all $a \in[0,1]$. Therefore,

$$
\left\|\frac{x}{\|x\|_{2}}-\frac{y}{\|y\|_{2}}\right\|_{2}=\|T(x)-T(y)\|_{2} \leq \frac{1}{\|x\|_{2}}\|x-y\|_{2} \leq \frac{2}{\beta} .
$$

By the triangle inequality and some algebra, we obtain:

$$
\begin{aligned}
& \left\|\frac{x x^{T}}{\|x\|_{2}^{2}}-\frac{y y^{T}}{\|y\|_{2}^{2}}\right\|_{2} \\
& \leq\left\|\frac{x}{\|x\|_{2}}+\frac{y}{\|y\|_{2}}\right\|_{2}\left\|\frac{x}{\|x\|_{2}}-\frac{y}{\|y\|_{2}}\right\|_{2} \\
& \leq 2\left\|\frac{x}{\|x\|_{2}}-\frac{y}{\|y\|_{2}}\right\|_{2} \\
& \leq \frac{4}{\beta}\|x-y\|_{2}
\end{aligned}
$$

where the first two inequalities are due to the triangle inequality. Combined with the fact that $\mathcal{M}(r) \leq 1$ for all $r$, we can bound Eq. C.58) by $\frac{8}{\beta}\|x-y\|_{2}$.

A similar argument can be used to show that $\bar{\gamma}_{t}$ is Lipschitz. Let $\mathcal{N}(x):=\left(1-\left(1-2 \mathcal{M}\left(\|x\|_{2}\right)\right)^{2}\right)^{1 / 2}$. Then we verify that

$$
\begin{aligned}
\mathcal{N}(r) & := \begin{cases}1, & \text { for } r \in[\beta, \infty) \\
\sin \left(r \cdot \frac{2 \pi}{\beta}\right), & \text { for } r \in[\beta / 2, \beta] \\
0, & \text { for } r \in[0, \beta / 2]\end{cases} \\
\bar{\gamma}_{t} & :=\left(\mathcal{N}\left(\left\|z_{t}+w_{t}\right\|_{2}\right)\right)^{1 / 2} \frac{z_{t}+w_{t}}{\left\|z_{t}+w_{t}\right\|_{2}} .
\end{aligned}
$$

The proof is almost identical to the proof of (C.58), so we omit it, but highlight two crucial facts:

$$
\begin{array}{ll}
\text { 1. } \mathcal{N}(r) \in[0,1] & \text { for all } r \\
\text { 2. }\left|\mathcal{N}^{\prime}(r)\right| \leq \frac{2 \pi}{\beta} & \text { for all } r .
\end{array}
$$

Thus we find that Condition 3 is satisfied with $D=\frac{16}{\beta}$, and in turn show that (a)(c) hold for $t \in[k \nu,(k+1) \nu]$. From Eq. 4.17) we know that $\tau_{(k+1) \nu}$ is a function of $\left(x_{(k+1) \nu}, u_{(k+1) \nu}, y_{(k+1) \nu}, v_{(k+1) \nu}, \tau_{k}\right)$. Thus we have shown the existence of a unique solution $\left(x_{t}, y_{t}, u_{t}, v_{t}, \tau_{\left\lfloor\frac{t}{\nu}\right\rfloor}\right)$ for $t \in[k \nu,(k+1) \nu]$, where $\left(x_{t}, y_{t}, u_{t}, v_{t}\right)$ is $t$-continuous.

The proof of the lemma now follows by induction over $k$.
Lemma 62 Let $B_{t}$ and $A_{t}$ be two independent Brownian motions, and let $\mathcal{F}_{t}$ be the $\sigma$-algebra generated by $B_{s}, A_{s} ; s \leq t$, and $\left(x_{0}, u_{0}, y_{0}, v_{0}\right)$.

For all $t \geq 0$, the stochastic process $\phi_{t}$ defined in Eqs. (4.24) has a unique solution such that $\phi_{t}$ is $t$-continuous with probability one, and satisfies the following, for all $s \geq 0$ :

1. $\phi_{t}$ is adapted to the filtration $\mathcal{F}_{s}$.

$$
\text { 2. } \mathbb{E}\left[\left\|\phi_{t}\right\|_{2}^{2}\right] \leq \infty \text {. }
$$

## Proof

The proof is almost identical to that of Lemma 15. The main additional requirement is showing that there exists a constant $D$ such that for any $(x, y, u, v)$ and ( $x^{\prime}, y^{\prime}, u^{\prime}, v^{\prime}$ ),

$$
\begin{equation*}
\left\|\nabla_{w} f(r) \gamma \gamma^{T}-\nabla_{w^{\prime}} f\left(r^{\prime}\right) \gamma^{\prime} \gamma^{T}\right\|_{2} \tag{C.59}
\end{equation*}
$$

with $\gamma\left(\right.$ resp $\left.\gamma^{\prime}\right)$ being a function of $(x, y, u, v)\left(\operatorname{resp} \gamma^{\prime}\right)$ as defined in 4.15). and $r$ being a function of $(x, y, u, v)$ as defined in (4.19). In the proof of Lemma 15, we already showed that $\gamma \gamma^{T}$ and $\gamma^{\prime} \gamma^{\prime T}$ are uniformly bounded and lipschitz, thus it is sufficient to show that

$$
\begin{align*}
& \text { 1. }\left\|\nabla_{w} f(r)-\nabla_{w^{\prime}} f\left(r^{\prime}\right)\right\|_{2} \leq D\left\|x-x^{\prime}\right\|_{2}+\left\|y-y^{\prime}\right\|_{2}+\left\|u-u^{\prime}\right\|_{2}+\left\|v-v^{\prime}\right\|_{2} \\
& \text { 2. }\left\|\nabla_{w} f(r)\right\|_{2} \leq D \text {. } \tag{C.60}
\end{align*}
$$

The second point is easy to verify:

$$
\nabla_{w} f(r)=f^{\prime}(r) \nabla_{w} r=f^{\prime}(r)\left(\nabla_{w} \ell(z+w)\right)
$$

Thus $\left\|\nabla_{w} f(r)\right\|_{2} \leq 1$ using item (F2) of Lemma 55 and item 2 of Lemma 31 .
To prove the first point, we verify that

$$
\nabla_{w}^{2} f(r)=f^{\prime \prime}(r)\left(\nabla_{w} \ell(z+w)\right)+f^{\prime}(r)\left(\nabla_{w}^{2} \ell(z+w)\right)
$$

Using item (F7) of Lemma 55 and item

$$
\left\|\nabla_{w}^{2} f(r)\right\|_{2} \leq 4 \alpha_{f} \mathcal{R}_{f}+\frac{4}{\mathcal{R}_{f}}+\frac{8}{\beta}
$$

this implies C.60 which in turn implies C.59). Note that $\left\|w-w^{\prime}\right\|_{2} \leq\left\|u-u^{\prime}\right\|_{2}+\left\|v-v^{\prime}\right\|$.

## C. 8 Coupling and Discretization

## Proof of Lemma 14

Let us define

$$
\bar{B}_{t}:=\int_{0}^{t}\left(d B_{t}-\mathbb{1}\left\{k \nu \geq \tau_{\left\lfloor\frac{t}{\nu}\right\rfloor}+T_{\text {sync }}\right\} \cdot\left(2 \gamma_{t} \gamma_{t}^{T} d B_{t}+\bar{\gamma}_{t} \bar{\gamma}_{t}^{T} d A_{t}\right)\right) .
$$

We will show that $\bar{B}_{t}$ is a Brownian motion by using Levy's characterization. The conclusion then follows immediately from the dynamics defined in Eq. (3.1).

Since $B_{t}$ and $A_{t}$ are Brownian motions, $\bar{B}_{t}$ is also a continuous martingale with respect to the filtration $\mathcal{F}_{t}$. Further the quadratic variation of $\bar{B}_{t}$ over an interval $\left[s, s^{\prime}\right]$ is

$$
\int_{s}^{s^{\prime}} \underbrace{\left(I-2 \mathbb{1}\left\{k \nu \geq \tau_{\left\lfloor\frac{t}{\nu}\right\rfloor}+T_{\text {sync }}\right\} \gamma_{t} \gamma_{t}^{T}\right)^{2}+\mathbb{1}\left\{k \nu \geq \tau_{\left\lfloor\frac{t}{\nu}\right\rfloor}+T_{\text {sync }}\right\}\left(\bar{\gamma}_{t} \bar{\gamma}_{t}^{T}\right)^{2}}_{=: \infty} d t
$$

If $\mathbb{1}\left\{k \nu \geq \tau_{\left\lfloor\frac{t}{\nu}\right\rfloor}+T_{\text {sync }}\right\}=0$, then the above is clearly the identity matrix $-I$.
If, on the other hand, $\mathbb{1}\left\{k \nu \geq \tau_{\left\lfloor\frac{t}{\nu}\right\rfloor}+T_{\text {sync }}\right\}=1$, define $c_{t}:=z_{t}+w_{t}$; then by the definition of $\gamma_{t}$ and $\bar{\gamma}_{t}$ in Eq. (4.15), we find that

$$
\begin{aligned}
& \boldsymbol{\uparrow}=\left(I-2 \mathcal{M}\left(\left\|c_{t}\right\|_{2}\right) \frac{c_{t} c_{t}^{T}}{\left\|c_{t}\right\|_{2}^{2}}\right)^{2}+\left(1-\left(1-2 \mathcal{M}\left(\left\|c_{t}\right\|_{2}\right)\right)^{2}\right) \frac{c_{t} c_{t}^{T}}{\left\|c_{t}\right\|_{2}^{2}} \\
& \stackrel{(i)}{=} I-\frac{c_{t} c_{t}^{T}}{\left\|c_{t}\right\|_{2}^{2}}+\left(1-2 \mathcal{M}\left(\left\|c_{t}\right\|_{2}\right)\right)^{2} \frac{c_{t} c_{t}^{T}}{\left\|c_{t}\right\|_{2}^{2}}+\left(1-\left(1-2 \mathcal{M}\left(\left\|c_{t}\right\|_{2}\right)\right)^{2}\right) \frac{c_{t} c_{t}^{T}}{\left\|c_{t}\right\|_{2}^{2}} \\
&=I
\end{aligned}
$$

where $(i)$ follows by the eigenvalue decomposition of the matrix $\left(I-2 \mathcal{M}\left(\left\|c_{t}\right\|_{2}\right) \frac{c_{t} c_{t}^{T}}{\left\|c_{t}\right\|_{2}^{2}}\right)^{2}$.
Thus the quadratic variation of $\bar{B}_{t}$ over the interval $[s, s]$ is $\left(s^{\prime}-s\right) I$, thus satisfying Levy's characterization of a Brownian motion.

## Proof of Lemma 32

Using similar steps as Lemma 14, we can verify that

$$
\bar{B}_{t}:=\int_{0}^{t} \sqrt{2} d B_{t}-2 \sqrt{2} \gamma_{t} \gamma_{t}^{T} d B_{t}+\sqrt{2} \bar{\gamma}_{t} \bar{\gamma}_{t}^{T} d A_{t}
$$

is a Brownian motion. The proof follows immediately.
Lemma 63 Given $\left(x_{k \delta}, u_{k \delta}\right)$, the solution $\left(x_{t}, u_{t}\right)$, for $t \in(k \delta,(k+1) \delta]$, of the discrete underdamped Langevin diffusion defined by the dynamics in Eq. (4.7) is

$$
\begin{align*}
& u_{t}=u_{k \delta} e^{-2(t-k \delta)}-\frac{c_{\kappa}}{L}\left(\int_{k \delta}^{t} e^{-2(t-s)} \nabla U\left(x_{k \delta}\right) d s\right)+\sqrt{\frac{4 c_{\kappa}}{L}} \int_{k \delta}^{t} e^{-2(t-s)} d B_{s}  \tag{C.61}\\
& x_{t}=x_{k \delta}+\int_{k \delta}^{t} u_{s} d s
\end{align*}
$$

## Proof

It can be easily verified that the above expressions have the correct initial values ( $x_{k \delta}, u_{k \delta}$ ). By taking derivatives, one can also verify that they satisfy the stochastic differential equations in Eq. 4.7).

Lemma 64 Conditioned on $\left(x_{k \delta}, u_{k \delta}\right)$, the solution $\left(x_{(k+1) \delta}, u_{(k+1) \delta}\right)$ of Eq. 4.7) is a Gaussian with mean,

$$
\begin{aligned}
& \mathbb{E}\left[u_{(k+1) \delta}\right]=u_{k \delta} e^{-2 \delta}-\frac{c_{\kappa}}{2 L}\left(1-e^{-2 \delta}\right) \nabla f\left(x_{k \delta}\right) \\
& \mathbb{E}\left[x_{(k+1) \delta}\right]=x_{k \delta}+\frac{1}{2}\left(1-e^{-2 \delta}\right) u_{k \delta}-\frac{c_{\kappa}}{2 L}\left(\delta-\frac{1}{2}\left(1-e^{-2 \delta}\right)\right) \nabla U\left(x_{k \delta}\right),
\end{aligned}
$$

and covariance,

$$
\begin{aligned}
& \mathbb{E}\left[\left(x_{(k+1) \delta}-\mathbb{E}\left[x_{(k+1) \delta}\right]\right)\left(x_{(k+1) \delta}-\mathbb{E}\left[x_{(k+1) \delta}\right]\right)^{\top}\right]=\frac{c_{\kappa}}{L}\left[\delta-\frac{1}{4} e^{-4 \delta}-\frac{3}{4}+e^{-2 \delta}\right] \cdot I_{d \times d} \\
& \mathbb{E}\left[\left(u_{(k+1) \delta}-\mathbb{E}\left[u_{(k+1) \delta}\right]\right)\left(u_{(k+1) \delta}-\mathbb{E}\left[u_{(k+1) \delta}\right]\right)^{\top}\right]=\frac{c_{\kappa}}{L}\left(1-e^{-4 \delta}\right) \cdot I_{d \times d} \\
& \mathbb{E}\left[\left(x_{(k+1) \delta}-\mathbb{E}\left[x_{(k+1) \delta}\right]\right)\left(u_{(k+1) \delta}-\mathbb{E}\left[u_{(k+1) \delta}\right]\right)^{\top}\right]=\frac{c_{\kappa}}{2 L}\left[1+e^{-4 \delta}-2 e^{-2 \delta}\right] \cdot I_{d \times d} .
\end{aligned}
$$

## Proof

Consider some $t \in[k \delta,(k+1) \delta)$.
It follows from the definition of Brownian motion that the distribution of $\left(x_{t}, u_{t}\right)$ is a $2 d$-dimensional Gaussian distribution. We will compute its moments below, using the expression in Lemma 63. Computation of the conditional means is straightforward, as we can simply ignore the zero-mean Brownian motion terms:

$$
\begin{align*}
& \mathbb{E}\left[u_{t}\right]=u_{k \delta} e^{-2(t-k \delta)}-\frac{c_{\kappa}}{2 L}\left(1-e^{-2(t-k \delta)}\right) \nabla U\left(x_{k \delta}\right)  \tag{C.62}\\
& \mathbb{E}\left[x_{t}\right]=x_{k \delta}+\frac{1}{2}\left(1-e^{-2(t-k \delta)}\right) u_{k \delta}-\frac{c_{\kappa}}{2 L}\left(t-k \delta-\frac{1}{2}\left(1-e^{-2(t-k \delta)}\right)\right) \nabla U\left(x_{k \delta}\right) . \tag{C.63}
\end{align*}
$$

The conditional variance for $u_{t}$ only involves the Brownian motion term:

$$
\begin{aligned}
\mathbb{E}\left[\left(u_{t}-\mathbb{E}\left[u_{t}\right]\right)\left(u_{t}-\mathbb{E}\left[u_{t}\right]\right)^{\top}\right] & =\frac{4 c_{\kappa}}{L} \mathbb{E}\left[\left(\int_{k \delta}^{t} e^{-2(t-s)} d B_{s}\right)\left(\int_{k \delta}^{t} e^{-2(s-t)} d B_{s}\right)^{\top}\right] \\
& =\frac{4 c_{\kappa}}{L}\left(\int_{k \delta}^{t} e^{-4(t-s)} d s\right) \cdot I_{d \times d} \\
& =\frac{c_{\kappa}}{L}\left(1-e^{-4(t-k \delta)}\right) \cdot I_{d \times d} .
\end{aligned}
$$

The Brownian motion term for $x_{t}$ is given by

$$
\begin{aligned}
\sqrt{\frac{4 c_{\kappa}}{L}} \int_{k \delta}^{t}\left(\int_{k \delta}^{r} e^{-2(r-s)} d B_{s}\right) d r & =\sqrt{\frac{4 c_{\kappa}}{L}} \int_{k \delta}^{t} e^{2 s}\left(\int_{s}^{t} e^{-2 r} d r\right) d B_{s} \\
& =\sqrt{\frac{c_{\kappa}}{L}} \int_{k \delta}^{t}\left(1-e^{-2(t-s)}\right) d B_{s}
\end{aligned}
$$

Here the second equality follows by Fubini's theorem. The conditional covariance for $x_{t}$ now follows as

$$
\begin{aligned}
\mathbb{E}\left[\left(x_{t}-\mathbb{E}\left[x_{t}\right]\right)\left(x_{t}-\mathbb{E}\left[x_{t}\right]\right)^{\top}\right] & =\frac{c_{\kappa}}{L} \mathbb{E}\left[\left(\int_{k \delta}^{t}\left(1-e^{-2(t-s)}\right) d B_{s}\right)\left(\int_{k \delta}^{t}\left(1-e^{-2(t-s)}\right) d B_{s}\right)^{\top}\right] \\
& =\frac{c_{\kappa}}{L}\left[\int_{k \delta}^{t}\left(1-e^{-2(t-s)}\right)^{2} d s\right] \cdot I_{d \times d} \\
& =\frac{c_{\kappa}}{L}\left[t-k \delta-\frac{1}{4} e^{-4(t-k \delta)}-\frac{3}{4}+e^{-2(t-k \delta)}\right] \cdot I_{d \times d} .
\end{aligned}
$$

Finally we compute the cross-covariance between $x_{t}$ and $u_{t}$,

$$
\begin{aligned}
\mathbb{E}\left[\left(x_{t}-\mathbb{E}\left[x_{t}\right]\right)\left(u_{t}-\mathbb{E}\left[u_{t}\right]\right)^{\top}\right] & =\frac{2 c_{\kappa}}{L} \mathbb{E}\left[\left(\int_{k \delta}^{t}\left(1-e^{-2(t-s)}\right) d B_{s}\right)\left(\int_{k \delta}^{t} e^{-2(t-s)} d B_{s}\right)^{\top}\right] \\
& =\frac{2 c_{\kappa}}{L}\left[\int_{k \delta}^{t}\left(1-e^{-2(t-s)}\right)\left(e^{-2(t-s)}\right) d s\right] \cdot I_{d \times d} \\
& =\frac{c_{\kappa}}{2 L}\left[1+e^{-4(t-k \delta)}-2 e^{-2(t-k \delta)}\right] \cdot I_{d \times d} .
\end{aligned}
$$

We thus have an explicitly defined Gaussian. Notice that we can sample from this distribution in time linear in $d$, since all $d$ coordinates are independent.

## Appendix D

## Proofs for Chapter 5

## D. 1 Proofs for Convergence under Gaussian Noise (Theorem 10)

## D.1.1 Proof Overview

The main proof of Theorem 10 is contained in Appendix D.1.4.
Here, we outline the steps of our proof:

1. In Appendix D.1.2, we construct a coupling between (5.3) and (5.2) over a single step (i.e. for $t \in[k \delta,(k+1) \delta]$, for some $k$ and $\delta$ ).
2. Appendix D.1.3, we prove Lemma 65, which shows that under the coupling constructed in Step 1, a Lyapunov function $f\left(x_{T}-y_{T}\right)$ contracts exponentially with rate $\lambda$, plus a discretization error term. The function $f$ is defined in Appendix D.5, and sandwiches $\left\|x_{T}-y_{T}\right\|_{2}$. In Corollary 66, we apply the results of Lemma 65 recursively over multiple steps to give a bound on $f\left(x_{k \delta}-y_{k \delta}\right)$ for all $k$, and for sufficiently small $\delta$.
3. Finally, in Appendix D.1.4, we prove Theorem 10 by applying the results of Corollary 66, together with the fact that $f(z)$ upper bounds $\|z\|_{2}$ up to a constant factor.

## D.1.2 A coupling construction

In this subsection, we will study the evolution of (5.3) and (5.2) over a small time interval. Specifically, we will study

$$
\begin{align*}
d x_{t} & =-\nabla U\left(x_{t}\right) d t+M\left(x_{t}\right) d B_{t}  \tag{D.1}\\
d y_{t} & =-\nabla U\left(y_{0}\right) d t+M\left(y_{0}\right) d B_{t} \tag{D.2}
\end{align*}
$$

One can verify that (D.1) is equivalent to (5.3), and (D.2) is equivalent to a single step of (5.2) (i.e. over an interval $t \leq \delta$ ).

We first give the explicit coupling between (D.1) and (D.2): (A similar coupling in the continuous-time setting is first seen in [39] in their proof of contraction of (5.3).)

Given arbirary $\left(x_{0}, y_{0}\right)$, define $\left(x_{t}, y_{t}\right)$ using the following coupled SDE:

$$
\begin{align*}
& x_{t}=x_{0}+\int_{0}^{t}-\nabla U\left(x_{s}\right) d s+\int_{0}^{t} c_{m} d V_{s}+\int_{0}^{t} N\left(x_{s}\right) d W_{s}  \tag{D.3}\\
& y_{t}=y_{0}+\int_{0}^{t}-\nabla U\left(y_{0}\right) d t+\int_{0}^{t} c_{m}\left(I-2 \gamma_{s} \gamma_{s}^{T}\right) d V_{s}+\int_{0}^{t} N\left(y_{0}\right) d W_{s}
\end{align*}
$$

where $d V_{t}$ and $d W_{t}$ are two independent standard Brownian motion, and

$$
\begin{equation*}
\gamma_{t}:=\frac{x_{t}-y_{t}}{\left\|x_{t}-y\right\|_{2}} \cdot \mathbb{1}\left\{\left\|x_{t}-y_{t}\right\|_{2} \in\left[2 \varepsilon, \mathcal{R}_{q}\right)\right\} \tag{D.4}
\end{equation*}
$$

By Lemma 70, we show that (D.1) has the same distribution as $x_{t}$ in (D.3), and (D.2) has the same distribution as $y_{t}$ in ( D.3). Thus, for any $t$, the process $\left(x_{t}, y_{t}\right)$ defined by (D.3) is a valid coupling for (D.1) and D.2).

## D.1.3 One step contraction

Lemma 65 Let $f$ be as defined in Lemma 82 with parameters $\varepsilon$ satisfying $\varepsilon \leq \frac{\mathcal{R}_{q}}{\alpha_{q} \mathcal{R}_{q}{ }^{2}+1}$. Let $x_{t}$ and $y_{t}$ be as defined in (D.3). If we assume that $\mathbb{E}\left[\left\|y_{0}\right\|_{2}^{2}\right] \leq 8\left(R^{2}+\beta^{2} / m\right)$ and $T \leq \min \left\{\frac{\varepsilon^{2}}{\beta^{2}}, \frac{\varepsilon}{6 L \sqrt{R^{2}+\beta^{2} / m}}\right\}$, then

$$
\mathbb{E}\left[f\left(x_{T}-y_{T}\right)\right] \leq e^{-\lambda T} \mathbb{E}\left[f\left(x_{0}-y_{0}\right)\right]+3 T\left(L+L_{N}^{2}\right) \varepsilon
$$

Remark 14 For ease of reference: $m, L, L_{R}, R$ are from Assumption $A, c_{m}, \beta$ are from Assumption B, $\alpha_{q}, \mathcal{R}_{q}, L_{N}, \lambda$ are defined in (5.7).

Proof of Lemma 65
For notational convenience, for the rest of this proof, let us define $z_{t}:=x_{t}-y_{t}$ and $\nabla_{t}:=$ $\nabla U\left(x_{t}\right)-\nabla U\left(y_{t}\right), \Delta_{t}:=\nabla U\left(y_{0}\right)-\nabla U\left(y_{t}\right) N_{t}:=N\left(x_{t}\right)-N\left(y_{t}\right)$.

It follows from (D.3) that

$$
\begin{equation*}
d z_{t}=-\nabla_{t} d t+\Delta_{t} d t+2 c_{m} \gamma_{t} \gamma_{t}^{T} d V_{t}+\left(N_{t}+N\left(y_{t}\right)-N\left(y_{0}\right)\right) d W_{t} . \tag{D.5}
\end{equation*}
$$

Using Ito's Lemma, the dynamics of $f\left(z_{t}\right)$ is given by

$$
\begin{align*}
& d f\left(z_{t}\right) \\
= & \left\langle\nabla f\left(z_{t}\right), d z_{t}\right\rangle+2 c_{m}^{2} \operatorname{tr}\left(\nabla^{2} f\left(z_{t}\right)\left(\gamma_{t} \gamma_{t}^{T}\right)\right) d t+\frac{1}{2} \operatorname{tr}\left(\nabla^{2} f\left(z_{t}\right)\left(N_{t}+N\left(y_{t}\right)-N\left(y_{0}\right)\right)^{2}\right) d t \\
= & \underbrace{-\left\langle\nabla f\left(z_{t}\right), \nabla_{t}\right\rangle}_{(1)} d t+\underbrace{\left\langle\nabla f\left(z_{t}\right), \Delta_{t}\right\rangle}_{(2)} d t+\underbrace{\left\langle\nabla f\left(z_{t}\right), 2 c_{m} \gamma_{t} \gamma_{t}^{T} d V_{t}+\left(N_{t}+N\left(y_{t}\right)-N\left(y_{0}\right)\right) d W_{t}\right\rangle}_{(3)} \\
& +\underbrace{2 c_{m}^{2} \operatorname{tr}\left(\nabla^{2} f\left(z_{t}\right)\left(\gamma_{t} \gamma_{t}^{T}\right)\right)}_{\text {(4) }} d t+\underbrace{\frac{1}{2} \operatorname{tr}\left(\nabla^{2} f\left(z_{t}\right)\left(N_{t}+N\left(y_{t}\right)-N\left(y_{0}\right)\right)^{2}\right)}_{\text {(5) }} d t . \tag{D.6}
\end{align*}
$$

(3) goes to 0 when we take expectation, so we will focus on (1), (2), (4), (5). We will consider 3 cases

Case 1: $\left\|z_{t}\right\|_{2} \leq 2 \varepsilon$
From item 1(c) of Lemma 82, $\|\nabla f(z)\|_{2} \leq 1$. Using Assumption A. $1,\left\|\nabla_{t}\right\| \leq L\left\|z_{t}\right\|_{2}$, so that

$$
\text { (1) } \leq\left\|\nabla_{t}\right\|_{2} \leq L\left\|z_{t}\right\|_{2} \leq 2 L \varepsilon
$$

Also by Cauchy Schwarz,

$$
(2)=\left\langle\nabla f\left(z_{t}\right), \Delta_{t}\right\rangle \leq\left\|\Delta_{t}\right\|_{2} \leq L\left\|y_{t}-y_{0}\right\|_{2}
$$

Since $\gamma_{t}=0$ in this case by definition in (D.4), (4) $=0$.
Using Lemma 82.2.c. $\left\|\nabla^{2} f\left(z_{t}\right)\right\|_{2} \leq \frac{2}{\varepsilon}$, so that

$$
\text { (5) } \begin{aligned}
& \leq \frac{1}{\varepsilon}\left(\operatorname{tr}\left(N_{t}^{2}+N\left(y_{t}\right)-N\left(y_{0}\right)\right)^{2}\right) \\
& \leq \frac{2}{\varepsilon}\left(\operatorname{tr}\left(N_{t}^{2}\right)+\operatorname{tr}\left(\left(N\left(y_{t}\right)-N\left(y_{0}\right)\right)^{2}\right)\right) \\
& \leq \frac{2 L_{N}^{2}}{\varepsilon}\left(\left\|z_{t}\right\|_{2}^{2}+\left\|y_{t}-y_{0}\right\|_{2}^{2}\right) \\
& \leq 4 L_{N}^{2} \varepsilon+\frac{2 L_{N}^{2}}{\varepsilon}\left\|y_{t}-y_{0}\right\|_{2}^{2}
\end{aligned}
$$

where the second inequality is by Young's inequality, the third inequality is by item 2 of Lemma 80, the fourth inequality is by our assumption that $\left\|z_{t}\right\|_{2} \leq 2 \varepsilon$.

Summing these,

$$
\text { (1) }+ \text { (2) }+ \text { (4) }+(5) \leq 4\left(L+L_{N}^{2}\right) \varepsilon+L\left\|y_{t}-y_{0}\right\|_{2}+\frac{2 L_{N}^{2}}{\varepsilon}\left\|y_{t}-y_{0}\right\|_{2}^{2}
$$

Case 2: $\left\|z_{t}\right\|_{2} \in\left(2 \varepsilon, \mathcal{R}_{q}\right)$
In this case, $\gamma_{t}=\frac{z_{t}}{\left\|z_{t}\right\|_{2}}$. Let $q$ be as defined in D.20 and $g$ be as defined in Lemma 84. By
items 1(b) and 2(b) of Lemma 82 and items 1(b) and 2(b) of Lemma 84 ,

$$
\begin{aligned}
\nabla f\left(z_{t}\right) & =q^{\prime}\left(g\left(z_{t}\right)\right) \nabla g\left(z_{t}\right) \\
& =q^{\prime}\left(g\left(z_{t}\right)\right) \frac{z_{t}}{\left\|z_{t}\right\|_{2}} \\
\nabla^{2} f\left(z_{t}\right) & =q^{\prime \prime}\left(g\left(z_{t}\right)\right) \nabla g\left(z_{t}\right) \nabla g\left(z_{t}\right)^{T}+q^{\prime}\left(g\left(z_{t}\right)\right) \nabla^{2} g\left(z_{t}\right) \\
& =q^{\prime \prime}\left(g\left(z_{t}\right)\right) \frac{z_{t} z_{t}^{T}}{\left\|z_{t}\right\|_{2}^{2}}+q^{\prime}\left(g\left(z_{t}\right)\right) \frac{1}{\left\|z_{t}\right\|_{2}}\left(I-\frac{z_{t} z_{t}^{T}}{\left\|z_{t}\right\|_{2}^{2}}\right) .
\end{aligned}
$$

Once again, by Assumption A. 3 ,

$$
\text { (1) } \leq q^{\prime}\left(g\left(z_{t}\right)\right)\left\|\nabla_{t}\right\|_{2} \leq q^{\prime}\left(g\left(z_{t}\right)\right) \cdot L_{R} \cdot\left\|z_{t}\right\|_{2} \leq L \cdot q^{\prime}\left(g\left(z_{t}\right)\right) g\left(z_{t}\right)+2 L \varepsilon
$$

where the last inequality uses Lemma 84.4. We can also verify that

$$
\text { (2) } \leq L\left\|y_{t}-y_{0}\right\|_{2} \text {. }
$$

Using the expression for $\nabla^{2} f\left(z_{t}\right)$,

$$
\text { (4) }=2 c_{m}^{2} \operatorname{tr}\left(\nabla^{2} f\left(z_{t}\right) \gamma_{t} \gamma_{t}^{T}\right)=2 c_{m}^{2} \cdot q^{\prime \prime}\left(g\left(z_{t}\right)\right) \text {. }
$$

Finally,

$$
\text { (5) } \begin{aligned}
& =\frac{1}{2} \operatorname{tr}\left(\nabla^{2} f\left(z_{t}\right)\left(N_{t}+N\left(y_{t}\right)-N\left(y_{0}\right)\right)^{2}\right) \\
& =\frac{1}{2} \operatorname{tr}\left(\left(q^{\prime \prime}\left(g\left(z_{t}\right)\right) \frac{z_{t} z_{t}^{T}}{\left\|z_{t}\right\|_{2}^{2}}+q^{\prime}\left(g\left(z_{t}\right)\right) \frac{1}{\left\|z_{t}\right\|_{2}}\left(I-\frac{z_{t} z_{t}^{T}}{\left\|z_{t}\right\|_{2}^{2}}\right)\right)\left(N_{t}+N\left(y_{t}\right)-N\left(y_{0}\right)\right)^{2}\right) \\
& \leq \frac{1}{2} \operatorname{tr}\left(\left(q^{\prime}\left(g\left(z_{t}\right)\right) \frac{1}{\left\|z_{t}\right\|_{2}}\left(I-\frac{z_{t} z_{t}^{T}}{\left\|z_{t}\right\|_{2}^{2}}\right)\right)\left(N_{t}+N\left(y_{t}\right)-N\left(y_{0}\right)\right)^{2}\right) \\
& \leq \frac{q^{\prime}\left(g\left(z_{t}\right)\right)}{\left\|z_{t}\right\|_{2}} \cdot\left(\operatorname{tr}\left(N_{t}^{2}\right)+\operatorname{tr}\left(\left(N\left(y_{t}\right)-N\left(y_{0}\right)\right)^{2}\right)\right) \\
& \leq q^{\prime}\left(g\left(z_{t}\right)\right) \cdot L_{N}^{2}\left\|z_{t}\right\|_{2}+\frac{L_{N}^{2}\left\|y_{t}-y_{0}\right\|_{2}^{2}}{2 \varepsilon} \\
& \leq q^{\prime}\left(g\left(z_{t}\right)\right) \cdot L_{N}^{2} g\left(z_{t}\right)+\frac{L_{N}^{2}\left\|y_{t}-y_{0}\right\|_{2}^{2}}{2 \varepsilon}+2 L_{N}^{2} \varepsilon .
\end{aligned}
$$

The above uses multiples times the fact that $0 \leq q^{\prime} \leq 1$ and $q^{\prime \prime} \leq 0$ (proven in items 3 and 4 of Lemma 85). The second inequality is by Young's inequality, the third inequality is by item 2 of Lemma 80, the fourth inequality uses item 4 of Lemma 84 .

Summing these,

$$
\begin{aligned}
(1)+(2)+(4)+(5) & \leq\left(L_{R}+L_{N}^{2}\right) q^{\prime}\left(g\left(z_{t}\right)\right) g\left(z_{t}\right)+2 c_{m}^{2} q^{\prime \prime}\left(g\left(z_{t}\right)\right)+\frac{L_{N}^{2}\left\|y_{t}-y_{0}\right\|_{2}^{2}}{2 \varepsilon}+2\left(L+L_{N}^{2}\right) \varepsilon \\
& \leq-\frac{2 c_{m}^{2} \exp \left(-\frac{\left.7{\alpha_{q} \mathcal{R}_{q}{ }^{2}}_{3}\right)}{32 \mathcal{R}_{q}{ }^{2}} q\left(g\left(z_{t}\right)\right)+\frac{L_{N}^{2}\left\|y_{t}-y_{0}\right\|_{2}^{2}}{2 \varepsilon}+2\left(L+L_{N}^{2}\right) \varepsilon\right.}{} \\
& \leq-\lambda q\left(g\left(z_{t}\right)\right)+\frac{L_{N}^{2}\left\|y_{t}-y_{0}\right\|_{2}^{2}}{2 \varepsilon}+2\left(L+L_{N}^{2}\right) \varepsilon \\
& =-\lambda f\left(z_{t}\right)+\frac{L_{N}^{2}\left\|y_{t}-y_{0}\right\|_{2}^{2}}{2 \varepsilon}+2\left(L+L_{N}^{2}\right) \varepsilon+L\left\|y_{t}-y_{0}\right\|_{2}
\end{aligned}
$$

where the last inequality follows from Lemma 85 1. and the definition of $\lambda$ in (5.7).
Case 3: $\left\|z_{t}\right\|_{2} \geq \mathcal{R}_{q}$
In this case, $\gamma_{t}=0$. Similar to case 2 ,

$$
\nabla f\left(z_{t}\right)=q^{\prime}\left(g\left(z_{t}\right)\right) \frac{z_{t}}{\left\|z_{t}\right\|_{2}}
$$

Thus by Assumption A. 3 ,

$$
\begin{aligned}
(1) & =\left\langle q^{\prime}\left(g\left(z_{t}\right)\right) \frac{z_{t}}{\left\|z_{t}\right\|_{2}},-\nabla_{t}\right\rangle \\
& \leq-m q^{\prime}\left(g\left(z_{t}\right)\right)\left\|z_{t}\right\|_{2}
\end{aligned}
$$

where the inequality is by Assumption A. 3 .
For identical reasons as in Case 1, (2) $\leq L_{R}\left\|y_{t}-y_{0}\right\|_{2}$, and (4) $=0$. Finally,

$$
\text { (5) } \begin{aligned}
& =\frac{1}{2} \operatorname{tr}\left(\nabla^{2} f\left(z_{t}\right)\left(N_{t}+N\left(y_{t}\right)-N\left(y_{0}\right)\right)^{2}\right) \\
& =\frac{1}{2} \operatorname{tr}\left(\left(q^{\prime \prime}\left(g\left(z_{t}\right)\right) \frac{z_{t} z_{t}^{T}}{\left\|z_{t}\right\|_{2}^{2}}+q^{\prime}\left(g\left(z_{t}\right)\right) \frac{1}{\left\|z_{t}\right\|_{2}}\left(I-\frac{z_{t} z_{t}^{T}}{\left\|z_{t}\right\|_{2}^{2}}\right)\right)\left(N_{t}+N\left(y_{t}\right)-N\left(y_{0}\right)\right)^{2}\right) \\
& \leq \frac{1}{2} \operatorname{tr}\left(\left(q^{\prime}\left(g\left(z_{t}\right)\right) \frac{1}{\left\|z_{t}\right\|_{2}}\left(I-\frac{z_{t} z_{t}^{T}}{\left\|z_{t}\right\|_{2}^{2}}\right)\right)\left(N_{t}+N\left(y_{t}\right)-N\left(y_{0}\right)\right)^{2}\right) \\
& \leq \frac{q^{\prime}\left(g\left(z_{t}\right)\right)}{\left\|z_{t}\right\|_{2}} \cdot\left(\operatorname{tr}\left(N_{t}^{2}\right)+\operatorname{tr}\left(\left(N\left(y_{t}\right)-N\left(y_{0}\right)\right)^{2}\right)\right),
\end{aligned}
$$

where the first inequality is because $q^{\prime \prime} \leq 0$ from item 4 of Lemma 85, the second inequality is by Young's inequality. (These steps are identical to Case 2). Continuing from above, and using item 2 and 3 of Lemma 80 ,

$$
\text { (5) } \begin{aligned}
& \leq q^{\prime}\left(g\left(z_{t}\right)\right) \cdot\left(\frac{8 \beta^{2} L_{N}}{c_{m}}+\frac{L_{N}^{2}\left\|y_{t}-y_{0}\right\|_{2}^{2}}{\varepsilon}\right) \\
& \leq q^{\prime}\left(g\left(z_{t}\right)\right) \cdot\left(\frac{m}{2}\left\|z_{t}\right\|_{2}\right)+q^{\prime}\left(g\left(z_{t}\right)\right) \cdot\left(\frac{L_{N}^{2}\left\|y_{t}-y_{0}\right\|_{2}^{2}}{\varepsilon}\right),
\end{aligned}
$$

where the second inequality is by our definition of $\mathcal{R}_{q}$ in the lemma statement, which ensures that $\frac{8 \beta^{2} L_{N}}{c_{m}} \leq \frac{m}{2} \mathcal{R}_{q} \leq \frac{m}{2}\left\|z_{t}\right\|_{2}$.

Thus

$$
\begin{aligned}
& (1)+(2)+(4)+\text { (5) } \\
\leq & -m q^{\prime}\left(g\left(z_{t}\right)\right)\left\|z_{t}\right\|_{2}+L_{R}\left\|y_{t}-y_{0}\right\|_{2}+\frac{m}{2} q^{\prime}\left(g\left(z_{t}\right)\right)\left\|z_{t}\right\|_{2}+q^{\prime}\left(g\left(z_{t}\right)\right) \cdot\left(\frac{L_{N}^{2}\left\|y_{t}-y_{0}\right\|_{2}^{2}}{\varepsilon}\right) \\
\leq & -\frac{m}{2} q^{\prime}\left(g\left(z_{t}\right)\right)\left\|z_{t}\right\|_{2}+\frac{L_{N}^{2}}{\varepsilon}\left\|y_{t}-y_{0}\right\|_{2}^{2}+L\left\|y_{t}-y_{0}\right\|_{2} \\
\leq & -\lambda f\left(z_{t}\right)+\frac{L_{N}^{2}}{\varepsilon}\left\|y_{t}-y_{0}\right\|_{2}^{2}+L\left\|y_{t}-y_{0}\right\|_{2},
\end{aligned}
$$

where the second inequality uses $q^{\prime} \leq 1$ from item 3 of Lemma 85, the third inequality uses our definition of $\lambda$ in (5.7).

Combining the three cases, D.6) can be upper bounded with probability 1:

$$
\begin{aligned}
d f\left(z_{t}\right) \leq-\lambda & f\left(z_{t}\right)+\frac{L_{N}^{2}}{\varepsilon}\left\|y_{t}-y_{0}\right\|_{2}^{2}+L\left\|y_{t}-y_{0}\right\|_{2} \\
& +\left\langle\nabla f\left(z_{t}\right), 2 c_{m} \gamma_{t} \gamma_{t}^{T} d V_{t}+\left(N_{t}+N\left(y_{t}\right)-N\left(y_{0}\right)\right) d W_{t}\right\rangle
\end{aligned}
$$

To simplify notation, let us define $G_{t} \in \mathbb{R}^{1 \times 2 d}$ as
$G_{t}:=\left[\nabla f\left(z_{t}\right)^{T} 2 c_{m} \gamma_{t} \gamma_{t}^{T}, \nabla f\left(z_{t}\right)^{T}\left(N_{t}+N\left(y_{t}\right)-N\left(y_{0}\right)\right)\right]$, and let $A_{t}$ be a $2 d$-dimensional Brownian motion from concatenating $A_{t}=\left[\begin{array}{c}V_{t} \\ W_{t}\end{array}\right]$. Thus

$$
d f\left(z_{t}\right) \leq-\lambda f\left(z_{t}\right) d t+\left(\frac{L_{N}^{2}}{\varepsilon}\left\|y_{t}-y_{0}\right\|_{2}^{2}+L\left\|y_{t}-y_{0}\right\|_{2}\right)+G_{t} d A_{t}
$$

We will study the Lyapunov function

$$
\mathcal{L}_{t}:=f\left(z_{t}\right)-\int_{0}^{t} e^{-\lambda(t-s)}\left(\frac{L_{N}^{2}}{\varepsilon}\left\|y_{s}-y_{0}\right\|_{2}^{2}+L\left\|y_{s}-y_{0}\right\|_{2}\right) d s-\int_{0}^{t} e^{-\lambda(t-s)} G_{s} d A_{s}
$$

By taking derivatives, we see that

$$
\begin{aligned}
d \mathcal{L}_{t} \leq-\lambda & f\left(z_{t}\right) d t+\left(\frac{L_{N}^{2}}{\varepsilon}\left\|y_{t}-y_{0}\right\|_{2}^{2}+L\left\|y_{t}-y_{0}\right\|_{2}\right) d t+G_{t} d A_{t} \\
& +\lambda\left(\int_{0}^{t} e^{-\lambda(t-s)}\left(\frac{L_{N}^{2}}{\varepsilon}\left\|y_{s}-y_{0}\right\|_{2}^{2}+L\left\|y_{s}-y_{0}\right\|_{2}\right) d s\right) d t \\
& -\left(\frac{L_{N}^{2}}{\varepsilon}\left\|y_{t}-y_{0}\right\|_{2}^{2}+L\left\|y_{t}-y_{0}\right\|_{2}\right) d t \\
& +\lambda\left(\int_{0}^{t} e^{-\lambda(t-s)} G_{s} d A_{s}\right) d t-G_{t} d A_{t} \\
= & -\lambda \mathcal{L}_{t} d t
\end{aligned}
$$

We can then apply Gronwall's Lemma to $\mathcal{L}_{t}$, so that

$$
\mathcal{L}_{T} \leq e^{-\lambda T} \mathcal{L}_{0}
$$

which is equivalent to

$$
f\left(z_{T}\right)-\int_{0}^{T} e^{-\lambda(T-s)}\left(\frac{L_{N}^{2}}{\varepsilon}\left\|y_{s}-y_{0}\right\|_{2}^{2}+L\left\|y_{s}-y_{0}\right\|_{2}\right) d s-\int_{0}^{T} e^{-\lambda(t-s)} G_{s} d A_{s} \leq e^{-\lambda T} f\left(z_{0}\right)
$$

Observe that $G_{s}$ is measurable wrt the natural filtration generated by $A_{s}$, so that $\int_{0}^{T} e^{-\lambda(T-s)} G_{s} d A_{s}$ is a martingale. Thus taking expectations,

$$
\mathbb{E}\left[f\left(z_{T}\right)\right] \leq e^{-\lambda T} \mathbb{E}\left[f\left(z_{0}\right)\right]+\int_{0}^{T} \frac{L_{N}^{2}}{\varepsilon} \mathbb{E}\left[\left\|y_{s}-y_{0}\right\|_{2}^{2}\right]+L \mathbb{E}\left[\left\|y_{s}-y_{0}\right\|_{2}\right] d s
$$

By Lemma $75, \mathbb{E}\left[\left\|y_{t}-y_{0}\right\|_{2}^{2}\right] \leq t^{2} L^{2} \mathbb{E}\left[\left\|y_{0}\right\|_{2}^{2}\right]+t \beta^{2}$, so that

$$
\begin{aligned}
& \int_{0}^{T} \frac{L_{N}^{2}}{\varepsilon} \mathbb{E}\left[\left\|y_{s}-y_{0}\right\|_{2}^{2}\right] d s \leq \frac{T^{3} L_{N}^{2} L^{2}}{\varepsilon} \mathbb{E}\left[\left\|y_{0}\right\|_{2}^{2}\right]+\frac{T^{2} L_{N}^{2}}{\varepsilon} \beta^{2} \\
& L \mathbb{E}\left[\left\|y_{s}-y_{0}\right\|_{2}\right] \leq T^{2} L^{2} \sqrt{\mathbb{E}\left[\left\|y_{0}\right\|_{2}^{2}\right]}+T^{3 / 2} L \beta .
\end{aligned}
$$

Furthermore, using our assumption in the lemma statement that $T \leq \min \left\{\frac{\varepsilon^{2}}{\beta^{2}}, \frac{\varepsilon}{6 L \sqrt{R^{2}+\beta^{2} / m}}\right\}$ and $\mathbb{E}\left[\left\|y_{0}\right\|_{2}^{2}\right] \leq 8\left(R^{2}+\beta^{2} / m\right)$, we can verify that

$$
\begin{aligned}
& \int_{0}^{T} \frac{L_{N}^{2}}{\varepsilon} \mathbb{E}\left[\left\|y_{s}-y_{0}\right\|_{2}^{2}\right] d s \leq \frac{1}{4} T L_{N}^{2} \varepsilon+T L_{N}^{2} \varepsilon \\
& L \mathbb{E}\left[\left\|y_{s}-y_{0}\right\|_{2}\right] \leq \frac{1}{2} T L \varepsilon+T L \varepsilon .
\end{aligned}
$$

Combining the above gives

$$
\mathbb{E}\left[f\left(z_{T}\right)\right] \leq e^{-\lambda T} \mathbb{E}\left[f\left(z_{0}\right)\right]+3 T\left(L+L_{N}^{2}\right) \varepsilon
$$

Corollary 66 Let $f$ be as defined in Lemma 82 with parameter $\varepsilon$ satisfying $\varepsilon \leq \frac{\mathcal{R}_{q}}{\alpha_{q} \mathcal{R}_{q}{ }^{2}+1}$. Let $\delta \leq \min \left\{\frac{\varepsilon^{2}}{\beta^{2}}, \frac{\varepsilon}{8 L \sqrt{R^{2}+\beta^{2} / m}}\right\}$, and let $\bar{x}_{t}$ and $\bar{y}_{t}$ have dynamics as defined in (5.3) and (5.2) respectively, and suppose that the initial conditions satisfy $\mathbb{E}\left[\left\|\bar{x}_{0}\right\|_{2}^{2}\right] \leq R^{2}+\beta^{2} / m$ and $\mathbb{E}\left[\left\|\bar{y}_{0}\right\|_{2}^{2}\right] \leq R^{2}+\beta^{2} / m$. Then there exists a coupling between $\bar{x}_{t}$ and $\bar{y}_{t}$ such that

$$
\mathbb{E}\left[f\left(\bar{x}_{i \delta}-\bar{y}_{i \delta}\right)\right] \leq e^{-\lambda i \delta} \mathbb{E}\left[f\left(\bar{x}_{0}-\bar{y}_{0}\right)\right]+\frac{6}{\lambda}\left(L+L_{N}^{2}\right) \varepsilon .
$$

## Proof of Corollary 66

From Lemma 71 and 72 , our initial conditions imply that for all $t, \mathbb{E}\left[\left\|\bar{x}_{t}\right\|_{2}^{2}\right] \leq 6\left(R^{2}+\frac{\beta^{2}}{m}\right)$ and $\mathbb{E}\left[\left\|\bar{y}_{k \delta}\right\|_{2}^{2}\right] \leq 8\left(R^{2}+\frac{\beta^{2}}{m}\right)$.

Consider an arbitrary $k$, and for $t \in[k \delta,(k+1) \delta)$, define

$$
x_{t}:=\bar{x}_{k \delta+t} \quad \text { and } \quad y_{t}:=\bar{y}_{k \delta+t} .
$$

Under this definition, $x_{t}$ and $y_{t}$ have dynamics described in (D.1) and (D.2). Thus the coupling in (D.3), which describes a coupling between $x_{t}$ and $y_{t}$, equivalently describes a coupling between $\bar{x}_{t}$ and $\bar{y}_{t}$ over $t \in[k \delta,(k+1) \delta)$.

We now apply Lemma 65. Given our assumed bound on $\delta$ and our proven bounds on $\mathbb{E}\left[\left\|\bar{x}_{t}\right\|_{2}^{2}\right]$ and $\mathbb{E}\left[\left\|\bar{y}_{t}\right\|_{2}^{2}\right]$,

$$
\begin{aligned}
& \mathbb{E}\left[f\left(\bar{x}_{(k+1) \delta}-\bar{y}_{(k+1) \delta}\right)\right] \\
= & \mathbb{E}\left[f\left(x_{\delta}-y_{\delta}\right)\right] \\
\leq & e^{-\lambda \delta} \mathbb{E}\left[f\left(x_{0}-y_{0}\right)\right]+6 \delta\left(L+L_{N}^{2}\right) \varepsilon \\
= & e^{-\lambda \delta} \mathbb{E}\left[f\left(\bar{x}_{k \delta}-\bar{y}_{k \delta}\right)\right]+6 \delta\left(L+L_{N}^{2}\right) \varepsilon .
\end{aligned}
$$

Applying the above recursively gives, for any $i$

$$
\mathbb{E}\left[f\left(\bar{x}_{i \delta}-\bar{y}_{i \delta}\right)\right] \leq e^{-\lambda i \delta} \mathbb{E}\left[f\left(\bar{x}_{0}-\bar{y}_{0}\right)\right]+\frac{6}{\lambda}\left(L+L_{N}^{2}\right) \varepsilon .
$$

## D.1.4 Proof of Theorem 10

For ease of reference, we re-state Theorem 10 below as Theorem 13 below. We make a minor notational change: using the letters $\bar{x}_{t}$ and $\bar{y}_{t}$ in Theorem 13, instead of the letters $x_{t}$ and $y_{t}$ in Theorem 10. This is to avoid some notation conflicts in the proof.

Theorem 13 (Equivalent to Theorem 10) Let $\bar{x}_{t}$ and $\bar{y}_{t}$ have dynamics as defined in (5.3) and (5.2) respectively, and suppose that the initial conditions satisfy $\mathbb{E}\left[\left\|\bar{x}_{0}\right\|_{2}^{2}\right] \leq$ $R^{2}+\beta^{2} / m$ and $\mathbb{E}\left[\left\|\bar{y}_{0}\right\|_{2}^{2}\right] \leq R^{2}+\beta^{2} / m$. Let $\hat{\varepsilon}$ be a target accuracy satisfying $\hat{\varepsilon} \leq\left(\frac{16\left(L+L_{N}^{2}\right)}{\lambda}\right)$. $\exp \left(7 \alpha_{q} \mathcal{R}_{q} / 3\right) \cdot \frac{\mathcal{R}_{q}}{\alpha_{q} \mathcal{R}_{q}{ }^{2}+1}$. Let $\delta$ be a step size satisfying

$$
\delta \leq \min \left\{\begin{array}{l}
\frac{\lambda^{2} \hat{\varepsilon}^{2}}{512 \beta^{2}\left(L^{2}+L_{N}^{4}\right) \exp \left(\frac{14 \alpha_{q} \mathcal{R}_{q}{ }^{2}}{3}\right)} \\
\frac{2 \lambda \hat{\varepsilon}}{\left(L^{2}+L_{N}^{4}\right) \exp \left(\frac{7 \alpha_{q} \mathcal{R}_{q}{ }^{2}}{3}\right) \sqrt{R^{2}+\beta^{2} / m}}
\end{array}\right.
$$

If we assume that $\bar{x}_{0}=\bar{y}_{0}$, then there exists a coupling between $\bar{x}_{t}$ and $\bar{y}_{t}$ such that for any $k$,

$$
\mathbb{E}\left[\left\|\bar{x}_{k \delta}-\bar{y}_{k \delta}\right\|_{2}\right] \leq \hat{\varepsilon} .
$$

Alternatively, if we assume $k \geq \frac{3 \alpha_{q} \mathcal{R}_{q}{ }^{2}}{\delta} \log \frac{R^{2}+\beta^{2} / m}{\hat{\varepsilon}}$, then

$$
W_{1}\left(p^{*}, p_{k \delta}^{y}\right) \leq 2 \hat{\varepsilon},
$$

where $p_{t}^{y}:=\operatorname{Law}\left(\bar{y}_{t}\right)$.

## Proof of Theorem 13

Let $\varepsilon:=\frac{\lambda}{16\left(L+L_{N}^{2}\right)} \exp \left(-\frac{7 \alpha_{q} \mathcal{R}_{q}{ }^{2}}{3}\right) \hat{\varepsilon}$. Let $f$ be defined as in Lemma 82 with the parameter

$$
\begin{align*}
& \mathbb{E}\left[\left\|\bar{x}_{i \delta}-\bar{y}_{i \delta}\right\|_{2}\right] \\
\leq & 2 \exp \left(\frac{7 \alpha_{q} \mathcal{R}_{q}{ }^{2}}{3}\right) \mathbb{E}\left[f\left(\bar{x}_{i \delta}-\bar{y}_{i \delta}\right)\right]+2 \exp \left(\frac{7 \alpha_{q} \mathcal{R}_{q}{ }^{2}}{3}\right) \varepsilon \\
\leq & 2 \exp \left(\frac{7 \alpha_{q} \mathcal{R}_{q}{ }^{2}}{3}\right)\left(e^{-\lambda i \delta} \mathbb{E}\left[f\left(\bar{x}_{0}-\bar{y}_{0}\right)\right]+\frac{6}{\lambda}\left(L+L_{N}^{2}\right) \varepsilon\right)+2 \exp \left(\frac{7 \alpha_{q} \mathcal{R}_{q}{ }^{2}}{3}\right) \varepsilon \\
\leq & 2 \exp \left(\frac{7 \alpha_{q} \mathcal{R}_{q}{ }^{2}}{3}\right) e^{-\lambda i \delta} \mathbb{E}\left[f\left(\bar{x}_{0}-\bar{y}_{0}\right)\right]+\frac{16\left(L+L_{N}^{2}\right)}{\lambda} \exp \left(\frac{7 \alpha_{q} \mathcal{R}_{q}{ }^{2}}{3}\right) \cdot \varepsilon  \tag{D.7}\\
= & 2 \exp \left(\frac{7 \alpha_{q} \mathcal{R}_{q}{ }^{2}}{3}\right) e^{-\lambda i \delta} \mathbb{E}\left[f\left(\bar{x}_{0}-\bar{y}_{0}\right)\right]+\hat{\varepsilon}
\end{align*}
$$

where the first inequality is by item 4 of Lemma 82, the second inequality is by Corollary 66 (notice that $\delta$ satisfies the requirement on $T$ in Theorem 10, for the given $\varepsilon$ ). The third inequality uses the fact that $1 \leq L / m \leq \frac{\left(L+L_{N}^{2}\right)}{\lambda}$.

The first claim follows from substituting $\bar{x}_{0}=\bar{y}_{0}$ into (D.7), so that the first term is 0 , and using the definition of $\varepsilon$, so that the second term is 0 .

For the second claim, let $\bar{x}_{0} \sim p^{*}$, the invariant distribution of (5.3). From Lemma 71, we know that $\bar{x}_{0}$ satisfies the required initial conditions in this Lemma. Continuing from (D.7),

$$
\begin{aligned}
& \mathbb{E}\left[\left\|\bar{x}_{i \delta}-\bar{y}_{i \delta}\right\|_{2}\right] \\
\leq & 2 \exp \left(\frac{7 \alpha_{q} \mathcal{R}_{q}{ }^{2}}{3}\right)\left(2 e^{-\lambda i \delta} \mathbb{E}\left[\left\|\bar{x}_{0}\right\|_{2}^{2}+\left\|\bar{y}_{0}\right\|_{2}^{2}\right]+\frac{6}{\lambda}\left(L+L_{N}^{2}\right) \varepsilon\right)+\varepsilon \\
\leq & 2 \exp \left(\frac{7 \alpha_{q} \mathcal{R}_{q}{ }^{2}}{3}\right)\left(2 e^{-\lambda i \delta}\left(R^{2}+\beta^{2} / m\right)\right)+\frac{16}{\lambda} \exp \left(2 \frac{7 \alpha_{q} \mathcal{R}_{q}{ }^{2}}{3}\right)\left(L+L_{N}^{2}\right) \varepsilon \\
= & 4 \exp \left(\frac{7 \alpha_{q} \mathcal{R}_{q}{ }^{2}}{3}\right)\left(e^{-\lambda i \delta}\left(R^{2}+\beta^{2} / m\right)\right)+\hat{\varepsilon}
\end{aligned}
$$

By our assumption that $i \geq \frac{1}{\delta} \cdot 3 \alpha_{q} \mathcal{R}_{q}{ }^{2} \log \frac{R^{2}+\beta^{2} / m}{\hat{\varepsilon}}$, the first term is also bounded by $\hat{\varepsilon}$, and this proves our second claim.

## D.1.5 Simulating the SDE

One can verify that the SDE in (5.2) can be simulated (at discrete time intervals) as follows:

$$
y_{(k+1) \delta}=y_{k \delta}-\delta \nabla U\left(y_{k \delta}\right)+\sqrt{\delta} M\left(y_{k \delta}\right) \theta_{k}
$$

where $\theta_{k} \sim \mathcal{N}(0, I)$. This however requires access to $M\left(y_{k, \delta}\right)$, which may be difficult to compute.

If for any $y$, one is able to draw samples from some distribution $p_{y}$ such that

1. $\mathbb{E}_{\xi \sim p_{y}}[\xi]=0$
2. $\mathbb{E}_{\xi \sim p_{y}}\left[\xi \xi^{T}\right]=M(y)$
3. $\|\xi\|_{2} \leq \beta$ almost surely, for some $\beta$,
then one might sample a noise that is $\delta$ close to $M\left(y_{k \delta}\right) \theta_{k}$ through Theorem 15 .
Specifically, if one draws $n$ samples $\xi_{1} \ldots \xi_{n} \stackrel{i i d}{\sim} p_{y}$, and let $S_{n}:=\frac{1}{\sqrt{n}} \sum_{i=1}^{n} \xi_{i}$, Theorem 15 guarantees that $W_{2}\left(S_{n}, M(y) \theta\right) \leq(6 \sqrt{d} \beta \sqrt{\log n}) / \sqrt{n}$. We remark that the proof of Theorem 10 can be modified to accommodate for this sampling error. The number of samples needed to achieve $\varepsilon$ accuracy will be on the order of $n \approx O(\delta \varepsilon)^{-2}=O\left(\varepsilon^{-6}\right)$.

## D. 2 Proofs for Convergence under Non-Gaussian Noise (Theorem 11)

## D.2.1 Proof Overview

The main proof of Theorem 11 is contained in Appendix D.2.4.
Here, we outline the steps of our proof:

1. In Appendix D.2.2, we construct a coupling between (5.3) and (5.1) over an epoch which consists of an interval $[k \delta,(k+n) \delta$ ) for some $k$. The coupling in (D.2.2) consists of four processes $\left(x_{t}, y_{t}, v_{t}, w_{t}\right)$, where $y_{t}$ and $v_{t}$ are auxiliary processes used in defining the coupling. Notably, the process $\left(x_{t}, y_{t}\right)$ has the same distribution over the epoch as (D.3).
2. In Appendix D.2.3, we prove Lemma 67 and Lemma 68 , which, combined with Lemma 65 from Appendix D.1.3, show that under the coupling constructed in Step 1, a Lyapunov function $f\left(x_{T}-w_{T}\right)$ contracts exponentially with rate $\lambda$, plus a discretization error term. In Corollary 69, we apply the results of Lemma 65, Lemma 67 and Lemma 68 recursively over multiple steps to give a bound on $f\left(x_{k \delta}-w_{k \delta}\right)$ for all $k$, and for sufficiently small $\delta$.
3. Finally, in Appendix D.2.4, we prove Theorem 11 by applying the results of Corollary 69, together with the fact that $f(z)$ upper bounds $\|z\|_{2}$ up to a constant.

## D.2.2 Constructing a Coupling

In this sectopn, we construct a coupling between (5.1) and (5.3), given arbitrary initialization $\left(x_{0}, w_{0}\right)$. We will consider a finite time $T=n \delta$, which we will refer to as an epoch.

1. Let $V_{t}$ and $W_{t}$ be two independent Brownian motion.
2. Using $V_{t}$ and $W_{t}$, define

$$
\begin{equation*}
x_{t}=x_{0}+\int_{0}^{t}-\nabla U\left(x_{s}\right) d s+\int_{0}^{t} c_{m} d V_{s}+\int_{0}^{t} N\left(w_{0}\right) d W_{s} \tag{D.8}
\end{equation*}
$$

3. Using the same $V_{t}$ and $W_{t}$ in D.8), we will define $y_{t}$ as

$$
\begin{equation*}
y_{t}=w_{0}+\int_{0}^{t}-\nabla U\left(w_{0}\right) d s+\int_{0}^{t} c_{m}\left(I-2 \gamma_{s} \gamma_{s}^{t}\right) d V_{s}+\int_{0}^{T} N\left(x_{s}\right) d W_{s} \tag{D.9}
\end{equation*}
$$

where $\gamma_{t}:=\frac{x_{t}-y_{t}}{\left\|x_{t}-y_{t}\right\|_{2}} \cdot \mathbb{1}\left\{\left\|x_{t}-y_{t}\right\|_{2} \in\left[2 \varepsilon, \mathcal{R}_{q}\right)\right\}$. The coupling $\left(x_{t}, y_{t}\right)$ defined in D.8) and (D.9) is identical to the coupling in (D.3) (with $y_{0}=w_{0}$ ).
4. We now define a process $v_{k \delta}$ for $k=0 \ldots n$ :

$$
\begin{equation*}
v_{k \delta}=w_{0}+\sum_{i=0}^{k-1}-\delta \nabla U\left(w_{0}\right)+\sqrt{\delta} \sum_{i=0}^{k-1} \xi\left(w_{0}, \eta_{i}\right) \tag{D.10}
\end{equation*}
$$

where marginally, the variables $\left(\eta_{0} \ldots \eta_{n-1}\right)$ are drawn i.i.d from the same distribution as in (5.1).
Notice that $y_{T}-w_{0}-T \nabla U\left(w_{0}\right)=\int_{0}^{T} c_{m} d B_{t}+\int_{0}^{T} N\left(w_{0}\right) d W_{t}$, so that $\operatorname{Law}\left(y_{T}-w_{0}-\right.$ $\left.T \nabla U\left(w_{0}\right)\right)=\mathcal{N}\left(0, T M\left(w_{0}\right)^{2}\right)$. Notice also that $v_{T}-w_{0}-T \nabla U\left(w_{0}\right)=\sqrt{\delta} \sum_{i=0}^{n-1} \xi\left(w_{0}, \eta_{i}\right)$. By Corollary 88, $W_{2}\left(y_{T}-w_{0}-T \nabla U\left(w_{0}\right), v_{T}-w_{0}-T \nabla U\left(w_{0}\right)\right)=6 \sqrt{d \delta} \beta \sqrt{\log n}$. Let the joint distribution between (D.10) and (D.9) be the one induced by the optimal coupling between $y_{T}-w_{0}-T \nabla U\left(w_{0}\right)$ and $v_{T}-w_{0}-T \nabla U\left(w_{0}\right)$, so that

$$
\begin{align*}
& \sqrt{\mathbb{E}\left[\left\|y_{T}-v_{T}\right\|_{2}^{2}\right]} \\
= & \sqrt{\mathbb{E}\left[\left\|y_{T}-T \nabla U\left(w_{0}\right)-v_{T}+T \nabla U\left(w_{0}\right)\right\|_{2}^{2}\right]} \\
= & W_{2}\left(y_{T}-w_{0}-T \nabla U\left(w_{0}\right), v_{T}-w_{0}-T \nabla U\left(w_{0}\right)\right) \\
\leq & 6 \sqrt{d \delta} \beta \sqrt{\log n}, \tag{D.11}
\end{align*}
$$

where the last inequality is by Corollary 88 .
5. Given the sequence $\left(\eta_{0} \ldots \eta_{n-1}\right)$ from (D.10), we can define

$$
\begin{equation*}
w_{k \delta}=w_{0}+\sum_{i=0}^{k-1}-\delta \nabla U\left(w_{i \delta}\right)+\sqrt{\delta} \sum_{i=0}^{k-1} \xi\left(w_{i \delta}, \eta_{i}\right), \tag{D.12}
\end{equation*}
$$

specifically, $\left(w_{0} \ldots w_{n \delta}\right)$ in (D.12) and $\left(v_{0} \ldots v_{n \delta}\right)$ in (D.10) are coupled through the shared ( $\eta_{0} \ldots \eta_{n-1}$ ) variables.

For convenience, we will let $v_{t}:=v_{i \delta}$ and $w_{t}:=w_{i \delta}$, where $i$ is the unique integer satisfying $t \in[i \delta,(i+1) \delta)$.

We can verify that, marginally, the process $x_{t}$ in (D.8) has the same distribution as (5.3), using the proof as Lemma 70. It is also straightforward to verify that $w_{k \delta}$, as defined in (D.12), has the same marginal distribution as (5.1), due to the definition of $\eta_{i}$ in (D.10).

## D.2.3 One Epoch Contraction

In Lemma 67, we prove a discretization error bound between $f\left(x_{T}-y_{T}\right)$ and $f\left(x_{T}-v_{T}\right)$, for the coupling defined in (D.8), (D.9) and (D.10).

In Lemma 68, we prove a discretization error bound between $f\left(x_{T}-v_{T}\right)$ and $f\left(x_{T}-w_{T}\right)$, for the coupling defined in (D.8), (D.10) and (D.12).

Lemma 67 Let $f$ be as defined in Lemma 82 with parameter $\varepsilon$ satisfying $\varepsilon \leq \frac{\mathcal{R}_{q}}{\alpha_{q} \mathcal{R}_{q}{ }^{2}+1}$. Let $x_{t}, y_{t}$ and $v_{t}$ be as defined in (D.8), (D.9), (D.10). Let $n$ be any integer and $\delta$ be any step size, and let $T:=n \delta$.

If $\mathbb{E}\left[\left\|x_{0}\right\|_{2}^{2}\right] \leq 8\left(R^{2}+\beta^{2} / m\right), \mathbb{E}\left[\left\|y_{0}\right\|_{2}^{2}\right] \leq 8\left(R^{2}+\beta^{2} / m\right)$ and $T \leq \min \left\{\frac{1}{16 L}, \frac{\beta^{2}}{8 L^{2}\left(R^{2}+\beta^{2} / m\right)}\right\}$ and

$$
\delta \leq \min \left\{\frac{T \varepsilon^{2} L}{36 d \beta^{2} \log \left(\frac{36 d \beta^{2}}{\varepsilon^{2} L}\right)}, \frac{T \varepsilon^{4} L^{2}}{2^{14} d \beta^{4} \log \left(\frac{2^{4} d \beta^{4}}{\varepsilon^{4} L^{2}}\right)}\right\}
$$

Then

$$
\mathbb{E}\left[f\left(x_{T}-v_{T}\right)\right]-\mathbb{E}\left[f\left(x_{T}-y_{T}\right)\right] \leq 4 T L \varepsilon
$$

## Proof

By Taylor's Theorem,

$$
\left.\begin{array}{rl} 
& \mathbb{E}\left[f\left(x_{T}-v_{T}\right)\right] \\
=\mathbb{E}\left[f\left(x_{T}-y_{T}\right)+\left\langle\nabla f\left(x_{T}-y_{T}\right), y_{T}-v_{T}\right\rangle\right] \\
& +\mathbb{E}\left[\int_{0}^{1} \int_{0}^{s}\left\langle\nabla^{2} f\left(x_{T}-y_{T}+s\left(y_{T}-v_{T}\right)\right),\left(y_{T}-v_{T}\right)\left(y_{T}-v_{T}\right)^{T}\right\rangle d s d t\right] \\
= & {\left[\begin{array}{c}
1 \\
\end{array}\right.} \\
\quad+\mathbb{E}\left(x_{T}-y_{T}\right)+\underbrace{\left\langle\nabla f\left(x_{0}-y_{0}\right), y_{T}-v_{T}\right\rangle}_{(2}+\underbrace{\left\langle\nabla f\left(x_{T}-y_{T}\right)-\nabla f\left(x_{0}-y_{0}\right), y_{T}-v_{T}\right\rangle}_{(3}] \\
& {[\underbrace{1}_{0} \int_{0}^{s}\left\langle\nabla^{2} f\left(x_{T}-y_{T}+s\left(y_{T}-v_{T}\right)\right),\left(y_{T}-v_{T}\right)\left(y_{T}-v_{T}\right)^{T}\right\rangle d s d t}
\end{array}\right] .
$$

We will bound each of the terms above separately.

$$
\begin{aligned}
& \mathbb{E}[(1)] \\
= & \mathbb{E}\left[\left\langle\nabla f\left(x_{0}-y_{0}\right), y_{T}-v_{T}\right\rangle\right] \\
= & \mathbb{E}\left[\left\langle\nabla f\left(x_{0}-y_{0}\right), n \delta \nabla U\left(y_{0}\right)-n \delta \nabla U\left(v_{0}\right)\right\rangle\right] \\
& \quad+\mathbb{E}\left[\left\langle\nabla f\left(x_{0}-y_{0}\right), \int_{0}^{T}-\nabla U\left(w_{0}\right) d t+\int_{0}^{T} c_{m} d V_{t}+\int_{0}^{T} N\left(w_{0}\right) d W_{t}+\sum_{i=0}^{n-1} \sqrt{\delta} \xi\left(v_{0}, \eta_{i}\right)\right\rangle\right] \\
= & \mathbb{E}\left[\left\langle\nabla f\left(x_{0}-y_{0}\right), n \delta \nabla U\left(y_{0}\right)-n \delta \nabla U\left(v_{0}\right)\right\rangle\right] \\
= & 0,
\end{aligned}
$$

where the third equality is because $\int_{0}^{T} d B_{t}, \int_{0}^{T} d W_{t}$ and $\sum_{k=1}^{T} \xi\left(v_{0}, \eta_{i}\right)$ have zero mean conditioned on the information at time 0 , and the fourth equality is because $y_{0}=v_{0}$ by definition in (D.9) and (D.10).

$$
\begin{aligned}
& \mathbb{E}[(2)] \\
= & \mathbb{E}\left[\left\langle\nabla f\left(x_{T}-y_{T}\right)-\nabla f\left(x_{0}-y_{0}\right), y_{T}-v_{T}\right\rangle\right] \\
\leq & \sqrt{\mathbb{E}\left[\left\|\nabla f\left(x_{T}-y_{T}\right)-\nabla f\left(x_{0}-y_{0}\right)\right\|_{2}^{2}\right]} \sqrt{\mathbb{E}\left[\left\|y_{T}-v_{T}\right\|_{2}^{2}\right]} \\
\leq & \frac{2}{\varepsilon} \sqrt{2 \mathbb{E}\left[\left\|x_{T}-x_{0}\right\|_{2}^{2}+\left\|y_{T}-y_{0}\right\|_{2}^{2}\right]} \sqrt{\mathbb{E}\left[\left\|y_{T}-v_{T}\right\|_{2}^{2}\right]} \\
\leq & \frac{2}{\varepsilon} \sqrt{\left(32 T \beta^{2}+4 T \beta^{2}\right)} \cdot(6 \sqrt{d \delta} \beta \log n) \\
\leq & \frac{128}{\varepsilon} \sqrt{T} \beta^{2} \cdot(\sqrt{d \delta} \log n),
\end{aligned}
$$

where the second inequality is by $\left\|\nabla^{2} f\right\|_{2} \leq \frac{2}{\varepsilon}$ from item 2(c) of Lemma 82 and Young's inequality. The third inequality is by Lemma 74 and Lemma 75 and (D.11).

Finally, we can bound

$$
\begin{aligned}
& \mathbb{E}[3]] \\
\leq & \int_{0}^{1} \int_{0}^{s} \mathbb{E}\left[\left\|\nabla^{2} f\left(x_{T}-y_{T}+s\left(y_{T}-v_{T}\right)\right)\right\|_{2}\left\|y_{T}-v_{T}\right\|_{2}^{2}\right] d s d t \\
\leq & \frac{2}{\varepsilon} \mathbb{E}\left[\left\|y_{T}-v_{T}\right\|_{2}^{2}\right] \\
\leq & \frac{72 d \delta \beta^{2} \log ^{2} n}{\varepsilon}
\end{aligned}
$$

where the second inequality is by $\left\|\nabla^{2} f\right\|_{2} \leq \frac{2}{\varepsilon}$ from item $2(\mathrm{c})$ of Lemma 82 , the third inequality is by (D.11).

Summing these 3 terms,

$$
\begin{aligned}
& \mathbb{E}\left[f\left(x_{T}-v_{T}\right)-f\left(x_{T}-y_{T}\right)\right] \\
\leq & \frac{128}{\varepsilon} \sqrt{T} \beta^{2} \cdot(\sqrt{d \delta} \sqrt{\log n})+\frac{36 d \delta \beta^{2} \log n}{\varepsilon} \\
= & \frac{128}{\varepsilon} \sqrt{T} \beta^{2} \cdot\left(\sqrt{d \delta} \sqrt{\log \frac{T}{\delta}}\right)+\frac{36 d \delta \beta^{2} \log \frac{T}{\delta}}{\varepsilon} .
\end{aligned}
$$

Let us bound the first term. We apply Lemma 89 (with $x=\frac{T}{\delta}$ and $c=\frac{\varepsilon^{4}}{2^{14} d \beta^{4}}$ ), which shows that

$$
\frac{T}{\delta} \geq \frac{2^{14} d \beta^{4}}{\varepsilon^{4}} \log \left(\frac{2^{14} d \beta^{4}}{\varepsilon^{4} L^{2}}\right) \Rightarrow \frac{T}{\delta} \frac{1}{\log \frac{T}{\delta}} \geq \frac{2^{14} d \beta^{4}}{\varepsilon^{4} L^{2}} \quad \Leftrightarrow \quad \frac{128}{\varepsilon} \sqrt{T} \beta^{2} \cdot\left(\sqrt{d \delta} \log \frac{T}{\delta}\right) \leq T L \varepsilon
$$

For the second term, we can again apply Lemma $89\left(x=\frac{T}{\delta}\right.$ and $\left.c=\frac{\varepsilon^{2} L}{36 d \beta^{2}}\right)$, which shows that

$$
\frac{T}{\delta} \geq \frac{36 d \beta^{2}}{\varepsilon^{2} L} \log \left(\frac{36 d \beta^{2}}{\varepsilon^{2} L}\right) \Rightarrow \frac{T}{\delta} \frac{1}{\log \frac{T}{\delta}} \geq \frac{36 d \beta^{2}}{\varepsilon^{2} L} \Rightarrow \frac{36 d \delta \beta^{2} \log \frac{T}{\delta}}{\varepsilon} \leq T L \varepsilon
$$

The above imply that

$$
\mathbb{E}\left[f\left(x_{T}-v_{T}\right)-f\left(x_{T}-y_{T}\right)\right] \leq 2 T L \varepsilon .
$$

Lemma 68 Let $f$ be as defined in Lemma 82 with parameter $\varepsilon$ satisfying $\varepsilon \leq \frac{\mathcal{R}_{q}}{\alpha_{q} \mathcal{R}_{q}{ }^{2}+1}$. Let $x_{t}, v_{t}$ and $w_{t}$ be as defined in (D.8), D.10, (D.12). Let $n$ be an integer and $\delta$ be a step size, and let $T:=n \delta$.

If we assume that $\mathbb{E}\left[\left\|x_{0}\right\|_{2}^{2}\right], \mathbb{E}\left[\left\|v_{0}\right\|_{2}^{2}\right]$, and $\mathbb{E}\left[\left\|w_{0}\right\|_{2}^{2}\right]$ are each upper bounded by $8\left(R^{2}+\beta^{2} / m\right)$ and that $T \leq \min \left\{\frac{1}{16 L}, \frac{\varepsilon}{32 \sqrt{L} \beta}, \frac{\varepsilon^{2}}{128 \beta^{2}}, \frac{\varepsilon^{4} L_{N}^{2}}{2^{14} \beta^{2} c_{m}^{2}}\right\}$, then

$$
\mathbb{E}\left[f\left(x_{T}-w_{T}\right)\right]-\mathbb{E}\left[f\left(x_{T}-v_{T}\right)\right] \leq 4 T\left(L+L_{N}^{2}\right) \varepsilon
$$

Remark 15 For sufficiently small $\varepsilon$, our assumption on $T$ boils down to $T=o\left(\varepsilon^{4}\right)$.

## Proof

First, we can verify using Taylor's theorem that for any $x, y$,

$$
\begin{align*}
f(y) & =f(x)+\langle\nabla f(x), y-x\rangle+\int_{0}^{1} \int_{0}^{s}\left\langle\nabla^{2} f(x+s(y-x)),(y-x)(y-x)^{T}\right\rangle d s d t  \tag{D.13}\\
\nabla f(y) & =\nabla f(x)+\left\langle\nabla^{2} f(x), y-x\right\rangle+\int_{0}^{1} \int_{0}^{s}\left\langle\nabla^{3} f(x+s(y-x)),(y-x)(y-x)^{T}\right\rangle d s d t \tag{D.14}
\end{align*}
$$

Thus

$$
\begin{aligned}
& \mathbb{E}\left[f\left(x_{T}-w_{T}\right)\right] \\
= & \mathbb{E}\left[f\left(x_{T}-v_{T}\right)+\left\langle\nabla f\left(x_{T}-v_{T}\right), v_{T}-w_{T}\right\rangle\right] \\
& \quad+\mathbb{E}\left[\int_{0}^{1} \int_{0}^{s}\left\langle\nabla^{2} f\left(x_{T}-v_{T}+s\left(v_{T}-w_{T}\right)\right),\left(v_{T}-w_{T}\right)\left(v_{T}-w_{T}\right)^{T}\right\rangle d s d t\right] \\
= & \mathbb{E}[f\left(x_{T}-v_{T}\right)+\underbrace{\left\langle\nabla f\left(x_{0}-v_{0}\right), v_{T}-w_{T}\right\rangle}_{(1)}+\underbrace{\left\langle\nabla f\left(x_{T}-v_{T}\right)-\nabla f\left(x_{0}-v_{0}\right), v_{T}-w_{T}\right\rangle}_{(2)}] \\
& +\mathbb{E}[\underbrace{\int_{0}^{1} \int_{0}^{s}\left\langle\nabla^{2} f\left(x_{T}-v_{T}+s\left(v_{T}-w_{T}\right)\right),\left(v_{T}-w_{T}\right)\left(v_{T}-w_{T}\right)^{T}\right\rangle d s d t}_{(3)}]
\end{aligned}
$$

Recall from (D.10) and (D.12) that

$$
\begin{aligned}
& v_{n \delta}=w_{0}+\sum_{i=0}^{n-1} \delta \nabla U\left(w_{0}\right)+\sqrt{\delta} \sum_{i=0}^{n-1} \xi\left(w_{0}, \eta_{i}\right), \\
& w_{n \delta}=w_{0}+\sum_{i=0}^{n-1} \delta \nabla U\left(w_{i \delta}\right)+\sqrt{\delta} \sum_{i=0}^{n-1} \xi\left(w_{i \delta}, \eta_{i}\right)
\end{aligned}
$$

Note that conditioned on the randomness up to time $0, \mathbb{E}\left[\sum_{i=0}^{n-1} \xi\left(w_{0}, \eta_{i}\right)\right]=\mathbb{E}\left[\sum_{i=0}^{n-1} \xi\left(w_{i \delta}, \eta_{i}\right)\right]=$ 0 , so that

$$
\begin{aligned}
& \mathbb{E}[(1)] \\
= & \mathbb{E}\left[\left\langle\nabla f\left(x_{0}-v_{0}\right), v_{T}-w_{T}\right\rangle\right] \\
= & \delta \mathbb{E}\left[\left\langle\nabla f\left(x_{0}-v_{0}\right), \sum_{i=0}^{n-1} \nabla U\left(w_{0}\right)-\nabla U\left(w_{i \delta}\right)\right\rangle\right] \\
& +\sqrt{\delta} \mathbb{E}\left[\left\langle\nabla f\left(x_{0}-v_{0}\right), \sum_{i=0}^{n-1} \xi\left(w_{0}, \eta_{i}\right)-\sum_{i=0}^{n-1} \xi\left(w_{i \delta}, \eta_{i}\right)\right\rangle\right] \\
= & \delta \mathbb{E}\left[\left\langle\nabla f\left(x_{0}-v_{0}\right), \sum_{i=0}^{n-1} \nabla U\left(w_{0}\right)-\nabla U\left(w_{i \delta}\right)\right\rangle\right] \\
\leq & \delta \sum_{i=0}^{n-1} L \mathbb{E}\left[\left\|w_{0}-w_{i \delta}\right\|_{2}\right] \\
\leq & T L \sqrt{32 T \beta^{2}} \leq 8 T^{3 / 2} L \beta
\end{aligned}
$$

where the third equality is becayse $\xi\left(\cdot, \eta_{i}\right)$ has 0 mean conditioned on the randomness at time 0 , and the second inequality is by Lemma 77 .

Next,

$$
\begin{aligned}
& \mathbb{E}[(2)] \\
= & \mathbb{E}\left[\left\langle\nabla f\left(x_{T}-v_{T}\right)-\nabla f\left(x_{0}-v_{0}\right), v_{T}-w_{T}\right\rangle\right] \\
\leq & \mathbb{E}\left[\left\|\nabla f\left(x_{T}-v_{T}\right)-\nabla f\left(x_{0}-v_{0}\right)\right\|_{2}\left\|v_{T}-w_{T}\right\|\right] \\
\leq & \frac{4}{\varepsilon} \sqrt{\mathbb{E}\left[\left\|x_{T}-x_{0}\right\|_{2}^{2}+\left\|v_{T}-v_{0}\right\|_{2}^{2}\right]} \cdot \sqrt{\mathbb{E}\left[\left\|v_{T}-w_{T}\right\|_{2}^{2}\right]} \\
\leq & \frac{4}{\varepsilon} \sqrt{16 T \beta^{2}+2 T \beta^{2}} \cdot \sqrt{32\left(T^{2} L^{2}+T L_{\xi}^{2}\right) T \beta^{2}} \\
\leq & \frac{128}{\varepsilon} T \beta^{2}\left(\sqrt{T} L_{\xi}+T L\right),
\end{aligned}
$$

where the second inequality is because $\left\|\nabla^{2} f\right\|_{2} \leq \frac{2}{\varepsilon}$ from item 2(c) of Lemma 82 and by Young's inequality. The third inequality is by Lemma 74, Lemma 76 and Lemma 78 ,

Finally,

$$
\begin{aligned}
& \mathbb{E}[3)] \\
= & \mathbb{E}\left[\int_{0}^{1} \int_{0}^{s}\left\langle\nabla^{2} f\left(x_{T}-v_{T}+s\left(v_{T}-w_{T}\right)\right),\left(v_{T}-w_{T}\right)\left(v_{T}-w_{T}\right)^{T}\right\rangle d s d t\right] \\
\leq & \int_{0}^{1} \int_{0}^{s} \mathbb{E}\left[\left\|\nabla^{2} f\left(x_{T}-v_{T}+s\left(v_{T}-w_{T}\right)\right)\right\|_{2}\left\|v_{T}-w_{T}\right\|_{2}^{2}\right] d s \\
\leq & \frac{1}{\varepsilon} \mathbb{E}\left[\left\|v_{T}-w_{T}\right\|_{2}^{2}\right] \\
\leq & \frac{32}{\varepsilon}\left(T^{2} L^{2}+T L_{\xi}^{2}\right) T \beta^{2},
\end{aligned}
$$

where the second inequality is because $\left\|\nabla^{2} f\right\|_{2} \leq \frac{2}{\varepsilon}$ from item 2(c) of Lemma 82 and by Young's inequality. The third inequality is by Lemma 78.

Summing the above,

$$
\begin{aligned}
& \mathbb{E}\left[f\left(x_{T}-w_{T}\right)-f\left(x_{T}-v_{T}\right)\right] \\
\leq & 8 T^{3 / 2} L \beta+\frac{128}{\varepsilon} T \beta^{2}\left(\sqrt{T} L_{\xi}+T L\right)+\frac{32}{\varepsilon}\left(T^{2} L^{2}+T L_{\xi}^{2}\right) T \beta^{2} \\
\leq & T^{3 / 2} \varepsilon
\end{aligned}
$$

where the last inequality is by our assumption on $T$, specifically,

$$
\begin{aligned}
& T \leq \frac{\varepsilon^{2}}{128 \beta^{2}} \Rightarrow T^{3 / 2} L \beta \leq T L \varepsilon \\
& T \leq \frac{\varepsilon^{2}}{128 \beta^{2}} \Rightarrow \frac{128}{\varepsilon} T^{2} L \beta^{2} \leq T L \varepsilon \\
& T \leq \frac{\varepsilon}{32 \sqrt{L} \beta} \Rightarrow \frac{32}{\varepsilon}\left(T^{3} L^{2} \beta^{2}\right) \leq T L \varepsilon \\
& T \leq \frac{\varepsilon^{4} L_{N}^{2}}{2^{14} \beta^{2} c_{m}^{2}} \Rightarrow \frac{128}{\varepsilon} T^{3 / 2} \beta^{2} L_{\xi} \leq T L_{N}^{2} \varepsilon \\
& T \leq \frac{\varepsilon^{2}}{128 \beta^{2}} \Rightarrow T \leq \frac{\varepsilon^{2}}{128 c_{m}^{2}} \Rightarrow \frac{32}{\varepsilon} T^{2} L_{\xi}^{2} \beta^{2} \leq T L_{N}^{2} \varepsilon
\end{aligned}
$$

where the last line uses the fact that $\beta \geq c_{m}^{2}$.

Corollary 69 Let $f$ be as defined in Lemma 82 with parameter $\varepsilon$ satisfying $\varepsilon \leq \frac{\mathcal{R}_{q}}{\alpha_{q} \mathcal{R}_{q}{ }^{2}+1}$. Let $T=\min \left\{\frac{1}{16 L}, \frac{\beta^{2}}{8 L^{2}\left(R^{2}+\beta^{2} / m\right)}, \frac{\varepsilon}{32 \sqrt{L \beta}}, \frac{\varepsilon^{2}}{128 \beta^{2}}, \frac{\varepsilon^{4} L_{N}^{2}}{2^{14} \beta^{2} c_{m}^{2}}\right\}$ and let $\delta \leq \min \left\{\frac{T \varepsilon^{2} L}{36 d \beta^{2} \log \left(\frac{36 d \beta^{2}}{\varepsilon^{2} L}\right)}, \frac{T \varepsilon^{4} L^{2}}{2^{14} d \beta^{4} \log \left(\frac{2^{14 d \beta^{4}}}{\varepsilon^{4} L^{2}}\right)}\right\}$. Assume additionally that $n=T / \delta$ is an integer.

Let $\bar{x}_{t}$ and $\bar{w}_{t}$ have dynamics as defined in (5.3) and (5.2) respectively, and suppose that the initial conditions satisfy $\mathbb{E}\left[\left\|\bar{x}_{0}\right\|_{2}^{2}\right] \leq R^{2}+\beta^{2} / m$ and $\mathbb{E}\left[\left\|\bar{w}_{0}\right\|_{2}^{2}\right] \leq R^{2}+\beta^{2} / m$. Then there exists a coupling between $\bar{x}_{t}$ and $\bar{w}_{t}$ such that

$$
\mathbb{E}\left[f\left(\bar{x}_{i \delta}-\bar{w}_{i \delta}\right)\right] \leq e^{-\lambda i \delta} \mathbb{E}\left[f\left(\bar{x}_{0}-\bar{w}_{0}\right)\right]+\frac{6}{\lambda}\left(L+L_{N}^{2}\right) \varepsilon
$$

## Proof

From Lemma 71 and 73 , our initial conditions imply that for all $t, \mathbb{E}\left[\left\|\bar{x}_{t}\right\|_{2}^{2}\right] \leq 6\left(R^{2}+\frac{\beta^{2}}{m}\right)$ and $\mathbb{E}\left[\left\|\bar{w}_{k \delta}\right\|_{2}^{2}\right] \leq 8\left(R^{2}+\frac{\beta^{2}}{m}\right)$.

Consider an arbitrary $k$, and for $t \in[0, T)$, define

$$
\begin{equation*}
x_{t}:=\bar{x}_{k T+t} \quad \text { and } \quad w_{t}:=\bar{w}_{k T+t} \tag{D.15}
\end{equation*}
$$

Notice that as described above, $x_{t}$ and $w_{t}$ have dynamics described in (5.3) and (5.1). Let $x_{t}, w_{t}$ have joint distribution as described in (D.8) and (D.12), and let $\left(y_{t}, v_{t}\right)$ be the processes defined in (D.9) and (D.10). Notice that the joint distribution between $x_{t}$ and $w_{t}$ equivalently describes a coupling between $\bar{x}_{t}$ and $\bar{w}_{t}$ over $t \in[k T,(k+1) T)$.

First, notice that the processes (D.8) and (D.9) have the same distribution as (D.3). We can thus apply Lemma 65 .

$$
\mathbb{E}\left[f\left(x_{T}-y_{T}\right)\right] \leq e^{-\lambda T} \mathbb{E}\left[f\left(x_{0}-y_{0}\right)\right]+6 T\left(L+L_{N}^{2}\right) \varepsilon
$$

By Lemma 67 .

$$
\mathbb{E}\left[f\left(x_{T}-v_{T}\right)\right]-\mathbb{E}\left[f\left(x_{T}-y_{T}\right)\right] \leq 4 T L \varepsilon
$$

By Lemma 68,

$$
\mathbb{E}\left[f\left(x_{T}-w_{T}\right)\right]-\mathbb{E}\left[f\left(x_{T}-v_{T}\right)\right] \leq 4 T\left(L+L_{N}^{2}\right) \varepsilon
$$

Summing the above three equations,

$$
\mathbb{E}\left[f\left(x_{T}-w_{T}\right)\right] \leq e^{-\lambda \delta} \mathbb{E}\left[f\left(x_{0}-w_{0}\right)\right]+14 T\left(L+L_{N}^{2}\right)
$$

Where we use the fact that $y_{0}=w_{0}$ by construction in (D.9).
Recalling (D.15), this is equivalent to

$$
\mathbb{E}\left[f\left(\bar{x}_{(k+1) T}-\bar{w}_{(k+1) T}\right)\right] \leq e^{-\lambda \delta} \mathbb{E}\left[f\left(\bar{x}_{k T}-\bar{w}_{k T}\right)\right]+14 T\left(L+L_{N}^{2}\right)
$$

Applying the above recursively gives, for any $i$

$$
\mathbb{E}\left[f\left(\bar{x}_{i T}-\bar{w}_{i T}\right)\right] \leq e^{-\lambda i T} \mathbb{E}\left[f\left(\bar{x}_{0}-\bar{w}_{0}\right)\right]+\frac{14}{\lambda}\left(L+L_{N}^{2}\right) \varepsilon
$$

## D.2.4 Proof of Theorem 11

For ease of reference, we re-state Theorem 11 below as Theorem 14 below. We make a minor notational change: using the letters $\bar{x}_{t}$ and $\bar{y}_{t}$ in Theorem 14 , instead of the letters $x_{t}$ and $y_{t}$ in Theorem 11. This is to avoid some notation conflicts in the proof.

Theorem 14 (Equivalent to Theorem 11) Let $\bar{x}_{t}$ and $w_{t}$ have dynamics as defined in (5.3) and (5.1) respectively, and suppose that the initial conditions satisfy $\mathbb{E}\left[\left\|\bar{x}_{0}\right\|_{2}^{2}\right] \leq$ $R^{2}+\beta^{2} / m$ and $\mathbb{E}\left[\left\|\bar{w}_{0}\right\|_{2}^{2}\right] \leq R^{2}+\beta^{2} / m$. Let $\hat{\varepsilon}$ be a target accuracy satisfying $\hat{\varepsilon} \leq\left(\frac{16\left(L+L_{N}^{2}\right)}{\lambda}\right)$. $\exp \left(7 \alpha_{q} \mathcal{R}_{q} / 3\right) \cdot \frac{\mathcal{R}_{q}}{\alpha_{q} \mathcal{R}_{q}{ }^{2}+1}$. Let $\varepsilon:=\frac{\lambda}{16\left(L+L_{N}^{2}\right)} \exp \left(-\frac{7 \alpha_{q} \mathcal{R}_{q}{ }^{2}}{3}\right) \hat{\varepsilon}$. Let

$$
T:=\min \left\{\frac{1}{16 L}, \frac{\beta^{2}}{8 L^{2}\left(R^{2}+\beta^{2} / m\right)}, \frac{\varepsilon}{32 \sqrt{L} \beta}, \frac{\varepsilon^{2}}{128 \beta^{2}}, \frac{\varepsilon^{4} L_{N}^{2}}{2^{14} \beta^{2} c_{m}^{2}}\right\}
$$

and let $\delta$ be a step size satisfying

$$
\delta \leq \min \left\{\frac{T \varepsilon^{2} L}{36 d \beta^{2} \log \left(\frac{36 d \beta^{2}}{\varepsilon^{2} L}\right)}, \frac{T \varepsilon^{4} L^{2}}{2^{14} d \beta^{4} \log \left(\frac{2^{4} d \beta^{4}}{\varepsilon^{4} L^{2}}\right)}\right\}
$$

If we assume that $\bar{x}_{0}=\bar{w}_{0}$, then there exists a coupling between $\bar{x}_{t}$ and $\bar{w}_{t}$ such that for any $k$,

$$
\mathbb{E}\left[\left\|\bar{x}_{k \delta}-\bar{w}_{k \delta}\right\|_{2}\right] \leq \hat{\varepsilon}
$$

Alternatively, if we assume that $k \geq \frac{3 \alpha_{q} \mathcal{R}_{q}{ }^{2}}{\delta} \cdot \log \frac{R^{2}+\beta^{2} / m}{\hat{\varepsilon}}$, then

$$
W_{1}\left(p^{*}, p_{k \delta}^{w}\right) \leq 2 \hat{\varepsilon}
$$

where $p_{t}^{w}:=\operatorname{Law}\left(\bar{w}_{t}\right)$.
Proof of Theorem 14
Let $f$ be defined as in Lemma 82 with parameter $\varepsilon$.

$$
\begin{align*}
& \mathbb{E}\left[\left\|\bar{x}_{i \delta}-\bar{w}_{i \delta}\right\|_{2}\right] \\
\leq & 2 \exp \left(\frac{7 \alpha_{q} \mathcal{R}_{q}{ }^{2}}{3}\right) \mathbb{E}\left[f\left(\bar{x}_{i \delta}-\bar{w}_{i \delta}\right)\right]+2 \exp \left(\frac{7 \alpha_{q} \mathcal{R}_{q}{ }^{2}}{3}\right) \varepsilon \\
\leq & 2 \exp \left(\frac{7 \alpha_{q} \mathcal{R}_{q}{ }^{2}}{3}\right)\left(e^{-\lambda i \delta} \mathbb{E}\left[f\left(\bar{x}_{0}-\bar{w}_{0}\right)\right]+\frac{6}{\lambda}\left(L+L_{N}^{2}\right) \varepsilon\right)+2 \exp \left(\frac{7 \alpha_{q} \mathcal{R}_{q}{ }^{2}}{3}\right) \varepsilon \\
\leq & 2 \exp \left(\frac{7 \alpha_{q} \mathcal{R}_{q}{ }^{2}}{3}\right) e^{-\lambda i \delta} \mathbb{E}\left[f\left(\bar{x}_{0}-\bar{w}_{0}\right)\right]+\frac{16\left(L+L_{N}^{2}\right)}{\lambda} \exp \left(\frac{7 \alpha_{q} \mathcal{R}_{q}{ }^{2}}{3}\right) \cdot \varepsilon  \tag{D.16}\\
= & 2 \exp \left(\frac{7 \alpha_{q} \mathcal{R}_{q}{ }^{2}}{3}\right) e^{-\lambda i \delta} \mathbb{E}\left[f\left(\bar{x}_{0}-\bar{w}_{0}\right)\right]+\hat{\varepsilon}
\end{align*}
$$

where the first inequality is by item 4 of Lemma 82, the second inequality is by Corollary 69 (notice that $\delta$ satisfies the requirement on $T$ in Theorem 10, for the given $\varepsilon$ ). The third inequality uses the fact that $1 \leq L / m \leq \frac{\left(L+L_{N}^{2}\right)}{\lambda}$.

The first claim follows from substituting $\bar{x}_{0}=\bar{w}_{0}$ into (D.16), so that the first term is 0 , and using the definition of $\varepsilon$, so that the second term is 0 .

For the second claim, let $\bar{x}_{0} \sim p^{*}$, the invariant distribution of (5.3). From Lemma 71, we know that $\bar{x}_{0}$ satisfies the required initial conditions in this Lemma. Continuing from (D.16),

$$
\begin{aligned}
& \mathbb{E}\left[\left\|\bar{x}_{i \delta}-\bar{w}_{i \delta}\right\|_{2}\right] \\
\leq & 2 \exp \left(\frac{7 \alpha_{q} \mathcal{R}_{q}{ }^{2}}{3}\right)\left(2 e^{-\lambda i \delta} \mathbb{E}\left[\left\|\bar{x}_{0}\right\|_{2}^{2}+\left\|\bar{w}_{0}\right\|_{2}^{2}\right]+\frac{6}{\lambda}\left(L+L_{N}^{2}\right) \varepsilon\right)+\varepsilon \\
\leq & 2 \exp \left(\frac{7 \alpha_{q} \mathcal{R}_{q}{ }^{2}}{3}\right)\left(2 e^{-\lambda i \delta}\left(R^{2}+\beta^{2} / m\right)\right)+\frac{16}{\lambda} \exp \left(2 \frac{7 \alpha_{q} \mathcal{R}_{q}{ }^{2}}{3}\right)\left(L+L_{N}^{2}\right) \varepsilon \\
= & 4 \exp \left(\frac{7 \alpha_{q} \mathcal{R}_{q}{ }^{2}}{3}\right)\left(e^{-\lambda i \delta}\left(R^{2}+\beta^{2} / m\right)\right)+\hat{\varepsilon}
\end{aligned}
$$

By our assumption that $i \geq \frac{1}{\delta} \cdot 3 \alpha_{q} \mathcal{R}_{q}{ }^{2} \log \frac{R^{2}+\beta^{2} / m}{\hat{\varepsilon}}$, the first term is also bounded by $\hat{\varepsilon}$, and this proves our second claim.

## D. 3 Coupling Properties

Lemma 70 Consider the coupled $\left(x_{t}, y_{t}\right)$ in (D.3). Let $p_{t}$ denote the distribution of $x_{t}$, and $q_{t}$ denote the distribution of $y_{t}$. Let $p_{t}^{\prime}$ and $q_{t}^{\prime}$ denote the distributions of (D.1) and (D.2).

If $p_{0}=p_{0}^{\prime}$ and $q_{0}=q_{0}^{\prime}$, then $p_{t}=p_{t}^{\prime}$ and $q_{t}=q_{t}^{\prime}$ for all $t$.

## Proof

Consider the coupling in D.3), reproduced below for ease of reference:

$$
\begin{aligned}
& x_{t}=x_{0}+\int_{0}^{t}-\nabla U\left(x_{s}\right) d s+\int_{0}^{t} c_{m} d V_{s}+\int_{0}^{t} N\left(x_{s}\right) d W_{s} \\
& y_{t}=y_{0}+\int_{0}^{t}-\nabla U\left(y_{0}\right) d t+\int_{0}^{t} c_{m}\left(I-2 \gamma_{s} \gamma_{s}^{T}\right) d V_{s}+\int_{0}^{t} N\left(y_{0}\right) d W_{s}
\end{aligned}
$$

Let us define the stochastic process $A_{t}:=\int_{0}^{t} M\left(x_{s}\right)^{-1} c_{m} d V_{s}+\int_{0}^{t} M\left(x_{s}\right)^{-1} N\left(x_{s}\right) d W_{s}$. We can verify using Levy's characterization that $A_{t}$ is a standard Brownian motion: first, since $V_{t}$ and $W_{t}$ are Brownian motions, and $N(x)$ is differentiable with bounded derivatives, we know that $A_{t}$ has continuous sample paths. We now verify that $A_{t}^{i} A_{t}^{j}-\mathbb{1}\{i=j\} t$ is a martingale.

Notice that $d A_{t}=c_{m} d V_{t}+M\left(x_{s}\right)^{-1} N\left(x_{s}\right) d W_{s}$. Then

$$
\begin{aligned}
d A_{t}^{i} A_{t}^{j}= & d A_{t}^{T}\left(e_{i} e_{j}^{T}\right) A_{t} \\
= & A_{t}\left(e_{i} e_{j}^{T}\right)\left(c_{m} d V_{t}+M\left(x_{s}\right)^{-1} N\left(x_{s}\right) d W_{s}\right)^{T}+\left(c_{m} d V_{t}+M\left(x_{s}\right)^{-1} N\left(x_{s}\right) d W_{s}\right)\left(e_{j} e_{i}^{T}\right) a_{t}^{T} \\
& \quad+\frac{1}{2} \operatorname{tr}\left(\left(e_{i} e_{j}^{T}+e_{j} e_{i}^{T}\right)\left(c_{m}^{2} M\left(x_{s}\right)^{-2}+M\left(x_{s}\right)^{-1} N\left(x_{s}\right)^{2} M\left(x_{s}\right)^{-1}\right)\right) d t
\end{aligned}
$$

where the second inequality is by Ito's Lemma applied to $f\left(A_{t}\right)=A_{t}^{T} e_{j} e_{j}^{T} A_{t}$. Taking expectations,

$$
\begin{aligned}
d \mathbb{E}\left[A_{t}^{i} A_{t}^{j}\right] & =\mathbb{E}\left[\frac{1}{2} \operatorname{tr}\left(\left(e_{i} e_{j}^{T}+e_{j} e_{i}^{T}\right)\left(c_{m}^{2} M\left(x_{s}\right)^{-2}+M\left(x_{s}\right)^{-1} N\left(x_{s}\right) N\left(x_{s}\right)^{T}\left(M\left(x_{s}\right)^{-1}\right)^{T}\right)\right)\right] d t \\
& =\mathbb{E}\left[\frac{1}{2} \operatorname{tr}\left(\left(e_{i} e_{j}^{T}+e_{j} e_{i}^{T}\right)\left(M\left(x_{s}\right)^{-1}\left(c_{m}^{2} I+N\left(x_{s}\right)^{2}\right) M\left(x_{s}\right)^{-1}\right)\right)\right] d t \\
& =\mathbb{E}\left[\frac{1}{2} \operatorname{tr}\left(\left(e_{i} e_{j}^{T}+e_{j} e_{i}^{T}\right)\left(M\left(x_{s}\right)^{-1}\left(M\left(x_{s}\right)^{2}\right) M\left(x_{s}\right)^{-1}\right)\right)\right] d t \\
& =\mathbb{E}\left[\frac{1}{2} \operatorname{tr}\left(\left(e_{i} e_{j}^{T}+e_{j} e_{i}^{T}\right)\right)\right] d t \\
& =\mathbb{1}\{i=j\} d t .
\end{aligned}
$$

This verifies that $A_{t}^{i} A_{t}^{j}-\mathbb{1}\{i=j\} t$ is a martingale, and hence by Levy's characterization, $A_{t}$ is a standard Brownian motion. In turn, we verify that by definition of $A_{t}$,

$$
\begin{aligned}
x_{t} & =x_{0}+\int_{0}^{t}-\nabla U\left(x_{s}\right) d s+\int_{0}^{t} c_{m} d V_{s}+\int_{0}^{t} N\left(x_{s}\right) d W_{s} \\
& =x_{0}+\int_{0}^{t}-\nabla U\left(x_{s}\right) d s+\int_{0}^{t} M\left(x_{s}\right)\left(M\left(x_{s}\right)^{-1}\left(c_{m} d V_{s}+N\left(x_{s}\right) d W_{s}\right)\right) \\
& =x_{0}+\int_{0}^{t}-\nabla U\left(x_{s}\right) d s+\int_{0}^{t} M\left(x_{s}\right) d A_{s}
\end{aligned}
$$

Since we showed that $A_{t}$ is a standard Brownian motion, we verify that $x_{t}$ as defined in (D.3) has the same distribution as (5.3).

On the other hand, we can verify that $A_{t}^{\prime}:=\int_{0}^{T}\left(I-2 \gamma_{s} \gamma_{s}^{T}\right) V_{s}$ is a standard Brownian motion by the reflection principle. Thus

$$
\int_{0}^{t} c_{m}\left(I-2 \gamma_{s} \gamma_{s}^{T}\right) d V_{s}+\int_{0}^{t} N\left(y_{0}\right) d W_{s} \sim \mathcal{N}\left(0,\left(c_{m}^{2} I+N\left(y_{0}\right)^{2}\right)\right)=\mathcal{N}\left(0, M\left(y_{0}\right)^{2}\right)
$$

where the equality is by definition of $N$ in (5.6).
It follows immediately that $y_{t}$ in (D.3) has the same distribution as $y_{t}$ in (5.2).

## D.3.1 Energy Bounds

Lemma 71 Consider $x_{t}$ as defined in (5.3). If $x_{0}$ satisfies $\mathbb{E}\left[\left\|x_{0}\right\|_{2}^{2}\right] \leq R^{2}+\frac{\beta^{2}}{m}$, then Then for all $t$,

$$
\mathbb{E}\left[\left\|x_{t}\right\|_{2}^{2}\right] \leq 6\left(R^{2}+\frac{\beta^{2}}{m}\right)
$$

We can also show that

$$
\mathbb{E}_{p^{*}}\left[\|x\|_{2}^{2}\right] \leq 4\left(R^{2}+\frac{\beta^{2}}{m}\right)
$$

## Proof

We consider the potential function $a(x)=\left(\|x\|_{2}-R\right)_{+}^{2}$ We verify that

$$
\begin{aligned}
\nabla a(x) & =\left(\|x\|_{2}-R\right)_{+} \frac{x}{\|x\|_{2}} \\
\nabla^{2} a(x) & =\mathbb{1}\left\{\|x\|_{2} \geq R\right\} \frac{x x^{T}}{\|x\|_{2}^{2}}+\frac{\left(\|x\|_{2}-R\right)_{+}}{\|x\|_{2}}\left(I-\frac{x x^{T}}{\|x\|_{2}^{2}}\right) .
\end{aligned}
$$

Observe that

1. $\left\|\nabla^{2} a(x)\right\|_{2} \leq 2 \mathbb{1}\left\{\|x\|_{2} \geq R\right\} \leq 2$
2. $\langle\nabla a(x),-\nabla U(x)\rangle \leq-m a(x)$. This can be verified by considering 2 cases. If $\|x\|_{2} \leq R$, then $\nabla a(x)=0$ and $a(x)=0$. If $\|x\|_{2} \geq R$, then by Assumption A,

$$
\langle\nabla a(x),-\nabla U(x)\rangle \leq-m\left(\|x\|_{2}-R\right)_{+}\|w\|_{2} \leq-m\left(\|x\|_{2}-R\right)_{+}^{2}=-m \cdot a(x)
$$

3. $a(x) \geq \frac{1}{2}\|x\|_{2}^{2}-2 R^{2}$. One can first verify that $a(x) \geq\left(\|x\|_{2}-R\right)^{2}-R^{2}$. Next, by Young's inequality, $\left(\|x\|_{2}-R\right)^{2}=\|x\|_{2}^{2}+R^{2}-2\|x\|_{2} R \geq\|x\|_{2}^{2}+R^{2}-\frac{1}{2}\|x\|_{2}^{2}-2 R^{2}=\frac{1}{2}\|x\|_{2}^{2}-R^{2}$.
Therefore,

$$
\begin{aligned}
& \frac{d}{d t} \mathbb{E}\left[a\left(x_{t}\right)\right]=\mathbb{E}\left[\left\langle\nabla a\left(x_{t}\right),-\nabla U\left(x_{t}\right) d t\right\rangle\right]+\frac{1}{2} \mathbb{E}\left[\operatorname{tr}\left(M\left(x_{t}\right)^{2} \nabla^{2} a(x)\right)\right] \leq-m \mathbb{E}\left[a\left(x_{t}\right)\right]+\beta^{2} \\
\Rightarrow \quad & \frac{d}{d t}\left(\mathbb{E}\left[a\left(x_{t}\right)\right]-\frac{\beta^{2}}{m}\right) \leq-m\left(\mathbb{E}\left[a\left(x_{t}\right)\right]-\frac{\beta^{2}}{m}\right) \\
\Rightarrow \quad & \frac{d}{d t}\left(\mathbb{E}\left[a\left(x_{t}\right)\right]-R^{2}-\frac{\beta^{2}}{m}\right) \leq-m\left(\mathbb{E}\left[a\left(x_{t}\right)\right]-R^{2}-\frac{\beta^{2}}{m}\right) .
\end{aligned}
$$

Thus if $\mathbb{E}\left[\left\|x_{0}\right\|_{2}^{2}\right] \leq R^{2}+\frac{\beta^{2}}{m}$, then $\mathbb{E}\left[a\left(x_{0}\right)\right] \leq R^{2}-\frac{\beta^{2}}{m}$, then $\left(\mathbb{E}\left[a\left(x_{0}\right)\right]-R^{2}-\frac{\beta^{2}}{m}\right) \leq 0$, and $\left(\mathbb{E}\left[a\left(x_{t}\right)\right]-R^{2}+\frac{\beta^{2}}{m}\right) \leq e^{-m t} \cdot 0 \leq 0$ for all $t$. This implies that, for all $t$,

$$
\mathbb{E}\left[\left\|x_{t}\right\|_{2}^{2}\right] \leq \mathbb{E}\left[2 a\left(x_{t}\right)+4 R^{2}\right] \leq 6\left(R^{2}+\frac{\beta^{2}}{m}\right)
$$

For our second claim that $\mathbb{E}_{p^{*}}\left[\|x\|_{2}^{2}\right] \leq R^{2}+\frac{\beta^{2}}{m}$, we can use the fact that if $x_{0} \sim p^{*}$, then $\mathbb{E}\left[a\left(x_{t}\right)\right]$ does not change as $p^{*}$ is invariant, so that

$$
0=\frac{d}{d t} \mathbb{E}\left[a\left(x_{t}\right)\right] \leq-m \mathbb{E}\left[a\left(x_{t}\right)\right]+\beta^{2} .
$$

Thus

$$
\mathbb{E}\left[a\left(x_{t}\right)\right] \leq \frac{\beta^{2}}{m}
$$

Again,

$$
\mathbb{E}_{p^{*}}\left[\|x\|_{2}^{2}\right]=\mathbb{E}\left[\left\|x_{t}\right\|_{2}^{2}\right] \leq 2 \mathbb{E}\left[a\left(x_{t}\right)\right]+4 R^{2} \leq 4\left(R^{2}+\frac{\beta^{2}}{m}\right)
$$

Lemma 72 Let the sequence $y_{k \delta}$ be as defined in (5.1). Assuming that $\delta \leq m /\left(16 L^{2}\right)$ and $\mathbb{E}\left[\left\|y_{0}\right\|_{2}^{2}\right] \leq 2\left(R^{2}+\frac{\beta^{2}}{m}\right)$ Then for all $k$,

$$
\mathbb{E}\left[\left\|y_{k \delta}\right\|_{2}^{2}\right] \leq 8\left(R^{2}+\frac{\beta^{2}}{m}\right)
$$

## Proof

Let $a(w):=\left(\|w\|_{2}-R\right)_{+}^{2}$. We can verify that

$$
\begin{aligned}
\nabla a(w) & =\left(\|w\|_{2}-R\right)_{+} \frac{w}{\|w\|_{2}} \\
\nabla^{2} a(w) & =\mathbb{1}\left\{\|w\|_{2} \geq R\right\} \frac{w w^{T}}{\|w\|_{2}^{2}}+\left(\|w\|_{2}-R\right)_{+} \frac{1}{\|w\|_{2}}\left(I-\frac{w w^{T}}{\|w\|_{2}^{2}}\right)
\end{aligned}
$$

Observe that

1. $\left\|\nabla^{2} a(w)\right\|_{2} \leq 2 \mathbb{1}\left\{\|w\|_{2} \geq R\right\} \leq 2$
2. $\langle\nabla a(w),-\nabla U(w)\rangle \leq-m a(w)$.
3. $a(w) \geq \frac{1}{2}\|w\|_{2}^{2}-2 R^{2}$.

The proofs are identical to the proof at the start of Lemma 73, so we omit them here.
Using Taylor's Theorem, and taking expectation of $y_{(k+1) \delta}$ conditioned on $y_{k \delta}$,

$$
\begin{aligned}
& \mathbb{E}\left[a\left(y_{(k+1) \delta}\right)\right] \\
&= \mathbb{E}\left[a\left(y_{k \delta}\right)\right]+\mathbb{E}\left[\left\langle\nabla a\left(y_{k \delta}\right), y_{(k+1) \delta}-y_{k \delta}\right\rangle\right] \\
&+\mathbb{E}\left[\int_{0}^{1} \int_{0}^{t}\left\langle\nabla^{2} a\left(y_{k \delta}+s\left(y_{(k+1) \delta}-y_{k \delta}\right),\left(y_{(k+1) \delta}-y_{k \delta}\right)\left(y_{(k+1) \delta}-y_{k \delta}\right)^{T}\right\rangle d t d s\right]\right. \\
& \leq \mathbb{E}\left[a\left(y_{k \delta}\right)\right]+\mathbb{E}\left[\left\langle\nabla a\left(y_{k \delta}\right), y_{(k+1) \delta}-y_{k \delta}\right\rangle\right]+\mathbb{E}\left[\left\|\left(y_{(k+1) \delta}-y_{k \delta}\right)\right\|_{2}^{2} d s\right] \\
& \leq \mathbb{E}\left[a\left(y_{k \delta}\right)\right]+\mathbb{E}\left[\left\langle\nabla a\left(y_{k \delta}\right),-\delta \nabla U\left(y_{k \delta}\right)\right\rangle\right]+2 \delta^{2}\left\|\nabla U\left(y_{k \delta}\right)\right\|_{2}^{2}+2 \delta \mathbb{E}\left[\operatorname{tr}\left(M\left(y_{k \delta}\right)^{2}\right)\right] \\
& \leq \mathbb{E}\left[a\left(y_{k \delta}\right)\right]-m \delta \mathbb{E}\left[a\left(y_{k \delta}\right)\right]+2 \delta^{2} \mathbb{E}\left[\left\|\nabla U\left(y_{k \delta}\right)\right\|_{2}^{2}\right]+2 \delta \mathbb{E}\left[\operatorname{tr}\left(M\left(y_{k \delta}\right)^{2}\right)\right] \\
& \leq \mathbb{E}\left[a\left(y_{k \delta}\right)\right]-m \delta \mathbb{E}\left[a\left(y_{k \delta}\right)\right]+2 \delta^{2} L^{2} \mathbb{E}\left[\left\|y_{k \delta}\right\|_{2}^{2}\right]+2 \delta \beta^{2} \\
& \leq \mathbb{E}\left[a\left(y_{k \delta}\right)\right]-m \delta \mathbb{E}\left[a\left(y_{k \delta}\right)\right]+4 \delta^{2} L^{2} \mathbb{E}\left[a\left(y_{k \delta}\right)\right]+8 \delta^{2} L^{2} R^{2}+2 \delta \beta^{2} \\
& \leq(1-m \delta / 2) \mathbb{E}\left[a\left(y_{k \delta}\right)\right]+m \delta R^{2}+2 \delta \beta^{2},
\end{aligned}
$$

where the first inequality uses the upper bound on $\left\|\nabla^{2} a(y)\right\|_{2}$ above, the second inequality uses the fact that $y_{(k+1) \delta} \sim \mathcal{N}\left(y_{k \delta}-\delta \nabla U\left(y_{k \delta}\right), \delta M\left(y_{k \delta}\right)^{2}\right)$, the third inequality uses claim 2. at the start of this proof, the fourth inequality uses item 2 of Assumption B. The fifth inequality uses claim 3. above, the sixth inequality uses our assumption that $\delta \leq \frac{m}{16 L^{2}}$.

Taking expectation wrt $y_{k \delta}$,

$$
\begin{aligned}
& \mathbb{E}\left[a\left(y_{(k+1) \delta}\right)\right] \leq \mathbb{E}\left[a\left(y_{k}\right)\right]-m \delta\left(\mathbb{E}\left[a\left(y_{k \delta}\right)\right]-2 R^{2}+2 \beta^{2} / m\right) \\
\Rightarrow \quad & \mathbb{E}\left[a\left(y_{(k+1) \delta}\right)\right]-\left(2 R^{2} / 2+2 \beta^{2} / m\right) \leq(1-m \delta)\left(\mathbb{E}\left[a\left(y_{k \delta}\right)\right]-\left(2 R^{2}+2 \beta^{2} / m\right)\right.
\end{aligned}
$$

Thus, if $\mathbb{E}\left[\left\|y_{0}\right\|_{2}^{2}\right] \leq 2 R^{2}+2 \beta^{2} / m$, then $\mathbb{E}\left[a\left(y_{0}\right)\right]-\left(2 R^{2}+2 \beta^{2} / m\right) \leq 0$, then $\mathbb{E}\left[a\left(y_{k \delta}\right)\right]-$ $\left(2 R^{2}+2 \beta^{2} / m\right) \leq 0$ for all $k$, which implies that

$$
\mathbb{E}\left[\left\|y_{k \delta}\right\|_{2}^{2}\right] \leq 2 \mathbb{E}\left[a\left(y_{k \delta}\right)\right]+4 R^{2} \leq 8\left(R^{2}+\beta^{2} / m\right)
$$

for all $k$.
Lemma 73 Let the sequence $w_{k \delta}$ be as defined in 5.1). Assuming that $\delta \leq m /\left(16 L^{2}\right)$ and $\mathbb{E}\left[\left\|w_{0}\right\|_{2}^{2}\right] \leq 2\left(R^{2}+\frac{\beta^{2}}{m}\right)$ Then for all $k$,

$$
\mathbb{E}\left[\left\|w_{k \delta}\right\|_{2}^{2}\right] \leq 8\left(R^{2}+\frac{\beta^{2}}{m}\right)
$$

## Proof

The proof is almost identical to that of Lemma 72, Let $a(w):=\left(\|w\|_{2}-R\right)_{+}^{2}$. We can verify that

$$
\begin{aligned}
\nabla a(w) & =\left(\|w\|_{2}-R\right)_{+} \frac{w}{\|w\|_{2}} \\
\nabla^{2} a(y) & =\mathbb{1}\left\{\|w\|_{2} \geq R\right\} \frac{w w^{T}}{\|w\|_{2}^{2}}+\left(\|w\|_{2}-R\right)_{+} \frac{1}{\|w\|_{2}}\left(I-\frac{w w^{T}}{\|w\|_{2}^{2}}\right) .
\end{aligned}
$$

Observe that

1. $\left\|\nabla^{2} a(w)\right\|_{2} \leq 2 \mathbb{1}\left\{\|w\|_{2} \geq R\right\} \leq 2$
2. $\langle\nabla a(w),-\nabla U(w)\rangle \leq-m a(w)$.
3. $a(w) \geq \frac{1}{2}\|w\|_{2}^{2}-2 R^{2}$.

The proofs are identical to the proof at the start of Lemma 73 , so we omit them here.

Using Taylor's Theorem, and taking expectation of $w_{(k+1) \delta}$ conditioned on $w_{k \delta}$,

$$
\begin{aligned}
& \mathbb{E}\left[a\left(w_{(k+1) \delta}\right)\right] \\
&= \mathbb{E}\left[a\left(w_{k \delta}\right)\right]+\mathbb{E}\left[\left\langle\nabla a\left(w_{k \delta}\right), w_{(k+1) \delta}-w_{k \delta}\right\rangle\right] \\
& \quad+\mathbb{E}\left[\int_{0}^{1} \int_{0}^{t}\left\langle\nabla^{2} a\left(w_{k \delta}+s\left(w_{(k+1) \delta}-w_{k \delta}\right),\left(w_{(k+1) \delta}-w_{k \delta}\right)\left(w_{(k+1) \delta}-w_{k \delta}\right)^{T}\right\rangle d t d s\right]\right. \\
& \leq \mathbb{E}\left[a\left(w_{k \delta}\right)\right]+\mathbb{E}\left[\left\langle\nabla a\left(w_{k \delta}\right), w_{(k+1) \delta}-w_{k \delta}\right\rangle\right]+\mathbb{E}\left[\left\|\left(w_{(k+1) \delta}-w_{k \delta}\right)\right\|_{2}^{2} d s\right] \\
& \leq \mathbb{E}\left[a\left(w_{k \delta}\right)\right]+\mathbb{E}\left[\left\langle\nabla a\left(w_{k \delta}\right),-\delta \nabla U\left(w_{k \delta}\right)\right\rangle\right]+2 \delta^{2}\left\|\nabla U\left(w_{k \delta}\right)\right\|_{2}^{2}+2 \delta \mathbb{E}\left[\left\|\xi\left(w_{k \delta}, \eta_{k}\right)\right\|_{2}^{2}\right] \\
& \leq \mathbb{E}\left[a\left(w_{k \delta}\right)\right]-m \delta \mathbb{E}\left[a\left(w_{k \delta}\right)\right]+2 \delta^{2} \mathbb{E}\left[\left\|\nabla U\left(w_{k \delta}\right)\right\|_{2}^{2}\right]+2 \delta \mathbb{E}\left[\left\|\xi\left(w_{k \delta}, \eta_{k}\right)\right\|_{2}^{2}\right] \\
& \leq \mathbb{E}\left[a\left(w_{k \delta}\right)\right]-m \delta \mathbb{E}\left[a\left(w_{k \delta}\right)\right]+2 \delta^{2} L^{2} \mathbb{E}\left[\left\|w_{k \delta}\right\|_{2}^{2}\right]+2 \delta \beta^{2} \\
& \leq \mathbb{E}\left[a\left(w_{k \delta}\right)\right]-m \delta \mathbb{E}\left[a\left(w_{k \delta}\right)\right]+2 \delta^{2} L^{2} a\left(w_{k \delta}\right)+2 \delta^{2} L^{2} R^{2}+2 \delta \beta^{2} \\
& \leq(1-m \delta / 2) a\left(w_{k \delta}\right)+m \delta R^{2}+2 \delta \beta^{2},
\end{aligned}
$$

where the first inequality uses the upper bound on $\left\|\nabla^{2} a(y)\right\|_{2}$ above, the second inequality uses the fact that $w_{(k+1) \delta}=\left(y_{k \delta}-\delta \nabla U\left(y_{k \delta}\right)=\xi\left(w_{k \delta}, \eta_{k}\right)\right)$, and $\mathbb{E}\left[\xi\left(w_{k \delta}, \eta_{k}\right) \mid w_{k \delta}\right]=0$, the third inequality uses claim 2. at the start of this proof, the fourth inequality uses item 2 of Assumption B. The fifth inequality uses claim 3. above, and the sixth inequality uses our assumption that $\delta \leq \frac{m}{16 L^{2}}$.

Taking expectation wrt $w_{k \delta}$,

$$
\begin{aligned}
& \mathbb{E}\left[a\left(w_{(k+1) \delta}\right)\right] \leq \mathbb{E}\left[a\left(w_{k}\right)\right]-m \delta\left(\mathbb{E}\left[a\left(w_{k \delta}\right)\right]-2 R^{2}+2 \beta^{2} / m\right) \\
\Rightarrow \quad & \mathbb{E}\left[a\left(w_{(k+1) \delta}\right)\right]-\left(2 R^{2} / 2+2 \beta^{2} / m\right) \leq(1-m \delta)\left(\mathbb{E}\left[a\left(w_{k \delta}\right)\right]-\left(2 R^{2}+2 \beta^{2} / m\right)\right.
\end{aligned}
$$

Thus, if $\mathbb{E}\left[\left\|w_{0}\right\|_{2}^{2}\right] \leq 2 R^{2}+2 \beta^{2} / m$, then $\mathbb{E}\left[a\left(w_{0}\right)\right]-\left(2 R^{2}+2 \beta^{2} / m\right) \leq 0$, then $\mathbb{E}\left[a\left(w_{k \delta}\right)\right]-$ $\left(2 R^{2}+2 \beta^{2} / m\right) \leq 0$ for all $k$, which implies that

$$
\mathbb{E}\left[\left\|w_{k \delta}\right\|_{2}^{2}\right] \leq 2 \mathbb{E}\left[a\left(w_{k \delta}\right)\right]+4 R^{2} \leq 8\left(R^{2}+\beta^{2} / m\right)
$$

for all $k$.

## D.3.2 Divergence Bounds

Lemma 74 Let $x_{t}$ be as defined in (D.1) (or equivalently (D.3) or (D.8), initialized at $x_{0}$. Then for any $T \leq \frac{1}{16 L}$,

$$
\mathbb{E}\left[\left\|x_{T}-x_{0}\right\|_{2}^{2}\right] \leq 8\left(T \beta^{2}+T^{2} L^{2} \mathbb{E}\left[\left\|x_{0}\right\|_{2}^{2}\right]\right)
$$

If we additionally assume that $\mathbb{E}\left[\left\|x_{0}\right\|_{2}^{2}\right] \leq 8\left(R^{2}+\beta^{2} / m\right)$ and $T \leq \frac{\beta^{2}}{8 L^{2}\left(R^{2}+\beta^{2} / m\right)}$, then

$$
\mathbb{E}\left[\left\|x_{T}-x_{0}\right\|_{2}^{2}\right] \leq 16 T \beta^{2} .
$$

## Proof

By Ito's Lemma,

$$
\begin{aligned}
& \frac{d}{d t} \mathbb{E}\left[\left\|x_{t}\right\|_{2}^{2}\right] \\
= & 2 \mathbb{E}\left[\left\langle\nabla U\left(x_{t}\right), x_{t}-x_{0}\right\rangle\right]+\mathbb{E}\left[\operatorname{tr}\left(M\left(x_{t}\right)^{2}\right)\right] \\
\leq & 2 L \mathbb{E}\left[\left\|x_{t}\right\|_{2}\left\|x_{t}-x_{0}\right\|_{2}\right]+\beta^{2} \\
\leq & 2 L \mathbb{E}\left[\left\|x_{t}-x_{0}\right\|_{2}^{2}\right]+2 L \mathbb{E}\left[\left\|x_{0}\right\|_{2}\left\|x_{t}-x_{0}\right\|_{2}\right]+\beta^{2} \\
\leq & 2 L \mathbb{E}\left[\left\|x_{t}-x_{0}\right\|_{2}^{2}\right]+L^{2} T \mathbb{E}\left[\left\|x_{0}\right\|_{2}^{2}\right]+\frac{1}{T} \mathbb{E}\left[\left\|x_{t}-x_{0}\right\|_{2}^{2}\right]+\beta^{2} \\
\leq & \frac{2}{T} \mathbb{E}\left[\left\|x_{t}-x_{0}\right\|_{2}^{2}\right]+\left(L^{2} T \mathbb{E}\left[\left\|x_{0}\right\|_{2}^{2}\right]+\beta^{2}\right),
\end{aligned}
$$

where the first inequality is by item 1 of Assumption A and item 2 of Assumption B , the second inequality is by triangle inequality, the third inequality is by Young's inequality, the last inequality is by our assumption on $T$.

Applying Gronwall's inequality for $t \in[0, T]$,

$$
\begin{aligned}
& \left(\mathbb{E}\left[\left\|x_{t}-x_{0}\right\|_{2}^{2}\right]+L^{2} T^{2} \mathbb{E}\left[\left\|x_{0}\right\|_{2}^{2}\right]+T \beta^{2}\right) \\
\leq & e^{2}\left(\mathbb{E}\left[\left\|x_{0}-x_{0}\right\|\right]+L^{2} T^{2} \mathbb{E}\left[\left\|x_{0}\right\|_{2}^{2}\right]+T \beta^{2}\right) \\
\leq & 8 L^{2} T^{2} \mathbb{E}\left[\left\|x_{0}\right\|_{2}^{2}\right]+T \beta^{2}
\end{aligned}
$$

This concludes our proof.
Lemma 75 Let $y_{t}$ be as defined in (D.2) (or equivalently (D.3) or (D.8)), initialized at $y_{0}$. Then for any $T$,

$$
\mathbb{E}\left[\left\|y_{T}-y_{0}\right\|_{2}^{2}\right] \leq T^{2} L^{2} \mathbb{E}\left[\left\|y_{0}\right\|_{2}^{2}\right]+T \beta^{2}
$$

If we additionally assume that $\mathbb{E}\left[\left\|y_{0}\right\|_{2}^{2}\right] \leq 8\left(R^{2}+\beta^{2} / m\right)$ and $T \leq \frac{\beta^{2}}{8 L^{2}\left(R^{2}+\beta^{2} / m\right)}$, then

$$
\mathbb{E}\left[\left\|y_{T}-y_{0}\right\|_{2}^{2}\right] \leq 2 T \beta^{2}
$$

## Proof

Notice from the definition in (D.2) that $y_{T}-y_{0} \sim \mathcal{N}\left(-T \nabla U\left(y_{0}\right), T M\left(y_{0}\right)^{2}\right)$, the conclusion immediately follows from item 1 of Assumption A and item 2 of Assumption B and the fact that

$$
\operatorname{tr}\left(M(x)^{2}\right)=\operatorname{tr}\left(\mathbb{E}\left[\xi(x, \eta) \xi(x, \eta)^{T}\right]\right)=\mathbb{E}\left[\|\xi(x, \eta)\|_{2}^{2}\right] .
$$

Lemma 76 Let $v_{t}$ be as defined in D.10, initialized at $v_{0}$. Then for any $T=n \delta$,

$$
\mathbb{E}\left[\left\|v_{T}-v_{0}\right\|_{2}^{2}\right] \leq T^{2} L^{2} \mathbb{E}\left[\left\|v_{0}\right\|_{2}^{2}\right]+T \beta^{2}
$$

If we additionally assume that $\mathbb{E}\left[\left\|v_{0}\right\|_{2}^{2}\right] \leq 8\left(R^{2}+\beta^{2} / m\right)$ and $T \leq \frac{\beta^{2}}{8 L^{2}\left(R^{2}+\beta^{2} / m\right)}$, then

$$
\mathbb{E}\left[\left\|v_{T}-v_{0}\right\|_{2}^{2}\right] \leq 2 T \beta^{2}
$$

## Proof

From D.10,

$$
v_{T}-v_{0}=-T \nabla U\left(v_{0}\right)+\sqrt{\delta} \sum_{i=0}^{n-1} \xi\left(v_{0}, \eta_{i}\right)
$$

Conditioned on the randomness up to time $i, \mathbb{E}\left[\xi\left(v_{0}, \eta_{i+1}\right)\right]=0$. Thus

$$
\begin{aligned}
& \mathbb{E}\left[\left\|v_{T}-v_{0}\right\|_{2}^{2}\right] \\
= & T^{2} \mathbb{E}\left[\left\|\nabla U\left(v_{0}\right)\right\|_{2}^{2}\right]+\delta \sum_{i=0}^{n-1} \mathbb{E}\left[\left\|\xi\left(v_{0}, \eta_{i}\right)\right\|_{2}^{2}\right] \\
\leq & T^{2} L^{2} \mathbb{E}\left[\left\|v_{0}\right\|_{2}^{2}\right]+T \beta^{2}
\end{aligned}
$$

where the inequality is by item 1 of Assumption A and item 2 of Assumption B.
Lemma 77 Let $w_{t}$ be as defined in (D.12), initialized at $w_{0}$. Then for any $T=n \delta$ such that $T \leq \frac{1}{2 L}$,

$$
\mathbb{E}\left[\left\|w_{T}-w_{0}\right\|_{2}^{2}\right] \leq 16\left(T^{2} L^{2} \mathbb{E}\left[\left\|w_{0}\right\|_{2}^{2}\right]+T \beta^{2}\right)
$$

If we additionally assume that $\mathbb{E}\left[\left\|w_{0}\right\|_{2}^{2}\right] \leq 8\left(R^{2}+\beta^{2} / m\right)$ and $T \leq \frac{\beta^{2}}{8 L^{2}\left(R^{2}+\beta^{2} / m\right)}$, then

$$
\mathbb{E}\left[\left\|w_{T}-w_{0}\right\|_{2}^{2}\right] \leq 32 T \beta^{2}
$$

## Proof

$$
\begin{align*}
& \mathbb{E}\left[\left\|w_{(k+1) \delta}-w_{0}\right\|_{2}^{2}\right] \\
= & \mathbb{E}\left[\left\|w_{k \delta}-\delta \nabla U\left(w_{k \delta}\right)+\sqrt{\delta} \xi\left(w_{k \delta}, \eta_{k}\right)-w_{0}\right\|_{2}^{2}\right] \\
= & \mathbb{E}\left[\left\|w_{k \delta}-\delta \nabla U\left(w_{k \delta}\right)-w_{0}\right\|_{2}^{2}\right]+\delta \mathbb{E}\left[\left\|\xi\left(w_{k \delta}, \eta_{k}\right)\right\|_{2}^{2}\right] \tag{D.17}
\end{align*}
$$

We can bound $\delta \mathbb{E}\left[\left\|\xi\left(w_{k \delta}, \eta_{k}\right)\right\|_{2}^{2}\right] \leq \delta \beta^{2}$ by item 2 of Assumption B .

$$
\begin{aligned}
& \mathbb{E}\left[\left\|w_{k \delta}-\delta \nabla U\left(w_{k \delta}\right)-w_{0}\right\|_{2}^{2}\right] \\
\leq & \mathbb{E}\left[\left(\left\|w_{k \delta}-w_{0}-\delta\left(\nabla U\left(w_{k \delta}\right)-\nabla U\left(w_{0}\right)\right)\right\|_{2}+\delta\left\|\nabla U\left(w_{0}\right)\right\|_{2}\right)^{2}\right] \\
\leq & \left(1+\frac{1}{n}\right) \mathbb{E}\left[\left\|w_{k \delta}-w_{0}-\delta\left(\nabla U\left(w_{k \delta}\right)-\nabla U\left(w_{0}\right)\right)\right\|_{2}^{2}\right] \\
& \quad+(1+n) \delta^{2} \mathbb{E}\left[\left\|\nabla U\left(w_{0}\right)\right\|_{2}^{2}\right] \\
\leq & \left(1+\frac{1}{n}\right)(1+\delta L)^{2} \mathbb{E}\left[\left\|w_{k \delta}-w_{0}\right\|_{2}^{2}\right]+2 n \delta^{2} L^{2} \mathbb{E}\left[\left\|w_{0}\right\|_{2}^{2}\right] \\
\leq & e^{1 / n+2 \delta L} \mathbb{E}\left[\left\|w_{k \delta}-w_{0}\right\|_{2}^{2}\right]+2 n \delta^{2} L^{2} \mathbb{E}\left[\left\|w_{0}\right\|_{2}^{2}\right]
\end{aligned}
$$

where the first inequality is by triangle inequality, the second inequality is by Young's inequality, the third inequality is by item 1 of Assumption A.

Inserting the above into (D.17) gives

$$
\mathbb{E}\left[\left\|w_{(k+1) \delta}-w_{0}\right\|_{2}^{2}\right] \leq e^{1 / n+2 \delta L} \mathbb{E}\left[\left\|w_{k \delta}-w_{0}\right\|_{2}^{2}\right]+2 n \delta^{2} L^{2} \mathbb{E}\left[\left\|w_{0}\right\|_{2}^{2}\right]+\delta \beta^{2}
$$

Applying the above recursively for $k=1 \ldots n$, we see that

$$
\begin{aligned}
& \mathbb{E}\left[\left\|w_{n \delta}-w_{0}\right\|_{2}^{2}\right] \\
\leq & \sum_{k=0}^{n-1} e^{(n-k) \cdot(1 / n+2 \delta L)} \cdot\left(2 n \delta^{2} L^{2} \mathbb{E}\left[\left\|w_{0}\right\|_{2}^{2}\right]+\delta \beta^{2}\right) \\
\leq & 16\left(n^{2} \delta^{2} L^{2} \mathbb{E}\left[\left\|w_{0}\right\|_{2}^{2}\right]+n \delta \beta^{2}\right) \\
= & 16\left(T^{2} L^{2} \mathbb{E}\left[\left\|w_{0}\right\|_{2}^{2}\right]+T \beta^{2}\right) .
\end{aligned}
$$

## D.3.3 Discretization Bounds

Lemma 78 Let $v_{k \delta}$ and $w_{k \delta}$ be as defined in (D.10) and (D.12). Then for any $\delta, n$, such that $T:=n \delta \leq \frac{1}{16 L}$,

$$
\mathbb{E}\left[\left\|v_{T}-w_{T}\right\|_{2}^{2}\right] \leq 8\left(2 T^{2} L^{2}\left(T^{2} L^{2} \mathbb{E}\left[\left\|v_{0}\right\|_{2}^{2}\right]+T \beta^{2}\right)+T L_{\xi}^{2}\left(16\left(T^{2} L^{2} \mathbb{E}\left[\left\|w_{0}\right\|_{2}^{2}\right]+T \beta^{2}\right)\right)\right)
$$

If we additionally assume that $\mathbb{E}\left[\left\|v_{0}\right\|_{2}^{2}\right] \leq 8\left(R^{2}+\beta^{2} / m\right), \mathbb{E}\left[\left\|w_{0}\right\|_{2}^{2}\right] \leq 8\left(R^{2}+\beta^{2} / m\right)$ and $T \leq \frac{\beta^{2}}{8 L^{2}\left(R^{2}+\beta^{2} / m\right)}$, then

$$
\mathbb{E}\left[\left\|v_{T}-w_{T}\right\|_{2}^{2}\right] \leq 32\left(T^{2} L^{2}+T L_{\xi}^{2}\right) T \beta^{2}
$$

## Proof

Using the fact that conditioned on the randomness up to step $k, \mathbb{E}\left[\xi\left(v_{0}, \eta_{k+1}\right)-\xi\left(w_{k \delta}, \eta_{k+1}\right)\right]=$ 0 , we can show that for any $k \leq n$,

$$
\begin{align*}
& \mathbb{E}\left[\left\|v_{(k+1) \delta}-w_{(k+1) \delta}\right\|_{2}^{2}\right] \\
= & \mathbb{E}\left[\left\|v_{k \delta}-\delta \nabla U\left(v_{0}\right)-w_{k \delta}+\delta \nabla U\left(w_{k \delta}\right)+\sqrt{\delta} \xi\left(w_{0}, \eta_{k}\right)-\sqrt{\delta} \xi\left(w_{k \delta}, \eta_{k}\right)\right\|_{2}^{2}\right] \\
= & \mathbb{E}\left[\left\|v_{k \delta}-\delta \nabla U\left(v_{0}\right)-w_{k \delta}+\delta \nabla U\left(w_{k \delta}\right)\right\|_{2}^{2}\right]+\delta \mathbb{E}\left[\left\|\xi\left(w_{0}, \eta_{k}\right)-\xi\left(w_{k \delta}, \eta_{k}\right)\right\|_{2}^{2}\right] \tag{D.18}
\end{align*}
$$

Using Assumption B, and Lemma 76, we can bound

$$
\begin{aligned}
& \delta \mathbb{E}\left[\left\|\xi\left(w_{0}, \eta_{k}\right)-\xi\left(w_{k \delta}, \eta_{k}\right)\right\|_{2}^{2}\right] \\
\leq & \delta L_{\xi}^{2} \mathbb{E}\left[\left\|w_{k \delta}-w_{0}\right\|_{2}^{2}\right] \\
\leq & \delta L_{\xi}^{2}\left(16\left(T^{2} L^{2} \mathbb{E}\left[\left\|w_{0}\right\|_{2}^{2}\right]+T \beta^{2}\right)\right)
\end{aligned}
$$

We can also bound

$$
\begin{aligned}
& \mathbb{E}\left[\left\|v_{k \delta}-\delta \nabla U\left(v_{0}\right)-w_{k \delta}+\delta \nabla U\left(w_{k \delta}\right)\right\|_{2}^{2}\right] \\
\leq & \left(1+\frac{1}{n}\right) \mathbb{E}\left[\left\|v_{k \delta}-\delta \nabla U\left(v_{k \delta}\right)-w_{k \delta}+\delta \nabla U\left(w_{k \delta}\right)\right\|_{2}^{2}\right]+(1+n) \delta^{2} \mathbb{E}\left[\left\|\nabla U\left(v_{k \delta}\right)-\nabla U\left(v_{0}\right)\right\|_{2}^{2}\right] \\
\leq & \left(1+\frac{1}{n}\right)(1+\delta L)^{2} \mathbb{E}\left[\left\|v_{k \delta}-w_{k \delta}\right\|_{2}^{2}\right]+2 n \delta^{2} L^{2} \mathbb{E}\left[\left\|v_{k \delta}-v_{0}\right\|_{2}^{2}\right] \\
\leq & e^{1 / n+2 \delta L} E\left\|v_{k \delta}-w_{k \delta}\right\|_{2}^{2}+2 n \delta^{2} L^{2} \mathbb{E}\left[\left\|v_{k \delta}-v_{0}\right\|_{2}^{2}\right] \\
\leq & e^{1 / n+2 \delta L} E\left\|v_{k \delta}-w_{k \delta}\right\|_{2}^{2}+2 n \delta^{2} L^{2}\left(T^{2} L^{2} \mathbb{E}\left[\left\|v_{0}\right\|_{2}^{2}\right]+T \beta^{2}\right),
\end{aligned}
$$

where the first inequality is by Young's inequality and the second inequality is by item 1 of Assumption A, the fourth inequality uses Lemma 76.

Substituting the above two equation blocks into (D.18), and applying recursively for $k=0 . . n-1$ gives

$$
\begin{aligned}
& \mathbb{E}\left[\left\|v_{T}-w_{T}\right\|_{2}^{2}\right] \\
= & \mathbb{E}\left[\left\|v_{n \delta}-w_{n \delta}\right\|_{2}^{2}\right] \\
\leq & e^{1+2 n \delta L}\left(2 n^{2} \delta^{2} L^{2}\left(T^{2} L^{2} \mathbb{E}\left[\left\|v_{0}\right\|_{2}^{2}\right]+T \beta^{2}\right)+n \delta L_{\xi}^{2}\left(16\left(T^{2} L^{2} \mathbb{E}\left[\left\|w_{0}\right\|_{2}^{2}\right]+T \beta^{2}\right)\right)\right) \\
\leq & 8\left(2 T^{2} L^{2}\left(T^{2} L^{2} \mathbb{E}\left[\left\|v_{0}\right\|_{2}^{2}\right]+T \beta^{2}\right)+T L_{\xi}^{2}\left(16\left(T^{2} L^{2} \mathbb{E}\left[\left\|w_{0}\right\|_{2}^{2}\right]+T \beta^{2}\right)\right)\right) .
\end{aligned}
$$

The last inequality is by noting that $T=n \delta \leq \frac{1}{4 L}$.

## D. 4 Regularity of $M$ and $N$

## Lemma 79

1. $\operatorname{tr}\left(M(x)^{2}\right) \leq \beta^{2}$
2. $\operatorname{tr}\left(\left(M(x)^{2}-M(y)^{2}\right)^{2}\right) \leq 16 \beta^{2} L_{\xi}^{2}\|x-y\|_{2}^{2}$
3. $\operatorname{tr}\left(\left(M(x)^{2}-M(y)^{2}\right)^{2}\right) \leq 32 \beta^{3} L_{\xi}\|x-y\|_{2}$

## Proof

In this proof, we will use the fact that $\xi(\cdot, \eta)$ is $L_{\xi}$-Lipschitz from Assumption B.
The first property is easy to see:

$$
\begin{aligned}
& \operatorname{tr}\left(M(x)^{2}\right) \\
= & \operatorname{tr}\left(\mathbb{E}_{\eta}\left[\xi(x, \eta) \xi(x, \eta)^{T}\right]\right) \\
= & \mathbb{E}_{\eta}\left[\operatorname{tr}\left(\xi(x, \eta) \xi(x, \eta)^{T}\right)\right] \\
= & \mathbb{E}_{\eta}\left[\|\xi(x, \eta)\|_{2}^{2}\right] \\
\leq & \beta^{2} .
\end{aligned}
$$

We now prove the second and third claims. Consider a fixed $x$ and fixed $y$, let $u_{\eta}:=\xi(x, \eta)$, $v_{\eta}:=\xi(y, \eta)$. Then

$$
\begin{aligned}
& \operatorname{tr}\left(\left(M(x)^{2}-M(y)^{2}\right)^{2}\right) \\
= & \operatorname{tr}\left(\left(\mathbb{E}_{\eta}\left[u_{\eta} u_{\eta}^{T}-v_{\eta} v_{\eta}^{T}\right]\right)^{2}\right) \\
= & \operatorname{tr}\left(\mathbb{E}_{\eta, \eta^{\prime}}\left[\left(u_{\eta} u_{\eta}^{T}-v_{\eta} v_{\eta}^{T}\right)\left(u_{\eta^{\prime}} u_{\eta^{\prime}}^{T}-v_{\eta^{\prime}} v_{\eta^{\prime}}^{T}\right)\right]\right) \\
= & \mathbb{E}_{\eta, \eta^{\prime}}\left[\operatorname{tr}\left(\left(u_{\eta} u_{\eta}^{T}-v_{\eta} v_{\eta}^{T}\right)\left(u_{\eta^{\prime}} u_{\eta^{\prime}}^{T}-v_{\eta^{\prime}} v_{\eta^{\prime}}^{T}\right)\right)\right] .
\end{aligned}
$$

For any fixed $\eta$ and $\eta^{\prime}$, let's further simplify notation by letting $u, u^{\prime}, v, v^{\prime}$ denote $u_{\eta}, u_{\eta^{\prime}}, v_{\eta}, v_{\eta^{\prime}}$. Thus

$$
\begin{aligned}
& \quad \operatorname{tr}\left(\left(u u^{T}-v v^{T}\right)\left(u^{\prime} u^{T}-v^{\prime} v^{\prime}\right)\right) \\
& =\operatorname{tr}\left(\left((u-v) v^{T}+v(u-v)^{T}+(u-v)(u-v)^{T}\right)\left(\left(u^{\prime}-v^{\prime}\right) v^{\prime T}+v^{\prime}\left(u^{\prime}-v^{\prime}\right)^{T}+\left(u^{\prime}-v^{\prime}\right)\left(u^{\prime}-v^{\prime}\right)^{T}\right)\right) \\
& =\operatorname{tr}\left((u-v) v^{T}\left(u^{\prime}-v^{\prime}\right) v^{\prime T}\right)+\operatorname{tr}\left((u-v) v^{T} v^{\prime}\left(u^{\prime}-v^{\prime}\right)^{T}\right)+\operatorname{tr}\left((u-v) v^{T}\left(u^{\prime}-v^{\prime}\right)\left(u^{\prime}-v^{\prime}\right)^{T}\right) \\
& \quad+\operatorname{tr}\left(v(u-v)^{T}\left(u^{\prime}-v^{\prime}\right) v^{\prime T}\right)+\operatorname{tr}\left(v(u-v)^{T} v^{\prime}\left(u^{\prime}-v^{\prime}\right)^{T}\right)+\operatorname{tr}\left(v(u-v)^{T}\left(u^{\prime}-v^{\prime}\right)\left(u^{\prime}-v^{\prime}\right)^{T}\right) \\
& \quad+\operatorname{tr}\left((u-v)(u-v)^{T}\left(u^{\prime}-v^{\prime}\right) v^{\prime T}\right)+\operatorname{tr}\left((u-v)(u-v)^{T} v^{\prime}\left(u^{\prime}-v^{\prime}\right)^{T}\right) \\
& \quad+\operatorname{tr}\left((u-v)(u-v)^{T}\left(u^{\prime}-v^{\prime}\right)\left(u^{\prime}-v^{\prime}\right)^{T}\right) \\
& \leq \min \left\{16 \beta^{2} L_{\xi}^{2}\|x-y\|_{2}^{2}, 32 \beta^{3} L_{\xi}\|x-y\|_{2}\right\},
\end{aligned}
$$

where the last inequality uses Assumption B. 2 and B. 3 ; in particular, $\|v\|_{2} \leq \beta$ and $\|u-v\|_{2} \leq \min \left\{2 \beta, L_{\xi}\|x-y\|_{2}\right\}$. This proves 2 . and 3 . of the lemma statement.

Lemma 80 Let $N(x)$ be as defined in (5.6) and $L_{N}$ be as defined in (5.7). Then

$$
\begin{aligned}
& \text { 1. } \operatorname{tr}\left(N(x)^{2}\right) \leq \beta^{2} \\
& \text { 2. } \operatorname{tr}\left((N(x)-N(y))^{2}\right) \leq L_{N}^{2}\|x-y\|_{2}^{2} \\
& \text { 3. } \operatorname{tr}\left((N(x)-N(y))^{2}\right) \leq \frac{8 \beta^{2}}{c_{m}} \cdot L_{N}\|x-y\|_{2}
\end{aligned}
$$

## Proof of Lemma 80

The first inequality holds because $N(x)^{2}:=M(x)^{2}-c_{m}^{2} I$, and then applying Lemma 79.1, and the fact that $\operatorname{tr}\left(M(x)^{2}-c_{m}^{2} I\right) \leq \operatorname{tr}\left(M(x)^{2}\right)$ by Assumption B. 4 .

The second inequality is an immediate consequence of Lemma 81, Lemma 79, 2, and the fact that $\lambda_{\min }\left(N(x)^{2}\right)=\lambda_{\min }\left(M(x)^{2}-c_{m}^{2}\right) \geq c_{m}^{2}$ by Assumption B. 4 .

The proof for the third inequality is similar to the second inequality, and follows from Lemma 79 and Lemma 81.

Lemma 81 (Simplified version of Lemma 1 from [35]) Let $A, B$ be positive definite matrices. Then

$$
\operatorname{tr}\left((\sqrt{A}-\sqrt{B})^{2}\right) \leq \operatorname{tr}\left((A-B)^{2} A^{-1}\right)
$$

## D. 5 Defining $f$ and related inequalities

In this section, we define the Lyapunov function $f$ which is central to the proof of our main results. Here, we give an overview of the various functions defined in this section:

1. $g(z): \mathbb{R}^{d} \rightarrow \mathbb{R}^{+}:$A smoothed version of $\|z\|_{2}$, with bounded derivatives up to third order.
2. $q(r): \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}:$A concave potential function, similar to the one defined in [32], which has bounded derivatives up to third order everywhere except at $r=0$.
3. $f(z)=q(g(z)): \mathbb{R}^{d} \rightarrow \mathbb{R}^{+}$, a concave function which upper and lower bounds $\|z\|_{2}$ within a constant factor, has bounded derivatives up to third order everywhere.

Lemma 82 (Properties of $f$ ) Let $\varepsilon$ satisfy $\varepsilon \leq \frac{\mathcal{R}_{q}}{\alpha_{q} \mathcal{R}_{q}{ }^{2}+1}$. We define the function

$$
f(z):=q(g(z))
$$

Where $q$ is as defined in (D.20) Appendix D.5.1, and $g$ is as defined in Lemma 84 (with parameter $\varepsilon$ ). Then

1. a) $\nabla f(z)=q^{\prime}(g(z)) \cdot \nabla g(z)$
b) For $\|z\|_{2} \geq 2 \varepsilon, \nabla f(z)=q^{\prime}(g(z)) \frac{z}{\|z\|_{2}}$
c) For all $z,\|\nabla f(z)\|_{2} \leq 1$.
2. a) $\nabla^{2} f(z)=q^{\prime \prime}(g(z)) \nabla g(z) \nabla g(z)^{T}+q^{\prime}(g(z)) \nabla^{2} g(z)$
b) For $r \geq 2 \varepsilon, \nabla^{2} f(z)=q^{\prime \prime}(g(z)) \frac{z z^{T}}{\|z\|_{2}^{2}}+q^{\prime}(g(z)) \frac{1}{\|z\|_{2}}\left(I-\frac{z z^{T}}{\|z\|_{2}^{2}}\right)$
c) For all $z,\left\|\nabla^{2} f(z)\right\|_{2} \leq \frac{2}{\varepsilon}$
d) For all $z, v, v^{T} \nabla^{2} f(z) v \leq \frac{q^{\prime}(g(z))}{\|z\|_{2}}$
3. For any $z,\left\|\nabla^{3} f(z)\right\|_{2} \leq \frac{9}{\varepsilon^{2}}$
4. For any $z, f(z) \in\left[\frac{1}{2} \exp \left(-\frac{7 \alpha_{q} \mathcal{R}_{q}{ }^{2}}{3}\right) g\left(\|z\|_{2}\right), g\left(\|z\|_{2}\right)\right] \in\left[\frac{1}{2} \exp \left(-\frac{7 \alpha_{q} \mathcal{R}_{q}{ }^{2}}{3}\right)\left(\|z\|_{2}-2 \varepsilon\right),\|z\|_{2}\right]$

## Proof of Lemma 82

1. a) chain rule
b) Use definition of $\nabla g(z)$ from Lemma 84 .
c) By definition, $\nabla f(z)=q^{\prime}(g(z)) \nabla g(z)$. From Lemma 85, $\left|q^{\prime}(g(z))\right| \leq 1$. By definition, $\nabla g(z)=h^{\prime}\left(\|z\|_{2}\right) \frac{z}{\|z\|_{2}}$. Our conclusion follows from $h^{\prime} \leq 1$ using item 2 of Lemma 83.
2. a) chain rule
b) by item 2 b) of Lemma 84
c) by item 1 c) and item 2 d) of Lemma 84, and item 3 and item 4 of Lemma 85 , and our assumption that $\varepsilon \leq \frac{\mathcal{R}_{q}}{\alpha_{q}+\mathcal{R}_{q}{ }^{2}+1}$.
d) by item 4 of Lemma 85), and items 2 c) and 2 d) of Lemma 84 , and our expression for $\nabla^{2} f(z)$ established in item 2 a).
3. It can be verified that

$$
\begin{gathered}
\nabla^{3} f(z)=q^{\prime \prime \prime}(g(z)) \cdot \nabla g(z)^{\bigotimes 3}+q^{\prime \prime}(g(z)) \nabla g(z) \bigotimes \nabla^{2} g(z)+q^{\prime \prime}(g(z)) \nabla^{2} g(z) \bigotimes \nabla g(z) \\
+q^{\prime \prime}(g(z)) \nabla g(z) \bigotimes \nabla^{2} g(z)+q^{\prime}(g(z)) \nabla^{3} g(z)
\end{gathered}
$$

Thus

$$
\begin{aligned}
\left\|\nabla^{3} f(z)\right\|_{2} & \leq\left|q^{\prime \prime \prime}(g(z))\right|\|\nabla g(z)\|_{2}^{3}+3 q^{\prime \prime}(g(z))\|\nabla g(z)\|_{2}\left\|\nabla^{2} g(z)\right\|_{2}+q^{\prime}(g(z))\left\|\nabla^{3} g(z)\right\| \\
& \leq 5\left(\alpha_{q}+\frac{1}{\mathcal{R}_{q}{ }^{2}}\right)\left(\alpha_{q} \mathcal{R}_{q}{ }^{2}+1\right)+3\left(\frac{5 \alpha_{q} \mathcal{R}_{q}}{4}+\frac{4}{\mathcal{R}_{q}}\right) \cdot \frac{1}{\varepsilon}+\frac{1}{\varepsilon^{2}} \\
& \leq \frac{9}{\varepsilon^{2}}
\end{aligned}
$$

Where the first inequality uses Lemma 85 and Lemma 84 , and the second inequality assumes that $\varepsilon \leq \frac{\mathcal{R}_{q}}{\alpha_{q} \mathcal{R}_{q}{ }^{2}+1}$
4.

$$
f(z) \in\left[\frac{1}{2} \exp \left(-\frac{7 \alpha_{q} \mathcal{R}_{q}{ }^{2}}{3}\right) g\left(\|z\|_{2}\right), g\left(\|z\|_{2}\right)\right] \in\left[\frac{1}{2} \exp \left(-\frac{7 \alpha_{q} \mathcal{R}_{q}{ }^{2}}{3}\right)\left(\|z\|_{2}-2 \varepsilon\right),\|z\|_{2}\right]
$$

The first containment is by Lemma 85 2. $\frac{1}{2} \exp \left(-\frac{7 \alpha_{q} \mathcal{R}_{q}{ }^{2}}{3}\right) \cdot g(z) \leq q(g(z)) \leq g(z)$. THe second containment is by Lemma 844: $\quad g\left(\|z\|_{2}\right) \in\left[\|z\|_{2}-2 \varepsilon,\|z\|_{2}\right]$.

Lemma 83 (Properties of $h$ ) Given a parameter $\varepsilon$, define

$$
h(r):= \begin{cases}\frac{r^{3}}{6 \varepsilon^{2}}, & \text { for } r \in[0, \varepsilon] \\ \frac{\varepsilon}{6}+\frac{r-\varepsilon}{2}+\frac{(r-\varepsilon)^{2}}{2 \varepsilon}-\frac{(r-\varepsilon)^{3}}{6 \varepsilon^{2}}, & \text { for } r \in[\varepsilon, 2 \varepsilon] \\ r, & \text { for } r \geq 2 \varepsilon\end{cases}
$$

1. The derivatives of $h$ are as follows:

$$
\begin{aligned}
& h^{\prime}(r)= \begin{cases}\frac{r^{2}}{2 \varepsilon^{2}}, & \text { for } r \in[0, \varepsilon] \\
\frac{1}{2}+\frac{r-\varepsilon}{\varepsilon}-\frac{(r-\varepsilon)^{2}}{2 \varepsilon^{2}}, & \text { for } r \in[\varepsilon, 2 \varepsilon] \\
1, & \text { for } r \geq 2 \varepsilon\end{cases} \\
& h^{\prime \prime}(r)= \begin{cases}\frac{r}{\varepsilon^{2}}, & \text { for } r \in[0, \varepsilon] \\
\frac{1}{\varepsilon}-\frac{r-\varepsilon}{\varepsilon^{2}}, & \text { for } r \in[\varepsilon, 2 \varepsilon] \\
0, & \text { for } r \geq 2 \varepsilon\end{cases} \\
& h^{\prime \prime \prime}(r)= \begin{cases}\frac{1}{\varepsilon^{2}}, & \text { for } r \in[0, \varepsilon] \\
-\frac{1}{\varepsilon^{2}}, & \text { for } r \in[\varepsilon, 2 \varepsilon] \\
0, & \text { for } r \geq 2 \varepsilon\end{cases}
\end{aligned}
$$

2. a) $h^{\prime}$ is positive, motonically increasing.
b) $h^{\prime}(0)=0, h^{\prime}(r)=1$ for $r \geq \varepsilon$
c) $\frac{h^{\prime}(r)}{r} \leq \min \left\{\frac{1}{\varepsilon}, \frac{1}{r}\right\}$ for all $r$
3. a) $h^{\prime \prime}(r)$ is positive
b) $h^{\prime \prime}(r)=0$ for $r=0$ and $r \geq 2 \varepsilon$
c) $h^{\prime \prime}(r) \leq \frac{1}{\varepsilon}$
d) $\frac{h^{\prime \prime}(r)}{r} \leq \frac{1}{\varepsilon^{2}}$
4. $\left|h^{\prime \prime \prime}(r)\right| \leq \frac{1}{\varepsilon^{2}}$
5. $r-2 \varepsilon \leq h(r) \leq r$

## Proof of Lemma 83

The claims can all be verified with simple algebra.
Lemma 84 (Properties of $g$ ) Given a parameter $\varepsilon$, let us define

$$
g(z):=h\left(\|z\|_{2}\right)
$$

Where $h$ is as defined in Lemma 83 (using parameter $\varepsilon$ ). Then

1. a) $\nabla g(z)=h^{\prime}\left(\|z\|_{2}\right) \frac{z}{\|z\|_{2}}$
b) For $\|z\|_{2} \geq 2 \varepsilon, \nabla g(z)=\frac{z}{\|z\|_{2}}$.
c) For any $\|z\|_{2},\|\nabla g(z)\|_{2} \leq 1$
2. a) $\nabla^{2} g(z)=h^{\prime \prime}\left(\|z\|_{2}\right) \frac{z z^{T}}{\|z\|_{2}^{2}}+h^{\prime}\left(\|z\|_{2}\right) \frac{1}{\|z\|_{2}}\left(I-\frac{z z^{T}}{\|z\|_{2}^{2}}\right)$
b) For $\|z\|_{2} \geq 2 \varepsilon, \nabla^{2} g(z)=\frac{1}{\|z\|_{2}}\left(I-\frac{z z^{T}}{\|z\|_{2}^{2}}\right)$.
c) For $\|z\|_{2} \geq 2 \varepsilon,\left\|\nabla^{2} g(z)\right\|_{2}=\frac{1}{\|z\|_{2}}$
d) For all $z,\left\|\nabla^{2} g(z)\right\|_{2} \leq \frac{1}{\varepsilon}$
3. $\left\|\nabla^{3} g(z)\right\|_{2} \leq \frac{5}{\varepsilon^{2}}$
4. $\|z\|_{2}-2 \varepsilon \leq g(z) \leq\|z\|_{2}$.

## Proof of Lemma 84

All the properties can be verified with algebra. We provide a proof for 3. since it is a bit involved.

Let us define the functions $\kappa^{1}(z)=\nabla\left(\|z\|_{2}\right), \kappa^{2}(z)=\nabla^{2}\left(\|z\|_{2}\right), \kappa^{3}(z)=\nabla^{3}\left(\|z\|_{2}\right)$. Specifically,

$$
\begin{aligned}
& \kappa^{1}(z)=\frac{z}{\|z\|_{2}} \\
& \kappa^{2}(z)=\frac{1}{\|z\|_{2}}\left(I-\frac{z z^{T}}{\|z\|_{2}^{2}}\right) \\
& \kappa^{3}(z)=-\frac{1}{\|z\|_{2}^{2}} \frac{z}{\|z\|_{2}} \bigotimes\left(I-\frac{z z^{T}}{\|z\|_{2}^{2}}\right)+\frac{1}{\|z\|_{2}}\left(\frac{z}{\|z\|_{2}} \bigotimes \kappa^{2}(z)+\kappa^{2}(z) \bigotimes \frac{z}{\|z\|_{2}}\right)
\end{aligned}
$$

It can be verified that

$$
\begin{aligned}
\left\|\kappa^{2}(z)\right\|_{2} & =\frac{1}{\|z\|_{2}} \\
\left\|\kappa^{3}(z)\right\|_{2} & =\frac{1}{\|z\|_{2}^{2}}
\end{aligned}
$$

It can be verified that $\nabla^{2} g(z)$ has the following form:

$$
\begin{aligned}
& \nabla^{3} g(z)=h^{\prime \prime \prime}\left(\|z\|_{2}\right)\left(\kappa^{1}(z)\right)^{\bigotimes 3}+h^{\prime \prime}\left(\|z\|_{2}\right) \kappa^{1}(z) \bigotimes \kappa^{2}(z)+h^{\prime \prime}\left(\|z\|_{2}\right) \kappa^{2}(z) \bigotimes \kappa^{1}(z) \\
& \quad+h^{\prime}\left(\|z\|_{2}\right) \kappa^{3}(z)+h^{\prime \prime}\left(\|z\|_{2}\right) \kappa^{1}(z) \bigotimes \kappa^{2}(z)
\end{aligned}
$$

Thus

$$
\left\|\nabla^{3} g(z)\right\|_{2} \leq\left|h^{\prime \prime \prime}\left(\|z\|_{2}\right)\right|+3 \frac{h^{\prime \prime}\left(\|z\|_{2}\right)}{\|z\|_{2}}+\frac{h^{\prime}\left(\|z\|_{2}\right)}{\|z\|_{2}^{2}} \leq \frac{5}{\varepsilon^{2}}
$$

Where we use properties of $h$ from Lemma 83 .
The last claim follows immediately from Lemma 83.4.

## D.5.1 Defining q

In this section, we define the function $q$ that is used in Lemma 82. Our construction is a slight modification to the original construction in [32].

Let $\alpha_{q}$ and $\mathcal{R}_{q}$ be as defined in (5.7). We begin by defining auxiliary functions $\psi(r), \Psi(r)$ and $\nu(r)$, all from $\mathbb{R}^{+}$to $\mathbb{R}$ :

$$
\begin{equation*}
\psi(r):=e^{-\alpha_{q} \tau(r)}, \quad \Psi(r):=\int_{0}^{r} \psi(s) d s, \quad \nu(r):=1-\frac{1}{2} \frac{\int_{0}^{r} \frac{\mu(s) \Psi(s)}{\psi(s)} d s}{\int_{0}^{4 \mathcal{R}_{q}} \frac{\mu(s) \Psi(s)}{\psi(s)} d s} \tag{D.19}
\end{equation*}
$$

Where $\tau(r)$ and $\mu(r)$ are as defined in Lemma 86 and Lemma 87 with $\mathcal{R}=\mathcal{R}_{q}$.
Finally we define $q$ as

$$
\begin{equation*}
q(r):=\int_{0}^{r} \psi(s) \nu(s) d s \tag{D.20}
\end{equation*}
$$

We now state some useful properties of the distance function $q$.
Lemma 85 The function $q$ defined in (D.20) has the following properties.

1. For all $r \leq \mathcal{R}_{q}, q^{\prime \prime}(r)+\alpha_{q} q^{\prime}(r) \cdot r \leq-\frac{\exp \left(-\frac{7 \alpha_{q} \mathcal{R}_{q}{ }^{2}}{3}\right)}{32 \mathcal{R}_{q}{ }^{2}} q(r)$
2. For all $r, \frac{\exp \left(-\frac{7 \alpha_{q} \mathcal{R}_{q}{ }^{2}}{3}\right)}{2} \cdot r \leq q(r) \leq r$
3. For all $r, \frac{\exp \left(-\frac{7 \alpha_{q} \mathcal{R}_{q}{ }^{2}}{3}\right)}{2} \leq q^{\prime}(r) \leq 1$
4. For all $r, q^{\prime \prime}(r) \leq 0$ and $\left|q^{\prime \prime}(r)\right| \leq\left(\frac{5 \alpha_{q} \mathcal{R}_{q}}{4}+\frac{4}{\mathcal{R}_{q}}\right)$
5. For all r, $\left|q^{\prime \prime \prime}(r)\right| \leq 5 \alpha_{q}+2 \alpha_{q}\left(\alpha_{q} \mathcal{R}_{q}{ }^{2}+1\right)+\frac{2\left(\alpha_{q} \mathcal{R}_{q}{ }^{2}+1\right)}{\mathcal{R}_{q}{ }^{2}}$

## Proof of Lemma 85

Proof of 1. It can be verified that

$$
\begin{aligned}
\psi^{\prime}(r) & =\psi(r)\left(-\alpha_{q} \tau^{\prime}(r)\right) \\
\psi^{\prime \prime}(r) & =\psi(r)\left(\left(\alpha_{q} \tau^{\prime}(r)\right)^{2}+\alpha_{q} \tau^{\prime \prime}(r)\right) \\
\nu^{\prime}(r) & =-\frac{1}{2} \frac{\frac{\mu(r) \Psi(r)}{\psi(r)}}{\int_{0}^{4 \mathcal{R}_{q}} \frac{\mu(s) \Psi(s)}{\psi(s)} d s}
\end{aligned}
$$

For $r \in\left[0, \mathcal{R}_{q}\right], \tau^{\prime}(r)=r$, so that $\psi^{\prime}(r)=\psi(r)\left(-\alpha_{q} r\right)$. Thus

$$
\begin{aligned}
q^{\prime}(r) & =\psi(r) \nu(r) \\
q^{\prime \prime}(r) & =\psi^{\prime}(r) \nu(r)+\psi(r) \nu^{\prime}(r) \\
& =\psi(r) \nu(r)\left(-\alpha_{q} r\right)+\psi(r) \nu^{\prime}(r) \\
& =-\alpha_{q} r \nu^{\prime}(r)+\psi(r) \nu^{\prime}(r) \\
q^{\prime \prime}(r)+\alpha_{q} r q^{\prime}(r) & =\psi(r) \nu^{\prime}(r) \\
& =-\frac{1}{2} \frac{\mu(r) \Psi(r)}{\int_{0}^{4 \mathcal{R}_{q}} \frac{\mu(s) \Psi(s)}{\psi(s)} d s} \\
& =-\frac{1}{2} \frac{\Psi(r)}{\int_{0}^{4 \mathcal{R}_{q}} \frac{\mu(s) \Psi(s)}{\psi(s)} d s}
\end{aligned}
$$

Where the last equality is by definition of $\mu(r)$ in Lemma 87 and the fact that $r \leq \mathcal{R}_{q}$.
We can upper bound

$$
\int_{0}^{4 \mathcal{R}_{q}} \frac{\mu(s) \Psi(s)}{\psi(s)} d s \leq \int_{0}^{4 \mathcal{R}_{q}} \frac{\Psi(s)}{\psi(s)} d s \leq \frac{\int_{0}^{4 \mathcal{R}_{q}} s d s}{\psi\left(4 \mathcal{R}_{q}\right)}=\frac{16 \mathcal{R}_{q}{ }^{2}}{\psi\left(4 \mathcal{R}_{q}\right)} \leq 16 \mathcal{R}_{q}{ }^{2} \cdot \exp \left(\frac{7 \alpha_{q} \mathcal{R}_{q}{ }^{2}}{3}\right)
$$

Where the first inequality is by Lemma 87 , the second inequality is by the fact that $\psi(s)$ is monotonically decreasing, the third inequality is by Lemma 86 .

Thus

$$
\begin{aligned}
q^{\prime \prime}(r)+\alpha_{q} r q^{\prime}(r) & \leq-\frac{1}{2}\left(\frac{\exp \left(-\frac{7 \alpha_{q} \mathcal{R}_{q}{ }^{2}}{3}\right)}{16 \mathcal{R}_{q}{ }^{2}}\right) \Psi(r) \\
& \leq-\frac{\exp \left(-\frac{7 \alpha_{q} \mathcal{R}_{q}{ }^{2}}{3}\right)}{32 \mathcal{R}_{q}{ }^{2}} q(r)
\end{aligned}
$$

Where the last inequality is by $\Psi(r) \geq q(r)$.
Proof of 2. Notice first that $\nu(r) \geq \frac{1}{2}$ for all $r$. Thus

$$
\begin{aligned}
q(r) & :=\int_{0}^{r} \psi(s) \nu(s) d s \\
& \geq \frac{1}{2} \int_{0}^{r} \psi(s) d s \\
& \geq \frac{\exp \left(-\frac{7 \alpha_{q} \mathcal{R}_{q}{ }^{2}}{3}\right)}{2} \cdot r
\end{aligned}
$$

Where the last inequality is by Lemma 86 ,
Proof of 3. By definition of $f, q^{\prime}(r)=\psi(r) \nu(r)$, and

$$
\frac{\exp \left(-\frac{7 \alpha_{q} \mathcal{R}_{q}{ }^{2}}{3}\right)}{2} \leq \psi(r) \nu(r) \leq 1
$$

Where we use Lemma 86 and the fact that $\nu(r) \in[1 / 2,1]$
Proof of 4. Recall that

$$
q^{\prime \prime}(r)=\psi^{\prime}(r) \nu(r)+\psi(r) \nu^{\prime}(r)
$$

That $q^{\prime \prime} \leq 0$ can immediately be verified from the definitions of $\psi$ and $\nu$. Thus

$$
\begin{aligned}
\left|q^{\prime \prime}(r)\right| & \leq\left|\psi^{\prime}(r) \nu(r)\right|+\left|\psi(r) \nu^{\prime}(r)\right| \\
& \leq \alpha_{q} \tau^{\prime}(r)+\left|\psi(r) \nu^{\prime}(r)\right|
\end{aligned}
$$

From Lemma 86, we can upperbound $\tau^{\prime}(r) \leq \frac{5 \mathcal{R}_{q}}{4}$. In addition, $\Psi(r)=\int_{0}^{r} \psi(s) \geq r \psi(r)$, so that

$$
\begin{equation*}
\frac{\Psi(r)}{\psi(r)} \geq r \tag{D.21}
\end{equation*}
$$

(Recall again that $\psi(s)$ is monotonically decreasing). Thus $\Psi(r) / r \geq r$ for all $r$. In addition, using the fact that $\psi(r) \leq 1$,

$$
\begin{equation*}
\Psi(r)=\int_{0}^{r} \psi(s) d s \leq r \tag{D.22}
\end{equation*}
$$

Combining the previous expressions,

$$
\begin{aligned}
\left|\psi(r) \nu^{\prime}(r)\right| & =\left|\frac{1}{2} \frac{\mu(r) \Psi(r)}{\int_{0}^{4 \mathcal{R}_{q}} \frac{\mu(s) \Psi(s)}{\psi(s)} d s}\right| \\
& \leq\left|\frac{1}{2} \frac{\mu(r) r}{\int_{0}^{\mathcal{R}_{q}} \frac{\Psi(s)}{\psi(s)} d s}\right| \\
& \leq\left|\frac{1}{2} \frac{4 \mathcal{R}_{q}}{\int_{0}^{\mathcal{R}_{q}} s d s}\right| \\
& \leq \frac{4}{\mathcal{R}_{q}}
\end{aligned}
$$

Where the first inequality are by definition of $\mu(r)$ and (D.22), and the second inequality is by (D.21) and the fact that $\mu(r)=0$ for $r \geq 4 \mathcal{R}_{q}$. Combining with our bound on $\psi^{\prime}(r) \nu(r)$ gives the desired bound.

Proof of 5.

$$
q^{\prime \prime \prime}(r)=\psi^{\prime \prime}(r) \nu(r)+2 \psi^{\prime}(r) \nu^{\prime}(r)+\psi(r) \nu^{\prime \prime}(r)
$$

We first bound the middle term:

$$
\begin{aligned}
\left.\mid \psi^{\prime}(r) \nu^{\prime} r\right) \mid & \left.=\mid \psi(r)\left(\alpha_{q} \tau^{\prime}(r)\right) \nu^{\prime} r\right) \mid \\
& \left.\leq \alpha_{q}\left|\tau^{\prime}(r)\right| \mid \psi(r) \nu^{\prime} r\right) \mid \\
& \leq \frac{5 \alpha_{q} \mathcal{R}_{q}}{4} \cdot \frac{4}{\mathcal{R}_{q}} \\
& \leq 5 \alpha_{q}
\end{aligned}
$$

Where the second last line follows form Lemma 86 and our proof of 4.
Next,

$$
\psi^{\prime \prime}(r)=\psi(r)\left(\alpha_{q}^{2} \tau^{\prime}(r)^{2}-\alpha_{q} \tau^{\prime \prime}(r)\right)
$$

Thus applying Lemma 86. 1 and Lemma 86.3,

$$
\left|\psi^{\prime \prime}(r) \nu(r)\right| \leq 2 \alpha_{q}^{2} \mathcal{R}_{q}^{2}+\alpha_{q}
$$

Finally,

$$
\nu^{\prime \prime}(r)=\frac{1}{2 \int_{0}^{4 \mathcal{R}_{q}} \frac{\mu(s) \Psi(s)}{\psi(s)} d s} \cdot \frac{d}{d r} \mu(r) \Psi(r) / \psi(r)
$$

Expanding the numerator,

$$
\begin{aligned}
\frac{d}{d r} \frac{\mu(r) \Psi(r)}{\psi(r)} & =\mu^{\prime}(r) \frac{\Psi(r)}{\psi(r)}+\mu(r)-\mu(r) \frac{\Psi(r) \psi^{\prime}(r)}{\psi(r)^{2}} \\
& =\mu^{\prime}(r) \frac{\Psi(r)}{\psi(r)}+\mu(r)+\mu(r) \frac{\Psi(r) \psi(r) \alpha_{q} \tau^{\prime}(r)}{\psi(r)^{2}}
\end{aligned}
$$

Thus

$$
\psi(r) \nu^{\prime \prime}(r)=\frac{1}{2 \int_{0}^{4 \mathcal{R}_{q}} \frac{\mu(s) \Psi(s)}{\psi(s)} d s} \cdot\left(\mu^{\prime}(r) \Psi(r)+\mu(r) \psi(r)+\mu(r) \Psi(r) \alpha_{q} \tau^{\prime}(r)\right)
$$

Using the same argument as from the proof of 4., we can bound

$$
\begin{aligned}
\frac{1}{2 \int_{0}^{4 \mathcal{R}_{q}} \frac{\mu(s) \Psi(s)}{\psi(s)} d s} & \leq \frac{1}{2 \int_{0}^{\mathcal{R}_{q}} s d s} \\
& \leq \frac{1}{\mathcal{R}_{q}{ }^{2}}
\end{aligned}
$$

Finally, from Lemma 87. $\left|\mu^{\prime}(r)\right| \leq \frac{\pi}{6 \mathcal{R}_{q}}$, so

$$
\begin{aligned}
\left|\psi(r) \nu^{\prime \prime}(r)\right| & \leq \frac{\pi / 6+1+5 \alpha_{q} \mathcal{R}_{q}{ }^{2} / 4}{\mathcal{R}_{q}{ }^{2}} \\
& \leq \frac{2\left(\alpha_{q} \mathcal{R}_{q}{ }^{2}+1\right)}{\mathcal{R}_{q}{ }^{2}}
\end{aligned}
$$

Lemma 86 Let $\tau(r):[0, \infty) \rightarrow \mathbb{R}$ be defined as

$$
\tau(r)= \begin{cases}\frac{r^{2}}{2}, & \text { for } r \leq \mathcal{R} \\ \frac{\mathcal{R}^{2}}{2}+\mathcal{R}(r-\mathcal{R})+\frac{(r-\mathcal{R})^{2}}{2}-\frac{(r-\mathcal{R})^{3}}{3 \mathcal{R}}, & \text { for } r \in[\mathcal{R}, 2 \mathcal{R}] \\ \frac{5 \mathcal{R}^{2}}{3}+\mathcal{R}(r-2 \mathcal{R})-\frac{(r-2 \mathcal{R})^{2}}{2}+\frac{(r-2 \mathcal{R})^{3}}{12 \mathcal{R}}, & \text { for } r \in[2 \mathcal{R}, 4 \mathcal{R}] \\ \frac{7 \mathcal{R}^{2}}{3}, & \text { for } r \geq 4 \mathcal{R}]\end{cases}
$$

Then

1. $\tau^{\prime}(r) \in\left[0, \frac{5 \mathcal{R}}{4}\right]$, with maxima at $r=\frac{3 \mathcal{R}}{2}$. $\tau^{\prime}(r)=0$ for $r \in\{0\} \bigcup[4 \mathcal{R}, \infty)$
2. As a consequence of $1, \tau(r)$ is monotonically increasing
3. $\tau^{\prime \prime}(r) \in[-1,1]$

## Proof of Lemma 86

We provide the derivatives of $\tau$ below. The claims in the Lemma can then be immediately verified.

$$
\begin{gathered}
\tau^{\prime}(r)= \begin{cases}r, & \text { for } r \leq \mathcal{R} \\
\mathcal{R}+(r-\mathcal{R})-\frac{(r-\mathcal{R})^{2}}{\mathcal{R}}, & \text { for } r \in[\mathcal{R}, 2 \mathcal{R}] \\
\mathcal{R}-(r-2 \mathcal{R})+\frac{(r-2 \mathcal{R})^{2}}{4 \mathcal{R}}, & \text { for } r \in[2 \mathcal{R}, 4 \mathcal{R}] \\
0, & \text { for } r \geq 4 \mathcal{R}]\end{cases} \\
\tau^{\prime \prime}(r)= \begin{cases}1, & \text { for } r \leq \mathcal{R} \\
1-\frac{2(r-\mathcal{R})}{\mathcal{R}}, & \text { for } r \in[\mathcal{R}, 2 \mathcal{R}] \\
-1+\frac{r-2 \mathcal{R}}{2 \mathcal{R}}, & \text { for } r \in[2 \mathcal{R}, 4 \mathcal{R}] \\
0, & \text { for } r \geq 4 \mathcal{R}]\end{cases}
\end{gathered}
$$

Lemma 87 Let

$$
\mu(r):= \begin{cases}1, & \text { for } r \leq \mathcal{R} \\ \frac{1}{2}+\frac{1}{2} \cos \left(\frac{\pi(r-\mathcal{R})}{3 \mathcal{R}}\right), & \text { for } r \in[\mathcal{R}, 4 \mathcal{R}] \\ 0, & \text { for } r \geq 4 \mathcal{R}\end{cases}
$$

Then

$$
\mu^{\prime}(r):= \begin{cases}0, & \text { for } r \leq \mathcal{R} \\ -\frac{\pi}{6 \mathcal{R}} \sin \left(\frac{\pi(r-\mathcal{R})}{\mathcal{R}}\right), & \text { for } r \in[\mathcal{R}, 4 \mathcal{R}] \\ 0, & \text { for } r \geq 4 \mathcal{R}\end{cases}
$$

Furthermore, $\mu^{\prime}(r) \in\left[-\frac{\pi}{6 \mathcal{R}}, 0\right]$
This lemma can be easily verified by algebra.

## D. 6 Miscellaneous

The following theorem, taken from [35], establishes a quantitative CLT.

Theorem 15 Let $X_{1} \ldots X_{n}$ be random vectors with mean 0, covariance $\Sigma$, and $\left\|X_{i}\right\| \leq \beta$ almost surely for each $i$. Let $S_{n}=\frac{1}{\sqrt{n}} \sum_{i=1}^{n} X_{i}$, and let $Z$ be a Gaussian with covariance $\Sigma$, then

$$
W_{2}\left(S_{n}, Z\right) \leq \frac{6 \sqrt{d} \beta \sqrt{\log n}}{\sqrt{n}}
$$

Corollary 88 Let $X_{1} \ldots X_{n}$ be random vectors with mean 0 , covariance $\Sigma$, and $\left\|X_{i}\right\| \leq \beta$ almost surely for each $i$. let $Y$ be a Gaussian with covariance $n \Sigma$. Then

$$
W_{2}\left(\sum_{i} X_{i}, Y\right) \leq 6 \sqrt{d} \beta \sqrt{\log n}
$$

This is simply taking the result of Theorem 15 and scaling the inequality by $\sqrt{n}$ on both sides.

The following lemma is taken from [19] and included here for completeness.
Lemma 89 For any $c>0, x>3 \max \left\{\frac{1}{c} \log \frac{1}{c}, 0\right\}$, the inequality

$$
\frac{1}{c} \log (x) \leq x
$$

holds.

## Proof

We will consider two cases:
Case 1: If $c \geq \frac{1}{e}$, then the inequality

$$
\log (x) \leq c x
$$

is true for all $x$.
Case 2: $c \leq \frac{1}{e}$.
In this case, we consider the Lambert W function, defined as the inverse of $f(x)=x e^{x}$. We will particularly pay attention to $W_{-1}$ which is the lower branch of $W$.

We can lower bound $W_{-1}(-c)$ using Theorem 1 from [13]:

$$
\begin{aligned}
\forall u>0, \quad W_{-1}\left(-e^{-u-1}\right)> & -u-\sqrt{2 u}-1 \\
\text { equivalently } \quad \forall c \in(0,1 / e), \quad-W_{-1}(-c) & <\log \left(\frac{1}{c}\right)+1+\sqrt{2\left(\log \left(\frac{1}{c}\right)-1\right)}-1 \\
& =\log \left(\frac{1}{c}\right)+\sqrt{2\left(\log \left(\frac{1}{c}\right)-1\right)} \\
\leq & 3 \log \frac{1}{c}
\end{aligned}
$$

Thus by our assumption,

$$
\begin{aligned}
x & \geq 3 \cdot \frac{1}{c} \log \left(\frac{1}{c}\right) \\
\Rightarrow x & \geq \frac{1}{c}\left(-W_{-1}(-c)\right)
\end{aligned}
$$

then $W_{-1}(-c)$ is defined, so

$$
\begin{aligned}
& x \geq \frac{1}{c} \max \left\{-W_{-1}(-c), 1\right\} \\
\Rightarrow & (-c x) e^{-c x} \geq-c \\
\Rightarrow & x e^{-c x} \leq 1 \\
\Rightarrow & \log (x) \leq c x
\end{aligned}
$$

The first implication is justified as follows: $W_{-1}^{-1}:\left[-\frac{1}{\varepsilon}, \infty\right) \rightarrow(-\infty,-1)$ is monotonically decreasing. Thus its inverse $W_{-1}^{-1}(y)=y e^{y}$, defined over the domain $(-\infty,-1)$ is also monotonically decreasing. By our assumption, $-c x \leq-3 \log \frac{1}{c} \leq-3$, thus $-c x \in(-\infty,-1]$, thus applying $W_{-1}^{-1}$ to both sides gives us the first implication.


[^0]:    ${ }^{1}$ They assume that the potential function $f$ is a sum of $d / c$ functions $\left\{f_{i}\right\}_{i=1}^{\left\lceil\frac{d}{c}\right\rceil}$, where each $f_{i}$ only depends on a distinct set of $c$ coordinates, for some constant $c \in \mathbb{N}$.

