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1. Introduction
MacSpin is a program for dynamic display of multivariate data. It uses rotation to display 3-

dimensional scatterplots, and also offers dynamic graphics primitives such as animation, identification,
and highlighting. Using these features, the user can visually find trends, clusters, outliers, and other
patterns in multivariate data.

MacSpin has a broad range of data manipulation and calculation features. These allow the user to
interactively transform, edit, split, and categorize his data as patterns in the display indicate. MacSpin
also provides many display options and a number of statistical summaries. All these features are avail-
able to the user at the click of a mouse button. Thus the program speeds up the detective work
required to understand the visual clues provided by the graphical display.

Dynamic graphics systems have been developed before at various research institutions; these sys-
tems ran on large, expensive, and/or exotic machines and had limited use. MacSpin runs on the Apple
Macintosh, a personal computer. Like other Macintosh software, it places a great deal of emphasis on
completeness of display options, on quality of the user interface and on ease of use. It can fairly be
said that MacSpin offers a wider array of features than earlier systems; that where it overlaps with pre-
vious systems, MacSpin offers a considerably more complete implementation, and that all these features
are packaged together intelligently, so that users who do not need certain features will not be bothered
by them. MacSpin makes dynamic graphics perforn up to the potential sketched out by earlier sys-
tems, and it makes dynamic graphics accessible to a broad audience of scientists and engineers.

In this paper, we begin by telling a few stories that show how the program is used on real data;
we discuss some history of dynamic graphics; we discuss the environment and user interface of
MacSpin; and finally, we discuss some system design issues.

2. Some Stories
In our experience, the best way to explain what dynamic graphics can do is to use it on real data

and illustrate the features as one goes along. The MacSpin documentation does this for examples rang-
ing from data on Galaxies and earthquakes to Urban Planning. Here we give brief examples for the
CARS and DIABETES datasets.

2.1. Cars Data
This dataset consists of data on all the cars road-tested by Consumer Reports magazine between

1971 and 1983. The data will help us see how the auto industry changed over the last decade or so.
The names of the 418 cars are listed in th& events window on the MacSpin display (lower right): the
portion we see includes the Plymouth Barracuda and the Plymouth Fury III, cars from the early
1970's. The Variables window (partially obscured by the Events window) shows the variables we
have measured for each car, things involving performance (Gallons per Mile, Seconds to reach 60 MPH
from a full stop), size (Horsepower, Weight, ...), and miscellaneous (Model Year, Continent of Origin).

X-Y Plots. The view in the plot window shows all the cars (American, European, and Japanese) in
an x-y plot, with x= Gal/Mi (i.e. fuel usage per mile) versus y= slowness (Secs. 0-60). The points
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Figure 1. Gasoline consumption and acceleration time for 418 cars reviewed by
Consumer Reports between 1971 and 1983.

represent individual cars. By moving fte cursor to a point and clicking, we can find out its identity.
The point at the upper left (slow but economical) is a VW pickup; the lowest point in the plot (the
fastest in this dataset) is a Plymouth Barracuda. By holding down the control and option keys as we
identify, the full data record pops up. This shows us that the fast, efficient car in the lower left is a
1981 Datsun 280 ZX.

datsun 280-zH
Gal/Hi 0.03058104

CUD 6Cu/In 168

Hpwr 132Wt/Lbs 2910

Figure 2. Info Pop-up for Datsun 280 ZX.

X-Y-Z Plots. The x-y plot shows the general trend of the auto industry -- what combinations of
speed and economy are available. By rotating the plot, we can get an extra dimension into the display.
We point at a rotation icon on the far left, and hold down the mouse button. The 2-d plot becomes a
rotating 3-d plot, the previously hidden z-variable coming into play. When we do this for the Cars data,
and bring z=Weight into the display, we see a cloud of points rotating smoothly in space. The cloud is
shaped like a sausage and shows the combinations of economy, speed, and weight being built during the
1971-1983 period.

As we rotate the plot, we notice a few interesting things. First, one point turns out to be an
outlier. We stop the rotation and identify it; it is an Intemational Harvester truck. Somehow a truck has
slipped in to a database on cars! When we scroll to the truck's name in the events window, we see
that Consumer Reports road-tested a few other trucks, too. By pointing at their names on the list, we
can highlight them in the plot window. They are also outliers. By choosing Exclude from the events
window, we can (temporarily) remove them from the display. The rotation has helped us identify and
remove outliers.
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Figure 3: Highlighting and excluding trucks from the display.

Highlighting Subsets. Further rotation shows that the data consist of three clusters. Seeking for an
explanation, we bring the Subsets window to the front. This shows some subsets of the data predefined
(by us) as being interesting to look al By pointing at the name of any subset, we can highlight its
members on the display. When we do this, we see that the 3 clusters consist of 8, 6, and 4 cylinder
cars, respectively. We could also highlight American, European, and Japanese subsets in turn, and
find out where they are on the display.
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X Galli
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Figure 4: Highlighting subsets of 4, 6, and 8 cylinder cars.

Animation permits us to study the effect of a fourth variable on a display. Suppose we are

interested in how the American auto industry has changed over time. We can select the American cars,

and then select Focus from the events menu. MacSpin now temporarily excludes imported cars from
the display. We then drag the Year variable to the scroll bar in the lower left. This will let us scroll
through the data model-year by model-year. We begin at 1971. The cars made then are concentrated
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in the lower left of the display: fast, heavy, gas-guzzling cars. As we scroll smoothly forward, we see
that the data drift systematically towards the upper right-- toward slower, lighter, more economical
machines.

Y:Acc/0-60 1983

Z: Cu/In

1971

Figure 5: Animation showing changes in the performance of American cars
over time: the years 1971, 1978, and 1983 are shown.

Transformations. The researcher can also transform existing variables to create new ones.
Features like this make MacSpin useful not just for displaying data but also for manipulating it to get
the right display. We just saw that cars became more economical over the period 1973-1981. Did they
just become lighter and smaller, or was there an actual increase in mechanical efficiency? Dividing
Gal/Mi by Weight gives us a standardized measure of fuel efficiency in which the effects of weight are
taken out. Looking at plots with this new variable shows that American cars got more efficient and not
just smaller over this period. Variable transformations are all included in a special transformations win-
dow, and executed by pointing and clicking with the mouse.
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Markers. MacSpin also makes it easy to get a hard copy of the data plots. (Since you can mark
subsets with special symbols, you can use these to convey some of what the dynamic exploration
showed you.) "Screen dumps" are generated using the Command-Shift-3 sequence. The figure below is
derived from a screen dump. 1971 model cars are marked with a box, and 1983 model cars with an
asterisk. The resulting image was cropped, and shadows and captions were drawn in, using MacPaint.
Figure 7 conveys the interesting message that the most efficient 1971 model cars are less efficient than
the least efficient 1983 models.

Acc 0-60

F,a,V* 1.~a19831

03

Figure 7: American cars, with special marlcers given to model years 1971 and 1983.

2.2. Diabetes Data
The Diabetes data were provided by Reaven and Miller of Stanford University. The original

graphic analysis of it was done on the PRIM-9, and reported in Diabetologica in 1979. The data
describe 145 nonobese and nonketotic patients who agreed to participate in a medical experiment. The
purpose was to assess the relationships among various measures of plasma glucose and insulin in order
to illuminate the etiology of "Chemical" and "Overt" diabetes. Each patient underwent a glucose toler-
ance test, and the following quantities were measured: Age, Relative Weight, Fasting Plasma Glucose,
Test Plasma G>lucose (a measure of insulin intolerance), Steady State Plasma Glucose, Plasma Insulin
during the tesL In addition we have the doctors' classification of these patients as overt diabetic, chem-
ical diabetic, or norrnal. Age and Relative, Weight turned out to be unimportant hence are excluded
from our analysis (as they were by Reaven and Miller).

The opening view of our demonstration has the following variables assigned to the three axces:
Fasting Glucose on the X-axis, Test Glucose on the Y-axis and Test Insulin on the Z-axis.

File Edit Display Uariables Subsets Euents Markers
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Figure 8: Data for 145 patients who underwent a glucose tolerance test.
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This view, showing the data distributed in a sausage-shaped cloud, supports the interpretation that
there is but one direction in which abnormality develops, as we progress form normal patients to Chem-
ical to Overt diabetics. However, as soon as we start to rotate the data around the X-axis, and tilt it a
bit to better show the third dimension, Z, we can see the pointcloud has, in fact, the shape of a
boomerang. We can no longer accept that there is just one direction of disease developoment.

Figure 9: Rotation showing the boomerang aspect of the data.
The most natural question at this point is: What makes the two arms of the boomerang? As the

doctors have classified the diabetic patients as either Chemical or Overt, we can highlight each subset
separately. As Figure 10 shows, each arm corresponds to one of the groups.

Overt highlighted Chemical highlighted

Figure 10: Chemical and overt diabetics shown occupying the two arms of the boomerang.

We can also mark the points corresponding to Overt diabetics with x's, and points of Chemical
diabetics with diamonds. Whatever our notation, our conclusion is that Chemical and Overt diabetes are

two different syndromes, not just one manifested at different levels of intensity.
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3. Some History
MacSpin, of course, is not the first system for dynamic graphics. Over the last decade, dynamic

graphics systems have been developed at a few research institutions. Thcse were by and large one-of-a-
kind installations and required expensive and/or exotic equipment. The first system of this kind, PRIM-
9, developed by Friedman, Fisherkeller, and Tukey at the Stanford Linear Accelerator Center in the
Early 1970's, ran on an IBM mainframe with a $400,000 display unit, and cost several hundred dollars
an hour to use. Other systems were built, for somewhat less cost, at Harvard (PRIM-H), at Stanford,
(Orion) and at Bell Labs (Scatmat). These systems served to show that dynamic graphics could be used
to analyze data in many different fields... so that a lot of potential was there. For example, PRIM-9
was used to analyze data from particle physics experiments, ... but it was also used to study the
different diabetes syndromes. The PRIM-H system was used to inspect data on circadian rhythms of
monkeys, on demographics of developing nations, and on clustering of remote galaxies.

Unfortunately, such systems were hidden away in labs and only a few people ever had access to
them. Also, because they were used by so few people, issues like ease of use and capacity for working
with real data on an everyday basis were secondary. The designers of these systems created them to
make movies and videotapes illustrating the tremendous potential of dynamic graphics, but they did not
use their systems for everyday work.

One difference between MacSpin and earlier systems makes this clear. Earlier systems were all
demonstrated at conferences by projecting a videotape or movie that had been shot at the research insti-
tution and carefully edited. It would have been impractical to install a VAX and appropriate graphics
devices on site for a live demonstration. At the 1986 Annual Meeting of the American Statistical Asso-
ciation, MacSpin was demonstrated live, using a Macintosh one of the authors carried into the lecture
hall and plugged in, and a small projector which took the video signal direct from the back of the
Macintosh. Dynamic graphics has become as portable as the 22-pound Macintosh.

(Of course, one can still use big computers in conjunction with dynamic graphics. For example,
we like very much to use the S statistical system developed at ATT Bell Laboratories, running on a
VAX at Berkeley. We use the Macintosh as a graphics terminal to the VAX, and can rapidly transfer to
MacSpin any data we have in S which we would like to view with MacSpin. In this way can use the
VAX from home over a phone line and do dynamic graphics at home, which the earlier systems could
never have allowed us to do).

4. An Environment and a User Interface for Dynamic Graphics
A key feature of MacSpin, not present in earlier systems, is the supporting environment that

MacSpin offers. This environment includes facilities for data input/output, data editing, graphical hard-
copy, data transformation, and variations in the display options -- we will give details below.

It is hard to overstate the importance of this supporting environment. In our experience, succesful
use of dynamic graphics involves not just looking at a display of raw data, but a mixture of massaging
the data (transforming and editing it), modifying the display in order to make the display more informa-
tive, and saving documentation of what has been seen. Indeed, exploration of data is inherently a pro-
cess of discovering structure, and then removing it so that further structure becomes apparent. Thus, in
principle, there ought to be a very tight loop in which the user alternately sees and then acts based on
what he sees. The stories above give examples of the way this process happens in analyzing real data.

When the environment is not rich enough to support this tight loop, users become frustrated; they
want to follow up on what they see, but cannot. In a few minutes of interacting with their data, many
questions come to mind:"What happens if we look at gallons/mile instead of miles/gallon?", "Are all
these outliers 4 cylinder cars?", "How well can we separate Chemical Diabetics from Overts using just
two variables". The inability to follow up on such questions immediately imposes a burden on the
user: he must remember the questions, and then improvise methods for answering them using, say, a
statistical package or database management system. At the very least, this puts a burden on the user's
memory; if the user has to use some other system or package to answer his questions it means that he
must make constant context switches, and preserve his memory and sense of purpose across switches.
The end result can easily be exhaustion, frustration, and loss of effectiveness.
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So to encourage true high-interaction between user, data, and display requires a rich environment;
but it also requires a clean user interface to that environment. It must be easy for the user to access the
tools of the environment, or he will still get exhausted by the effort of using the system, and again lose
the benefits of high interaction. Similarly, the visual design of the user interface must be clean and
uncluttered so that the user's eye is not too much distracted by too much "screen junk". And the
sequence of visual displays encountered in using the system must not be too varied or discontinuous, or
else fatigue will arise from constant context switching.

We believe that MacSpin offers an excellent combination of richness of environment with quality
of user unterface. We now describe both elements of the combination in more detail.

4.1. The Environment
The facilities that MacSpin offers can be classified as follows:

--> Display Options. Changing how data get displayed.
--> Information Pop-ups. Providing additional information about the data.
--> Subset operations. Defining, combining, removing subsets of data.
--> Transformations. Defining and transforming variables.
--> Input/Output. Data import/export, Data editing, Graphical Hardcopy.
--> Documentation. Manual with worked-out examples on real datasets.

We discuss these facilities in turn.

Display Options.
These range from very simple ones:

Background color -- the ability to display data as white points on a black background or as black
ones on a white background;
Axis visibility -- the ability to have the tripod visible or invisible as rotation happens;
Big Pixels -- the ability to display points using either big or regular pixel widths;
Save Orientation -- the ability to "'save" a certain 3-d viewpoint, and return to it later;

to more sophisticated ones:

Depth Cueing -- the ability to display points with size of marker indicating depth;
Set Origin -- the ability to set the origin of the rotation coordinate system to any point in the
dataset, or to the centroid of any subset of points;
Rotate N degrees -- the ability to numerically "navigate" the orientation so that the plot is seen
from any numerically specified viewpoint in 3-space;
Spatial Scaling -- the ability to force the scaling of the plot axes so that proportions seen in the
display reflect the actual numerical proportions present in the dataset (that is, in stretching or
shrinking the plot to fit on screen, the same stretch or shrink is applied to all three axes).
Automatic Pilot -- the ability to have the plot rotate continuously, without need for continual
pressing of the mouse button. The rotation can be either in one direction, or else rocking back
and forth a few degrees about a fixed viewpoint.

Other features control display of individual data points. Thus, when data points are highlighted because
they have been selected, the user has available two different intensities. And, as we have seen, points
can be displayed with markers -- articulated symbols rather than just dots -- to differentiate between
subsets of data. The markers can also be temporarily suppressed to go back to a plain display.

In our experience, for each dataset, some subset of these display options will be essential. For
example, spatial scaling is needed in looking at spatial data, markers are needed in data with categorical
variables, and a white background is useful when preparing artwork. All these features, as discussed
later, are available through simple point-and-click operations with the Macintosh mouse.
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Information Options
MacSpin can provide the user with additional information beyond what normally is showing in

the display. Much of this is accomplished through "pop-up windows" which the user calls up by hold-
ing the option and or command keys and pressing the mouse button. The resulting information is about
either MacSpin or about the user's data.

For information about MacSpin itself, there are pop-ups which: tell the user the current viewpoint
(in latitude, longitude, etc.); tell him the current settings of the animation controls; and tell of the
settings of the automatic rotation and rocking features.
For information about the dataset, we have already seen the pop-ups that give the full data record
on an individual; there are also pop-ups which give a range of summary statistics on any variable
in the dataset, pop-ups which give a list of the individuals in the dataset, sorted by a variable, and
pop-ups which count and list the members of a subset.

These pop-ups allow the interested user to quickly get answers to many of the basic questions that
come up during exploration, without cluttering the screen and forcing the uninterested user to see the
information.

Other features which could be listed as information-providing include the ability to inspect a
spreadsheet-like view of the entire dataset, which the user can scroll through and edit.

Subset Operations
MacSpin allows the user to define and combine subsets of data. The definition can be based on

selection from the plot window, using the mouse, or based on the label of a point matching a certain
pattern (e.g. to make a subset "Ford" containing all individuals whose labels contain the string
"Ford"), or based on a numerical criterion (e.g. to make a subset "Overt Diabetics" containing all
individuals with GluFast > 120). The subsets can be combined via intersection, union, and difference.
Once subsets are defined, they can be highlighted, specially marked, focused on or hidden from the
display; and statistics of that subset alone can be computed.

As we have seen, the subset manipulations are the key to much exploratory work with real data.
They allow one to focus attention on American cars, to isolate outliers in a subset and browse through
them for clues as to where they came from, to compare different time periods in the dataset. We
believe that MacSpin is unique in providing this broad range of subset operations. We have found these
operations so frequently useful that the prospect of having to use a system without them would depress
us greatly.

Transformations
As we have seen, MacSpin allows the user to transform his data, by any of the typical operations

(add two variables, take logs of a third, ...). The user may also create linear combinations of several
variables; this is useful interepreting linear regression and principal component analyses done elsewhere.
MacSpin also allows the user to create new variables containing random numbers, and to create vari-
ables containing arithmetic progressions. These "artificial" variables are frequently useful. Thus, con-
ditioning on a random variable allows one to select a random subset of the data; focusing on such a
subset can be useful when the dataset consists of so many thousands of individuals, so that the display
has gotten saturated with points. Progressions are useful, for example, so that one can select the last
418 points in the dataset, or if one wants to deal with time series.

Input-Output
MacSpin reads in Ascii files with white space (blanks or tabs) separating the entries. It also

accepts data from the Macintosh clipboard. This means that the process of transferring data from, say,
a VAX, running S or from another Macintosh program is quick and painless. If there are problems
reading the dataset, a box appears showing the offending line in an edit box. The user can at that point
correct the error, discard the line, or abort the read. MacSpin also can save data in the form of text
files or on the clipboard. Some users have reported that they use MacSpin as a data manipulation tool,
because of its subset and transformation features, when they are dealing with spreadsheets. They take
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the data from their spreadsheet program into MacSpin, manipulate it, and take it back into the
spreadsheet program.

MacSpin allows three forms of graphical hardcopy. First, there is the "screen dump" which everyMacintosh application offers. Second, there is print command which allows the
user to add captionsand other embellishments. Third, the user can paste a figure onto the clipboard, and from there intoMacDraw or another drawing program, where the figure can be edited, captions added, borders added,

etc.
All of these abilities are easily used by anyone with a little Macintosh experience.

Documentation
MacSpin comes with 189-page manual and 32-page supplement. The documentation explainsnot only use of the features, but how the features fit into the process of data analysis. Seven datasets areanalyzed in detail, and stories similar to the Cars and Diabetes stories are given for each. The datasetscover fields ranging from geophysics to botany. The program itself now comes with 15 datasets span-

ning an even wider range than is covered in the manual.
We believe that this documentation represents the first real attempt explain what dynamic

graphics is and what it do outside of research articles. Judging from the
response we havereceived, we believe that it does get some basic points about data analysis and graphics across to a

large audience.

4.2. User Interface
many features described and/or hinted at in the last subsection would be overwhelm-

ing good user interface. That interface needs to make the easy things easy, to hide
unnecessary person who doesn't need them, but to provide lots of power that users

don't get the sense of frustration we talked about earlier.
Luckily, by following Macintosh User Interface Standard, we have been ahead of the game

Section 5 points out, the Interface Standard has taught us a lot about designing
using mouse and windows, to get a visually and intellectually satisfying result.

example how the Interface Standard helps one avoid clutter and yet offer both sim-
plicity power, consider the device common to all Macintosh programs, the device of having

menu

top screen with pull-down menus. In MacSpin, this gives a pleasing classification of
user: File, Edit, Display, Variables, Subsets, Events, Markers. The thus

associated with the display are on the Display menu; he can get them any time,
but doesn't have to look at them when he doesn't need them.

example, consider the pop-up windows, that bring information to the sophisticated
user, the user is finished with them. The novice does not need to know they are avail-
able; expert for them in an instant by holding down the option key as he clicks the mouse but-

ton. Functionality is provided without intellectual or visual clutter.
Nevertheless, be admitted that MacSpin offers an awful lot of features. To offer so

environment would perhaps be foolish; no one could remember them all, along with all the

things remember, simply to work in that environment. Fortunately, all Macintosh appli-
certain ways, and this keeps all the complexity manageable. In learning a

program, only has to learn about the task unique to the program. All the other things about

program operation --

starting up, opening files, editing data, moving and resizing windows, transferring

data, printing -- the same as in any other program. The user already knows them. In contrast,
may have to remember the different ways of quitting a program that his most com-

monly programs employ, and 8 different sets of option flags, and different file formats, and so on.
world, there is much less of the "removable complexity" so omnipresent in less

systems as Unix. Therefore individual applications can present a greater level of func-
tionality without

that users will be too confused or exhausted to make
use of it.
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4.3. Nonstandard applications
Of course, the proof of the pudding is in the eating. If MacSpin's user interface and full-featured

environment are so worthwhile, then there should be things that users have come up with in the course
of analyzing their data that illustrate this. We can give three examples.

Mercedes Benz Plot
The Fortune 250 data supplied with MacSpin give information about the top 250 companies in

the Fortune 500 listing for 1985; the infornation includes the rankings of the company in 1980, 1975,
1970, and 1965. Suppose we make a plot in MacSpin with axes giving the 1985, 1980, and 1975 rank-
ings. However, we look at it from an unconventional viewpoint so that each pair of axes makes a 60-
degree angle (the Mercedes-Benz symbol). We position the axes in this way by using the "naviga-
tion". When we do this, we get the plot shown in Figure 11 below. When viewed in this way, a point
is in the upper right if it has been shrinking (rank in 1985 > mnk in 1980 > rank in 1975; recall that a
higher rank means smaller sales (Exxon's 1985 rank is 1)). A point is in the lower left if it has been
growing (rank in 1985 < rank in 1980 < rank in 1975). By going through the subsets of this dataset
(Chemicals, Drug, Oil, Computers, ...) and highlighting each in turn, one rapidly sees which industries
have been growing and which have been shrinking.

1985 Rank

. FirestoneInternational Harvestes.,
. -Uniroyal

197SRank 'Digftal I9ORank

Figure 11. Mercedes-Benz Plot of the Fortune 250 data.
This example shows a nice, simple application of the navigation and subset highlighting features.

An Earthquake movie
The Quakes dataset supplied with MacSpin gives the location of 1000 earthquakes occuring in the

South-West Pacific between 1964 and 1980. The events are labelled simply by their chronological
order. If the user selects the high-intensity highlighting option, then when he points at a label (Earth-
quake #386) in the Events window, the position of that earthquake is highlighted on the display with a
big, fat, dot -- practically, a 'ball'. Now suppose he brushes the mouse through the list of labels; then
the quakes get highlighted one after the other, in a smooth fashion. The user sees the sequence of
earthquakes "happenings" bam-bam-bam, all over the South-West Pacific. It looks as if a ball is
bouncing all over the screen randomly. Occasionally, many earthquakes occur in a small region of
space and time; such an aftershock sequence shows up vividly in the movie, as the "bouncing ball"
stops hopping all over the screen and stays confined to a relatively small region. The aftershock
sequences practically leap out at the viewer.

Flooding Oklahoma
The figure below shows a digital terrain map of an area in Oklahoma. The map consists of 4096

points, with X-Y coordinates in a regular 64 by 64 grid. The Z variable is altitude. By animating on a
fourth variable, one can see easily how it correlates with topography. Even on an ordinary Macintosh,
the speed of animation on this large dataset is fast enough that by animating back and forth, one gets a
very good feel for anomalies and cofrelations. The example would not be possible except for the spa-
tial scaling feature in MacSpin, which allows physically faithful scaling of plots.
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Figure 12. Stages in the Flooding of a digital terrain map.
These examples serve to illustrate the point that a rich environment allows one to see many

different things, in many different types of data.

5. Developing for the Macintosh.
Of course, the difference between MacSpin and earlier systems is far more than just the availabil-

ity on a personal computer. As we have indicated, the choice of the Macintosh has had far-reaching
effects on the functionality of the program.

As you probably know, the Apple Macintosh is a personal computer with a high-resolution bitmap
display and a Motorola 68000 microprocessor. Like other personal computers, it is available inexpen-
sively -- especially under some of the discount plans that exist for universities. There are now 1 million
Macintoshes in use.

MacSpin follows the Macintosh User Interface Standard. This standard was created by Apple
Computer to ensure that all software developed for the Macintosh follows a uniform protocol for issuing
commands, displaying information, opening files, and so on. In our opinion, this standard is an impor-
tant innovation in the computer world. Such a standard does not exist on any other computer -- whether
it be an IBM PC, a SUN, a VAX, or an IBM mainframe. The effects of this standard are: Every Macin-
tosh user already knows how to open files, edit them, print out results,... for every program that he
might consider using on the Macintosh. It is no exaggeration to say that most Macintosh applications
do not need user manuals. In a very real sense, most Macintosh users can profitably employ programs
like music synthesizers, paint programs, page-layout programs -- even without being an expert in the
fields addressed by those programs, and without being a computer programmer. Every Macintosh
developer is taught, by the standard, how to produce an application with a clean, smooth user interface
and a sharp appearance. Since most programmers, and most people, don't have any skills in graphical
design or in user interfaces, this means that the ease of use and appearance of Macintosh software are
an order of magnitude better than those of any other computer.

The Macintosh User Interface Standard is derived from years of experience with graphics user
interfaces on the SMALLTALK-80 system devloped at Xerox. For MacSpin in particular, following the
the User Interface standard meant a prolonged period of apprenticeship for us, learning the standard and
its rationale. For example, part of our task was to take standard User Interface notions which seemed
designed for word processing and similar applications, and discover what they meant in a data analysis
application. Eventually, we discovered things that were natural for data analysis that were not con-
sidered in the standard -- so we had to create new user interface notions in several places (our informa-
tion and hyper information pop-ups are examples of this). In retrospect, we believe that only through
such an apprenticeship can one develop the knowledge necessary to produce a polished user interface.
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In particular, we don't think that a statistician could produce a very good user interface just using his
subject matter knowledge and just experimenting with the computer on his own.

Once the design is done, implementing a good user interface is hard work. This can be judged
from the fact that MacSpin is 36,000 lines of Pascal code (not counting comments). Thus MacSpin is
as large as, or larger than, most statistics packages for microcomputers -- and MacSpin is a display pro-
gram only. Again, we doubt that we would have invested this sort of effort in MacSpin, except for the
social pressures brought to bear by the Macintosh community to do work meeting a certain standard of
polish and ease of use.

6. Experiences
MacSpin has expanded by a few orders of magnitude the number of people who have a chance to

use dynamic graphics in their work. Many users of MacSpin are, surprisingly, not scientists, or profes-
sional statisticians; we were somewhat skeptical of this trend at the beginning, but have found that the
statistically uninitiated can find many uses for this program. In fact, some of the more interesting appli-
cations have been found in areas that only a novice would have the freshness of mind to think up.
MacSpin has been used by amateur astronomers to look for patterns in local star clusters and by a
homemaker to compare nutritional content of different recipes.

Our own experiences, and feedback from users, have indicated a few broad conclusions.
[1] While rotation of point clouds is eye-catching, this is only a small part of what a good dynamic

graphics program should do. Abilities such as subset highlighting and animation on a fourth vari-
able play a large role in helping a user understand the data he is looking at. These allow the user
to dig into the reasons that certain patterns appear on the point cloud display. In our experience,
the MacSpin user spends about 20% of his time watching rotations, and the remainder of the time
using other dynamic, interactive features of the program. Point cloud rotation without all the other
features of MacSpin is just a gimmick -- it's eye catching, but it doesn't help answer any ques-
tions that come up during the analysis.

[2] MacSpin involves the user fully in the analysis of his data. While using MacSpin, the user is con-
stantly asking questions -- "Who is that outlier?", "Where are the American cars" -- and getting
instant, graphical feedback. MacSpin establishes a very tight loop between the user and the
display; this is only possible because of the graphics/mouse user interface. Moreover, using
graphics and a mouse is not enough: very subtle defects in the user interface would be enough to
sabotage the interaction loop entirely.

[3] After building MacSpin, when we look at other people's work in dynamic graphics, we notice
two common problems in their designs which would, we believe, sabotage the interaction process.
One of these is constant context switches. By this we mean that the user is not presented with one
basic display format and one uniform style of interaction, but instead, with frequent changes: a
scatterplot is present; it goes away, and is replaced by a menu; the menu goes away, and is
replaced by the scatterplot, etc. While the menu is present, the user cannot see the scatterplot,
and vice versa. This means that the user constantly has to adjust to -- parse -- his changing
visual environment, rather than focusing on his data. Also, the user is forced to remember things
he saw in one view -- e.g. the list of variable names -- so that he can use the other view
effectively. This means that the user's short term memory is occupied with incidentals rather
than with the significant issues of analysis. In MacSpin we try, as much as possible, to leave the
basic plot on the screen, and pop-up small windows and menus on the screen which leave e very-
thing else visible. Thus, to the user, it seems that there is one basic visual scene, with minor
variations. Also, things like the list of existing variable names and subset names are still visible
while a dialog box asking for the name of a new subset or variable is present -- so if the user for-
gets one of the names, he can refer back to the list.
A second common problem is clutter -- presenting too much information and too many options to
the user at once. These command items -- often rarely used -- are a constant drag on the visual
system. In contrast, the standard MacSpin display presents almost no command items; only
things having to do with the dataset are visible -- the scatterplot window, the variables list, the
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subsets list, and the event names liStL Commands pull down or pop up and are conveniently

organized for easy recovery. One could say that there is a lot of power hidden behind a chaste,

attractive facade.

7. A Final Word

We should emphasize that the real value of dynamic graphics is in the process of human-data

interaction. This interaction between the user and his data is very helpful in most investigations; it

helps the user choose a strategy for further analysis and rapidly find out about the flaws and peculiari-

ties of his dataset. Dynamic graphics does not replace other types of analysis, such as those one might

want to do with S or SAS. However, it is an important addition to the analyst's toolkit.
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