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## 1. Introduction

The central fact in the theory of second-order stationary random processes is the existence of the spectral representations of the process $\xi(t)$ as

$$
\begin{equation*}
\xi(t)=\int_{-\infty}^{\infty} e^{i t \lambda} Z(d \lambda), \tag{1.1}
\end{equation*}
$$

and of the corresponding covariance function $B(\tau)=E\{\xi(t+\tau) \overline{\xi(t)}\}$ as

$$
\begin{equation*}
B(\tau)=\int_{-\infty}^{\infty} e^{i \tau \lambda} F(d \lambda) \tag{1.2}
\end{equation*}
$$

Here $Z(\Lambda)$ is a completely additive random set function (random measure), while $F(\Lambda)$ is the usual nonnegative bounded measure on the $\lambda$-axis $(-\infty, \infty)$, connected with $Z(\Lambda)$ by the relation

$$
\begin{equation*}
F(\Lambda)=E|Z(\Lambda)|^{2} \tag{1.3}
\end{equation*}
$$

We assume here that the time parameter $t$ of the process takes on all real values. For discrete parameter random processes the limits of integration in (1.1) and (1.2) must be replaced by $-\pi$ to $+\pi$.

Analogous spectral representations exist for stationary processes with a multidimensional parameter $t=\left(t_{1}, t_{2}, \cdots, t_{n}\right)$, that is, for homogeneous random fields $\xi(\mathrm{t})$ in an $n$-dimensional space $R_{n}$, and for a more general class of homogeneous fields on an arbitrary locally compact commutative group $G$ [see formulas (2.21) to (2.23) below]. Moreover, in the case of a homogeneous field $\xi(\mathrm{t})$ with $\mathbf{t} \in R_{n}$ any additional assumptions about its symmetry impose special restrictions on the covariance function $B(\tau)$ and on the spectral measures $F(\Lambda)$ and $Z(\Lambda)$. From the point of view of applications the most interesting is the case of a homogeneous and isotropic random field, that is, the homogenecus field $\xi(\mathrm{t})$ which possesses spherical symmetry. The general form of the covariance function $B(\tau)$, with $\tau=|\tau|$, of such a field in $R_{n}$ is given by the well-known formula of I. J. Schoenberg [1], namely

$$
\begin{equation*}
B(\tau)=\int_{0}^{\infty} \frac{J_{(n-2) / 2}(\tau \lambda)}{(\tau \lambda)^{(n-2) / 2}} d G(\lambda), \tag{1.4}
\end{equation*}
$$

where $J_{(n-2) / 2}$ is a Bessel function of order $(n-2) / 2$, and $G(\lambda)$ is a bounded nondecreasing function. The homogeneous and isotropic random vector fields
$\xi(\mathrm{t})=\left\{\xi_{1}(\mathrm{t}), \cdots, \xi_{n}(\mathrm{t})\right\}$ are also considered in the statistical theory of turbulence. The corresponding covariance matrix $B_{i j}(\tau)=E\left\{\xi_{i}(\mathrm{t}+\tau) \xi_{j}(\tau)\right\}$ has its own "spectral representation" similar to (1.4) (see [2], [3], and [4]). The notion of the isotropic random current introduced by K. Ito [5] is a generalization of the notion of the isotropic random vector field. For such currents there also exist spectral representations of a special form.

At first glance, the short note of A. M. Obukhov [6], devoted to homogeneous random fields over a sphere $S_{2}$ of the three-dimensional space $R_{3}$, seems to have little connection with work in the theory of random fields in Euclidean spaces. Obukhov considered expansions of such a field $\xi(\theta, \varphi)$ in a series of spherical harmonics $Y_{l}^{m}(\theta, \varphi)$ as follows

$$
\begin{equation*}
\xi(\theta, \varphi)=\sum_{l=0}^{\infty} \sum_{m=-l}^{l} z_{l m} Y_{l}^{m}(\theta, \varphi) \tag{1.5}
\end{equation*}
$$

and showed that the condition for the homogeneity of the field is equivalent to the condition

$$
\begin{equation*}
E z_{l m} \overline{z_{e_{1} m_{1}}}=\delta_{l l_{1}} \delta_{m m_{1}} f_{l} . \tag{1.6}
\end{equation*}
$$

It follows from (1.5), (1.6), and the addition theorem of associated Legendre functions that the corresponding covariance function $B\left(\theta_{12}\right)=E \xi\left(\theta_{1}, \varphi_{1}\right) \xi\left(\theta_{2}, \varphi_{2}\right)$, where $\theta_{12}$ is the angular distance between the points $\left(\theta_{1}, \varphi_{1}\right)$ and $\left(\theta_{2}, \varphi_{2}\right)$ on the sphere $S_{2}$, has a representation

$$
\begin{equation*}
B(\theta)=\sum_{l=0}^{\infty} g_{l} P_{l}(\cos \theta), \quad g_{l}=\frac{2 l+1}{2} f_{l} \geqq 0, \tag{1.7}
\end{equation*}
$$

which was discovered earlier in another connection by Schoenberg [7]. Conversely, for every $z_{l m}$ and $f_{l}$ satisfying (1.6) and such that the series (1.7) converges, the field (1.5) is homogeneous and the function (1.7) is a covariance function of a homogeneous random field.

The results (1.2), (1.4), and (1.7) or (1.1) and (1.5) seem quite different. However, it is natural to suppose that they are all included as special cases of some general theory, which comprises wide classes of random functions invariant with respect to some transformation group. It is not hard to see that the only mathematical tool that could be useful in the construction of such a general theory must be the theory of group representations. The idea of the present paper is to apply the theory of group representations to find the general form of homogeneous random fields and of their covariance functions over various manifolds having a transitive transformation group.

The author wishes to express his sincere thanks to I. M. Gelfand, M. A. Naĭmark, and N. Ya. Vilenkin for valuable discussions on questions of representation theory connected with the content of the present paper.

## 2. Homogeneous random fields on groups

The simplest types of spaces admitting a transitive transformation group are the group spaces $G=\{g\}$ consisting of the elements $g$ of some group. In the
following we shall consider only topological groups $G$. There are two distinct families of continuous transformations of the group space $G$, namely the transformations

$$
\begin{equation*}
V_{0}: g_{1} \rightarrow g g_{1} \tag{2.1}
\end{equation*}
$$

(left shifts) and

$$
\begin{equation*}
V_{g}^{\prime}: g_{1} \rightarrow g_{1} g \tag{2.2}
\end{equation*}
$$

(right shifts). We define the random field $\xi(g)$ over the group $G$ as a function on $G$ with values in the Hilbert space $\mathfrak{F}$ of complex random variables with finite variance (the scalar product of the elements of $\mathfrak{y}$ is equal to their covariance), which is continuous in the strong topology in $\mathfrak{S}$. The field $\xi\left(g_{1}\right)$ will be called homogeneous if its first and second moments remain invariant on the application to $g_{1}$ of at least one of the families of transformations $V_{g}$ or $V_{g}^{\prime}$. Such a concept of homogeneity is obviously a concept in the wide sense, that is, a second-order concept (see section 3 in chapter 2 in [8]). Depending on whether this is true for the family $V_{g}$ or $V_{g}^{\prime}$, or for both, we shall speak of left homogeneous fields, right homogeneous fields and two-way homogeneous fields. Due to the transitivity of the transformation group under consideration we always have $E \xi(g)=$ const. for a homogeneous field, so that without loss of generality we can always assume that $E \xi(g) \equiv 0$. In so doing, the only condition for the left homogeneity of the field is the condition

$$
\begin{equation*}
\left.E \xi\left(g_{1}\right) \overline{\xi\left(g_{2}\right)}=E \xi\left(g g_{1}\right) \overline{\xi\left(g g_{2}\right.}\right)=B\left(g_{2}^{-1} g_{1}\right) \tag{2.3}
\end{equation*}
$$

while the right homogeneity condition is

$$
\begin{equation*}
E \xi\left(g_{1}\right) \overline{\xi\left(g_{2}\right)}=E \xi\left(g_{1} g\right) \overline{\xi\left(g_{2} g\right)}=B\left(g_{1} g_{2}^{-1}\right) \tag{2.4}
\end{equation*}
$$

For two-way homogeneous fields conditions (2.3) and (2.4) must be satisfied simultaneously. From this, in particular, it follows that for such fields the function $B\left(g_{2}^{-1} g_{1}\right)$ of equation (2.3) remains invariant when the elements $V_{g}^{\prime} g_{1}$ and $V_{g}^{\prime} g_{2}$ are substituted for $g_{1}$ and $g_{2}$, that is, it must be a constant for a class of conjugate elements, so that

$$
\begin{equation*}
B(h)=B\left(g h g^{-1}\right) \quad \text { for } \quad h, g \in G \tag{2.5}
\end{equation*}
$$

We assume at first that the group $G$ is compact (in particular it could be simply finite). This assumption simplifies things considerably as it enables us to use the representation theory of compact groups which has reached a high degree of development (see, for instance, [9] and [10]). According to this theory, for every compact group there exists not more than a countable number of nonequivalent, finite dimensional, unitary, irreducible representations, that is, of homomorphisms of the group $G$ into the group of unitary matrices of finite order, namely,

$$
\begin{equation*}
g \rightarrow T^{(\lambda)}(g)=\left\|T_{i j}^{(\lambda)}(g)\right\|, \quad 1 \leqq i, j \leqq d_{\lambda}<\infty, \lambda=1,2, \cdots \tag{2.6}
\end{equation*}
$$

$$
\begin{align*}
T^{(\lambda)}\left(g_{1} g_{2}\right) & =T^{(\lambda)}\left(g_{1}\right) T^{(\lambda)}\left(g_{2}\right),  \tag{2.7}\\
T^{(\lambda)}\left(g^{-1}\right) & =\left[T^{(\lambda)}(g)\right]^{-1}=\left[T^{(\lambda)}(g)\right]^{*}
\end{align*}
$$

The matrix elements $T_{i j}^{(\lambda)}(g)$ of these representations satisfy the following orthogonality relations

$$
\begin{equation*}
\int_{G} T_{i j}^{(\lambda)}(g) \overline{T_{i l}^{(m)}(g)} d g=\delta_{\lambda \mu} \delta_{i k} \delta_{j l} \frac{1}{d_{\lambda}} \tag{2.8}
\end{equation*}
$$

where $\delta_{\lambda \mu}$ is the Kronecker symbol, and $d g$ is the unique measure over $G$ invariant with respect to all shifts $V_{g}$ and $V_{g}^{\prime}$ such that $\int_{G} d g=1$. The set of all matrix elements $T_{i j}^{(\lambda)}(g)$ for $1 \leqq i, j \leqq d_{\lambda}, \lambda=1,2, \cdots$, form a complete orthogonal system in the space $L^{2}(G)$ of complex functions over $G$ the squares of whose absolute values are summable with respect to $d g$.

Let now $\xi(g)$ be an arbitrary random field over $G$. It follows from the fact that the system of functions $T_{i j}$ is orthonormal and complete in $L^{2}(G)$ that $\xi(g)$ can be represented by a series of these functions convergent in quadratic mean, that is, in the sense of a strong topology in $\mathfrak{G}$, as follows

$$
\begin{equation*}
\xi(g)=\sum_{\lambda} \sum_{i, j=1}^{d_{\lambda}} z_{j l}^{(\lambda)} T_{i j}^{(\lambda)}(g) \tag{2.9}
\end{equation*}
$$

where

$$
\begin{equation*}
z_{j 2}^{(\lambda)}=d_{\lambda} \int_{G} \xi(g) \overline{T_{i j}^{(\lambda)}(g)} d g \in \mathfrak{F} . \tag{2.10}
\end{equation*}
$$

The integral in (2.10) is also understood in the quadratic mean sense. It is obvious that for fields with $E \xi(g) \equiv 0$, also $E z_{j i}^{(\lambda)} \equiv 0$. If we assume further that the field $\xi(g)$ is homogeneous, then this naturally imposes further restrictions on the coefficients $z_{j i}^{(\lambda)}$. Namely,

Theorem 1. The random field (2.9) is left homogencous if and only if the random variables $z_{j i}^{(\lambda)}$ satisfy the conditions

$$
\begin{equation*}
E z z_{j i}^{(\lambda)} \overline{z_{i k}^{(\lambda)}}=\delta_{\lambda \mu} \delta_{i k} f_{j l}^{(\lambda)} \tag{2.11}
\end{equation*}
$$

where the matrices

$$
\begin{equation*}
f^{(\lambda)}=\left\|f_{i l}^{(\lambda)}\right\| \tag{2.12}
\end{equation*}
$$

are positive definite, and such that

$$
\begin{equation*}
\sum_{\lambda} \sum_{j} f_{j j}^{(\lambda)}=\sum_{\lambda} \operatorname{Tr} f^{(\lambda)}<\infty \tag{2.13}
\end{equation*}
$$

The covariance function $B(g)$ in (2.3) can in this case be represented in the form

$$
\begin{equation*}
B(g)=\sum_{\lambda} \sum_{j, l} f_{j l}^{(\lambda)} T_{i j}^{(\lambda)}(g) . \tag{2.14}
\end{equation*}
$$

Conversely, any function $B(g)$ of the form (2.14), where each $\left\|f_{l l}^{(\lambda)}\right\|$ is a positive definite matrix satisfying (2.13) is a covariance function of some left homogeneous random field on $G$.

Proof. From equations (2.3), (2.10), (2.7), (2.8), and from the fact that $d g_{2}^{-1} g=d g$, it follows easily that

$$
\begin{equation*}
E z_{j l}^{(\lambda)} \overline{z_{i E}^{(N)}}=\delta_{\lambda \mu} \delta_{i k} d_{\lambda} \int_{G} B(g) \overline{T_{i j}^{(\lambda)}(g)} d g=\delta_{\lambda \mu} \delta_{i k} j_{j l}^{(\lambda)} \tag{2.15}
\end{equation*}
$$

This proves the necessity of condition (2.11). Substituting (2.9) into (2.3), we can verify (2.14). The matrices $f^{(\lambda)}$ are obviously all positive definite. Since $T_{i k}^{(\lambda)}(e)=\delta_{i k}$, where $e$ is the unit of the group $G$, it follows that condition (2.13) is the condition for the convergence of the right sides of (2.9) and (2.14). If now $f^{(\lambda)}$, for $\lambda=1,2, \cdots$, are arbitrary, nonnegative definite ( $d_{\lambda} \times d_{\lambda}$ ) matrices, then one can always select $z_{j i}^{(\lambda)} \in \mathfrak{S}$ such that (2.11) is satisfied. Under condition (2.13) the corresponding series on the right side of (2.9) converges and defines a random field $\xi(g)$ for which $E \xi\left(g_{1} g\right) \overline{\xi\left(g_{1}\right)}$ is given by formula (2.14). Hence, the field $\xi(g)$ is left homogeneous, which completes the proof of theorem 1.

It is well known that the class of covariance functions of a random field coincides with the class of positive definite functions of the corresponding space (see, for example, chapter 2, theorem 3.1. in [8]). Hence formula (2.14) defines the general form of the functions $B(g)$ on $G$, such that for any complex numbers $a_{1}, a_{2}, \cdots, a_{n}$,

$$
\begin{equation*}
\sum_{i, k} B\left(g_{\mathbf{k}}^{-1} g_{i}\right) a_{i} \overline{a_{k}} \geqq 0 . \tag{2.16}
\end{equation*}
$$

This last result was obtained comparatively long ago by S. Bochner [11]. We note that all the other assertions of theorem 1 can be obtained from this if we make use of the general theorem of K. Karhunen [12] and H. Cramer [13] on representations of random functions. However, the proof of theorem 1 given above is more direct and elementary.

The situation is quite analogous for right homogeneous fields over $G$, the only change being that condition (2.11) is replaced by
and for two-way homogeneous fields $\xi(g)$ both conditions (2.11) and (2.17) must hold. Therefore we get the following theorem.

Theorem 2. The random field (2.9) is two-way homogeneous if and only if the random variables $z_{j 1}^{(\lambda)}$ satisfy the condition

$$
\begin{equation*}
E z_{j i}^{(\lambda)} \overline{z_{i k}^{(n)}}=\delta_{\lambda \mu} \delta_{i k} \delta_{j l} f^{(\lambda)}, \tag{2.18}
\end{equation*}
$$

where $f^{(\lambda)}$ are nonnegative numbers such that

$$
\begin{equation*}
\sum_{\lambda} d_{\lambda} f^{(\lambda)}<\infty . \tag{2.19}
\end{equation*}
$$

The covariance function $B(g)$ of equation (2.3) will then be represented in the form

$$
\begin{equation*}
B(g)=\sum_{\lambda} f^{(\lambda)} x^{(\lambda)}(g) \tag{2.20}
\end{equation*}
$$

where $\chi^{(\lambda)}(g)=\operatorname{Tr}\left[T^{(\lambda)}(g)\right]$ are the characters of the group $G$.

Formula (2.20) for general positive definite functions on a compact group $G$ invariant with respect to two-way shifts was first pointed out by Bochner [11].

Theorem 2 is applicable, in particular, to the case of a commutative group $G$, over which there are of course only two-way homogeneous fields. In this case the assumption of compactness of the group $G$ is superfluous; it can be replaced, for example, by the assumption of local compactness or even by some more general assumption (see, for example, [14]). The general form of a positive definite function over such $G$ can be given by the following known generalization of the classical theorem of Bochner

$$
\begin{equation*}
B(g)=\int_{G} \chi^{(\lambda)}(g) F(d \lambda), \tag{2.21}
\end{equation*}
$$

where $F^{\prime}(d \lambda)$ is a bounded measure over the set $\bar{G}$ of characters $\chi^{(\lambda)}$ of the group $G$ (see A. Weil [10] and D. A. Raǐkov [14]). In view of the representation theorem of Karhunen-Cramér, it follows from this that any homogeneous field $\xi(g)$ over such a group allows a spectral representation of the form

$$
\begin{equation*}
\xi(g)=\int_{G} \chi^{(\lambda)}(g) Z(d \lambda) \tag{2.22}
\end{equation*}
$$

where $Z(d \lambda)$ is a random measure over $\bar{G}$ such that

$$
\begin{equation*}
E Z\left(\Lambda_{1}\right) \overline{Z\left(\Lambda_{2}\right)}=F\left(\Lambda_{1} \cap \Lambda_{2}\right) \tag{2.23}
\end{equation*}
$$

(see [15] and [16]). The usual spectral representation (1.1) and (1.2) of stationary processes $\xi(t)$ is obviously a special case of the representation (2.21) to (2.23).

The situation is much more complicated in the case of an arbitrary locally compact group $G$, not assumed to be commutative. Such a group, as is well known, may have no unitary finite-dimensional representation. But Gelfand and Raǐkov [17] have shown that it will always have a sufficient number of unitary infinite-dimensional representations, that is, the homeomorphic mappings of $G$ into the group of unitary operators in a Hilbert space $\mathfrak{g}$. However, the problem of expansion of an arbitrary function $\xi(g)$ on the group $G$ into matrix elements of such representations has not been solved in all generality even for ordinary, not random, functions. Therefore, one should not expect to carry over the method of proof of theorem 1 to a wide class of locally compact groups. It seems more hopeful to follow the path which leads to the construction of an analogue of Bochner's theorem characterizing all possible positive definite functions on $G$.

As was shown in [17] (see also [18]), every positive definite function $B(g)$ on a locally compact group $G$ is represented in the form

$$
\begin{equation*}
B(g)=\left[T(g) \xi_{0}, \xi_{0}\right], \tag{2.24}
\end{equation*}
$$

where $\xi_{0}$ is a definite vector of a Hilbert space $H$ in which is acting some unitary representation on the group $G$, while $T(g)$ is the operator of the representation. In this way the description of all possible positive definite functions can be re-
duced to the description of all possible unitary representations of ( . Every such representation can be decomposed into a direct integral of irreducible representations (see, for example, chapter 8 in [18]). However, in the general case, such a decomposition is far from unique and cannot be used to obtain any more or less definite formulas. Or more precisely, from such a decomposition it follows only that every positive definite function $B(g)$ can be represented as $B(g)=$ $\int_{S} \operatorname{Tr}\left[T^{(\lambda)}(g) A(d \lambda)\right]$, where $S$ is a space, far from unique, with measure $d \lambda$, while $T^{(\lambda)}(g)$ is an irreducible unitary representation of the group $G$ depending on $\lambda \in S$, and $A(d \lambda)$ is the "operator measure" on $S$ (compare (2.26) below).

Considerably more satisfactory results can be obtained if we impose some restrictions on the group $G$ under consideration. In the following we shall assume that the group $G$ is a separable group of type I, that is, such a separable group that its every unitary representation generates a ring of operators, which is a ring of type I in the sense of F. J. Murray and J. von Neumann (see chapter 7 in [18]). These conditions will obviously be satisfied by all compact groups and all separable locally compact commutative groups. According to the results of Harish-Chandra [19] they will be satisfied also by all connected semisimple Lie groups; apparently they will be satisfied also for the majority of other "sufficiently well behaved" locally compact groups (see, for example, [20] where it is shown that these conditions will be satisfied by all algebraic Lie groups). At the same time the above condition enables us to make use of the results of G. W. Mackey [21] and A. Guichardet [22], according to which every unitary representation of a separable group $G$ of type I can always be represented in the form of a direct sum of multiplicity free representations which decompose into an integral with respect to irreducible nonequivalent representations. More precisely, the spaces $H_{l}$ of these multiplicity free representations $T_{l}(g)$ can be represented as topological direct integrals of the Hilbert spaces $H^{(\lambda)}$ of the nonequivalent, irreducible unitary representations $T^{(\lambda)}(g)$ of the group $G$

$$
\begin{equation*}
T_{l}(g)=\int_{\bar{G}} \otimes T^{(\lambda)}(g), \quad H_{l}=\int_{G} H^{(\lambda)}\left[\sigma_{l}(d \lambda)\right]^{1 / 2} \tag{2.25}
\end{equation*}
$$

(for explanation of the notations see chapter 8 in [18]). Here $\bar{G}$ denotes the "dual object" of the group $G$, namely, the set of all equivalence classes of irreducible nonequivalent unitary representations of this group, while $\sigma_{l}(d \lambda)$ denotes a measure in the space $\bar{G}$, providing a "natural Borel structure" [21], that is, the Borel field of measurable sets. The representation $T_{l}(g)$ naturally depends only on the class of equivalent measures in $\bar{G}$ to which $\sigma_{l}$ belongs. If we now substitute into (2.24) the direct sum of representations (2.25) instead of $T(g)$, then we obtain for $B(g)$ a formula of the form $B(g)=\int_{\bar{G}} \sum_{i, j, l} T_{i \bar{i}}^{(\lambda)}(g) \xi_{i, l}^{(\lambda)} \overline{\xi_{j, l}^{(\lambda)}} \sigma^{(l)}(d \lambda)$, which can be written in the form

$$
\begin{equation*}
B(g)=\int_{\bar{G}} \operatorname{Tr}\left[T^{(\lambda)}(g) F(d \lambda)\right], \tag{2.26}
\end{equation*}
$$

where $F^{\prime}(d \lambda)$ is some completely additive operator-valued set function in $\bar{G}$, whose values are Hermitian nonnegative definite operators in the space $H^{(\lambda)}$ of representation $T^{(\lambda)}(g)$. If among the unitary representations of the group $G$ there are some finite-dimensional representations, then the integrals (2.25) and (2.26) and all other integrals on $\bar{G}$ decompose naturally into the sum of integrals on the subspaces $\bar{G}_{n} \subset \bar{G}$, with $n=\infty, 1,2, \cdots$, corresponding to all nonequivalent $n$-dimensional irreducible unitary representations of the group $G$. In all summands of such a sum the spaces $H^{(\lambda)}$, having the same dimension, are considered identical.

We have therefore arrived at the following theorem (see also the note at the end of the paper).

Theonem 3. Let $G$ be a separable, locally compact group of type I. Then the function $B(g)$ on $G$ is positive definite if and only if it can be represented in the form (2.26), where $F(d \lambda)$ is the "operator measure" over $\bar{G}$, whose values are Hermitian nonnegative operators in the Hilbert space $H^{(\lambda)}$ such that

$$
\begin{equation*}
\int_{G} \operatorname{Tr}[F(d \lambda)]=\operatorname{Tr}[F(\bar{G})]<\infty \tag{2.27}
\end{equation*}
$$

In fact it can be easily verified independently that every function of the form (2.26) is positive definite. Condition (2.27) obviously guarantees the convergence of the integral (2.26). Formula (2.26) is a natural generalization of the relation (2.14).

Let now $\xi(g)$ be a random left homogeneous field over the group $G$ satisfying all the conditions of theorem 3, and let the function (2.26) be the covariance function of this field. In order to obtain a "spectral representation" of the field $\xi(g)$, we can use methods similar to those in [12] and [13]. Consider the Hilbert space $L^{2}(F)$ of operator-valued functions $U^{(\lambda)}, \lambda \in G$, with values in a ring of bounded operators in $H^{(\lambda)}$. The norm in $L^{2}(F)$ we define by the equation

$$
\begin{equation*}
\left\|U^{(\lambda)}\right\|^{2}=\int_{G} \operatorname{Tr}\left[U^{(\lambda)} F(d \lambda) U^{(\lambda)^{*}}\right]<\infty \tag{2.28}
\end{equation*}
$$

In this case the correspondence

$$
\begin{equation*}
T^{(\lambda)}(g) \leftrightarrow \xi(g) \tag{2.29}
\end{equation*}
$$

will be an isometric mapping of the set of random variables $\{\xi(g), g \in G\}$ into $L^{2}(F)$, which can be extended to a linear isometric mapping of the whole space $L^{2}(F)$ into $\mathfrak{J}$ (see [12]). Now let $f_{1}$ and $f_{2}$ be two arbitrary vectors of the space $H^{(\lambda)}$ and let $\Lambda$ be a measurable set in $\bar{G}$. Then the triplet $\left(\Lambda, f_{1}, f_{2}\right)$ can be made to correspond in the following way to the operator function $U^{(\lambda)}\left(\Lambda ; f_{1}, f_{2}\right) \in L^{2}(F)$

$$
U^{(\lambda)}\left(\Lambda ; f_{1}, f_{2}\right) f= \begin{cases}\left(f, f_{2}\right) f_{1} & \text { if } \lambda \in \Lambda,  \tag{2.30}\\ 0 & \text { if } \lambda \notin \Lambda .\end{cases}
$$

Let $Z\left(\Lambda ; f_{1}, f_{2}\right)$ be the image of $U^{(\lambda)}\left(\Lambda ; f_{1}, f_{2}\right)$ under the isometric mapping (2.29).

In this case $Z\left(\Lambda ; f_{1}, f_{2}\right)$ is a random variable depending bilinearly on $f_{1}$ and $f_{2}$. It can be written as

$$
\begin{equation*}
Z\left(\Lambda ; f_{1}, f_{2}\right)=\left[Z(\Lambda) f_{1}, f_{2}\right], \tag{2.31}
\end{equation*}
$$

where $Z(\Lambda)$ is a random linear operator in $H^{(\lambda)}$, depending completely additively on $\Lambda \subset \bar{G}$. Let $e_{1}, e_{2}, \cdots, e_{n}, \cdots$ be an arbitrary orthonormal basis in $H^{(\lambda)}$. It can be easily verified that in $L^{2}(F)$ the operator function

$$
\begin{equation*}
\int_{G} \sum_{i, j}\left[T^{(\mu)}(g) e_{i}, e_{j}\right] U^{(\lambda)}\left(d \mu ; e_{j}, e_{i}\right) \tag{2.32}
\end{equation*}
$$

coincides with $T^{(\lambda)}(g)$. From this, since $\xi(g)$ is the image of $T^{(\lambda)}(g)$ under our isometric mapping, we immediately obtain the formula

$$
\begin{equation*}
\xi(g)=\int_{G} \operatorname{Tr}\left[T^{(\lambda)}(g) Z(d \lambda)\right] . \tag{2.33}
\end{equation*}
$$

Moreover, because this mapping is isometric we have

$$
\begin{align*}
E\left[Z\left(\Lambda_{1}\right) f_{1}, f_{2}\right]\left[Z\left(\Lambda_{2}\right) g_{1}, g_{2}\right] &  \tag{2.34}\\
& =\int_{G} \operatorname{Tr}\left[U^{(\lambda)}\left(\Lambda_{1} ; f_{1}, f_{2}\right) F(d \lambda) U^{(\lambda)}\left(\Lambda_{2} ; g_{1}, g_{2}\right)\right]^{*}
\end{align*}
$$

that is,

$$
\begin{equation*}
E\left[Z\left(\Lambda_{1}\right) f_{1}, f_{2}\right]\left[Z\left(\Lambda_{2}\right) g_{1}, g_{2}\right]=\left(f_{1}, g_{1}\right)\left[F\left(\Lambda_{1} \cap \Lambda_{2}\right) g_{2}, f_{2}\right] . \tag{2.35}
\end{equation*}
$$

Conversely, for every random field $\xi(g)$ of the form (2.33), where $Z(\Lambda)$ is a random linear operator in $H^{(\lambda)}$, satisfying (2.35), it can be seen easily that $E \xi\left(g g_{1}\right) \overline{\xi\left(g_{1}\right)}$ is equal to the right side of (2.26), that is, $\xi(g)$ is left homogeneous. Hence we have

Theorem 4. The random field $\xi(g)$ on separable locally compact group $G$ of type $I$ is left homogeneous if and only if it can be represented in the form (2.33), where $Z(\Lambda)$ is a random linear operator in $H^{(\lambda)}$, depending completely additively on the set $\Lambda \subset \bar{G}$ and satisfying, for any $f_{1}, f_{2}, g_{1}, g_{2} \in H^{(\lambda)}$, condition (2.35). In this condition $F(\Lambda)$ is a Hermitian nonnegative operator in $H^{(\lambda)}$, satisfying (2.27) and such that the covariance function $B(g)$ of the field $\xi(g)$ is given by formula (2.26).

Theorem 4 can be regarded as a generalization of theorem 1 to locally compact groups of type I. In the case of right homogeneous fields we must simply replace condition (2.35) of theorem 4 by the condition

$$
\begin{equation*}
E\left[Z\left(\Lambda_{1}\right) f_{1}, f_{2}\right]\left[\bar{Z}\left(\Lambda_{2}\right) g_{1}, g_{2}\right]=\left[F^{\prime}\left(\Lambda_{1} \cap \Lambda_{2}\right) f_{1}, g_{1}\right]\left(g_{2}, f_{2}\right) . \tag{2.36}
\end{equation*}
$$

If we choose in $H^{(\lambda)}$ a definite "coordinate system," that is, an orthonormal basis, then formulas (2.26), (2.27) and (2.33), (2.35) can be rewritten in a form closely related to (2.10) to (2.14), namely

$$
B(g)=\int_{G} \sum_{i, j} T_{i j}^{(\lambda)}(g) F_{j i}(d \lambda), \quad \sum_{i} F_{i i}(\bar{G})<\infty,
$$

$$
\xi(g)=\int_{G} \sum_{i, j} T_{i j}^{(\lambda)}(g) Z_{j i}(d \lambda),
$$

where in the case of left homogeneous fields we have

$$
E Z_{i j}\left(\Lambda_{1}\right) \overline{Z_{k l}\left(\Lambda_{2}\right)}=\delta_{j l} F_{i k}\left(\Lambda_{1} \cap \Lambda_{2}\right),
$$

while for right homogeneous fields we have

$$
E Z_{i j}\left(\Lambda_{1}\right) \overline{Z_{k l}\left(\Lambda_{2}\right)}=\delta_{i k} F_{j l}\left(\Lambda_{1} \cap \Lambda_{2}\right)
$$

For two-way homogeneous fields both conditions (2.35) and (2.36) must hold. From this it follows that the covariance function $B(g)$ is represented in terms of the traces of the operators of the representation $T^{(\lambda)}(g)$. Since the traces of in-finite-dimensional unitary operators are not finite, it follows that in general two-way homogeneous random fields may not exist over noncompact noncommutative groups (see, however, section 4.3 below).

In conclusion we give references to some articles containing explicit formulas for the operators of the representations $T^{(\lambda)}(g)$ of certain groups. Starting from these formulas it is evidently possible to enumerate all homogeneous fields on the corresponding groups. For the rotation group in the three-dimensional Euclidean space the values of all the matrix elements $T_{i j}^{(\lambda)}(g)$ are given in [23] as functions of the three Euler angles, which determine the rotation $g$ uniquely; these matrix elements are represented in [23] by trigonometric functions and Jacobi polynomials of Euler angles. The group of motions of the Euclidean plane have a one-parameter family of infinite-dimensional unitary representations. Explicit formulas for the matrix elements of these representations are given in [24], where these matrix elements are expressed in terms of trigonometric and Bessel functions. For the group of motions of the Lobachevsky plane, the matrix elements $T_{i j}^{(\lambda)}(g)$ are given in [25], where they are expressed by hypergeometric functions. In the general case of an arbitrary classical group explicit expressions for the operators $T^{(\lambda)}(g)$ are found in [26], but not in matrix form. The methods for constructing formulas for all matrix elements of the representation of the group of rotations and the group of motions of the $n$-dimensional Euclidean space and of the $n$-dimensional Lobachevsky space are given in [27], [28], and [29]. We note that these matrix elements are expressed by some new, not previously studied, transcendental functions.

## 3. Homogeneous fields on homogeneous spaces

Let $X=\{x\}$ be an arbitrary homogeneous space, that is, a space which admits a transitive transformation group $G=\{g\}$. We denote by $K=\{k\}$ a stationary subgroup of $G$, that is, a subgroup which leaves invariant a point $x_{0} \in X$. The set of transformations $g \in G$ which map $x_{0}$ into a fixed point $x_{1} \in X$ obviously form a left coset $g_{1} K$ of the group $G$ modulo $K$. In this way there is established a one-to-one correspondence between the points $x_{1} \in X$ and the left cosets $g_{1} K$, so that $X$ can be identified with the set of these cosets as follows:
$X=G / K$. If $x_{1}=g_{1} K$, then $g x_{1}=g g_{1} K$. In what follows we shall always assume that $G$ is a topological group and that $K$ is its closed compact subgroup. In the particular case when $K$ is the unit subgroup, the homogeneous space $X$ becomes the group space $G=\{g\}$.

The topology of the group space $G$ induces naturally a topology in $X$ (see [10]). It turns out that functions in $X$ are continuous if and only if the corresponding functions assuming a constant value over all left cosets of $G$ modulo $K$ are continuous on $G$. We shall define the random field $\xi(x)$ over $X$ as a continuous mapping of $X$ into $\mathfrak{S}$. The field $\xi(x)$ is called homogeneous if its first and second moments remain unaltered under the transformations $g \in G$, that is, if $E \xi(x)$ is a constant and if $B\left(x_{1}, x_{2}\right)=E \xi\left(x_{1}\right) \overline{\xi\left(x_{2}\right)}$ satisfies the conditions

$$
\begin{equation*}
B\left(x_{1}, x_{2}\right)=B\left(g x_{1}, g x_{2}\right), \quad g \in G \tag{3.1}
\end{equation*}
$$

In the following we shall always suppose that $E \xi(x)=0$. It is obvious that the class of homogeneous random fields over $X$ coincides with the class of homogeneous random fields over $G$, which are constant over all left cosets modulo $K$.

We begin again with the simplest case when the group $G$ is compact. Here we can make use of the general theory of spherical functions (spherical harmonics) over compact homogeneous spaces, developed by E. Cartan [30] and H. Weyl [31] (see also [10]). Let us consider the complete system of unitary continuous nonequivalent representations (2.6) of the group $G$ and choose in the space of these representations a basis such that these representations decompose into irreducible representations of the subgroup $K$. In order that a matrix element $T_{i j}^{(\lambda)}(g)$ be a constant over all left cosets of $G$ modulo $K$ we must have

$$
\begin{equation*}
T_{i j}^{(\lambda)}(g k) \equiv \sum_{m} T_{i m}^{(\lambda)}(g) T_{m j}^{(\lambda)}(k)=T_{i j}^{(\lambda)}(g), \quad g \in G ; k \in K \tag{3.2}
\end{equation*}
$$

that is,

$$
\begin{equation*}
T_{m j}^{(\lambda)}(k)=\delta_{m j}, \quad m=1, \cdots, d_{\lambda} ; k \in K \tag{3.3}
\end{equation*}
$$

From this it is seen that the matrix elements $T_{i j}^{(\lambda)}(g)$ which are constant over the left cosets fill out the columns of $T^{(\lambda)}(g)$, corresponding to the identity representation of $K$. Suppose, for instance, that the representation $T^{(\lambda)}$ of the group $G$ contains $r_{\lambda}$ times the identity representation of $K$. Suppose that in our basis $e_{1}, e_{2}, \cdots, e_{d_{\lambda}}$ these identity representations correspond to the first $r_{\lambda}$ basis vectors so that $T^{(\lambda)}(k) e_{j}=e_{j}$ for $k \in K$ and for $j=1, \cdots, r_{\lambda}$. In this case the functions of $x$

$$
\begin{equation*}
\Phi_{i j}^{(\lambda)}(x)=T_{i j}^{(\lambda)}(g), \quad i=1, \cdots, d_{\lambda} ; j=1, \cdots, r_{\lambda} ; \lambda=1,2, \cdots \tag{3.4}
\end{equation*}
$$

will be called spherical functions over $X$, while the functions

$$
\begin{equation*}
\Phi_{i j}^{(\lambda)}(x)=T_{i j}^{(\lambda)}(g), \quad i=1, \cdots, r_{\lambda} ; j=1, \cdots, r_{\lambda} ; \lambda=1,2, \cdots \tag{3.5}
\end{equation*}
$$

will be called zonal spherical functions. It is easy to see that the zonal spherical functions assume constant values over all two-sided cosets $K g K$ of the group $G$ modulo $K$. In other words, for these functions $\Phi_{i j}^{(\lambda)}(x)=\Phi_{i j}^{(\lambda)}(k x), k \in K$. The set of points $k x, k \in K$, can be called naturally a sphere with center at the point
$x_{0}(=K)$ and passing through the point $x$. Hence the functions (3.5) are constant on all spheres with center at $x_{0}$. Therefore, the zonal function $\Phi_{i j}^{(\lambda)}(x)$ depends only on the invariants of the ordered pair of points $x$ and $x_{0}$, which remain unaltered under all transformations $g \in G$, that is, on the composite distance from $x$ to $x_{0}$,

$$
\begin{align*}
\Phi_{i j}^{(\lambda)}(x) \equiv \Phi_{i j}^{(\lambda)}\left(x, x_{0}\right) & =\Phi_{i j}^{(\lambda)}\left(g x, g x_{0}\right)  \tag{3.6}\\
& g \in G ; i, j=1, \cdots, r_{\lambda} ; \lambda=1,2, \cdots
\end{align*}
$$

According to the general theory of spherical functions the functions (3.4) represent a complete orthogonal system in the space $L^{2}(X)$ of functions $\varphi(x)$ over $X$ such that $|\varphi(x)|^{2}$ is summable with respect to the measure $d x$, which is invariant for all transformations $g \in G$. Only the functions (3.4) enter into the expansion of the function $\varphi(g)$ constant over all left cosets $G / K$ in terms of the matrix elements $T_{i j}^{(\lambda)}(g)$ (see section 23 in chapter 5 of [10]).

The application of this theory to homogeneous random fields $\xi(x)$ leads, in view of theorem 1, to

Theorem 5. The random field

$$
\begin{align*}
\xi(x) & =\sum_{\lambda} \sum_{i=1}^{d_{\lambda}} \sum_{j=1}^{r_{\lambda}} z_{j i}^{(\lambda)} \Phi_{i j}^{(\lambda)}(x), \\
z_{j i}^{(\lambda)} & =\frac{\int_{X} \xi(x) \Phi_{i j}^{(\lambda)}(x) d x}{\int_{X}\left|\Phi_{i j}^{(\lambda)}(x)\right|^{2} d x} \tag{3.7}
\end{align*}
$$

over a compact homogeneous space $X=G / K$ is homogencous if and only if the random variables $z_{j i}^{(\lambda)}$ satisfy the relations

$$
\begin{equation*}
E z_{j i}^{(\lambda)} \overline{z_{i k}^{(\lambda)}}=\delta_{\lambda \mu} \delta_{i k} f_{j l}^{(\lambda)} \tag{3.8}
\end{equation*}
$$

The covariance function $B\left(x_{1}, x_{2}\right)$ of such a field $\xi(x)$ can be represented in the form

$$
\begin{equation*}
B\left(x_{1}, x_{2}\right)=\sum_{\lambda} \sum_{j, l=1}^{r_{\lambda}} f_{j l}^{(\lambda)} \Phi_{i j}^{(\lambda)}\left(x_{1}, x_{2}\right), \tag{3.9}
\end{equation*}
$$

where $\Phi_{l j}\left(x_{1}, x_{2}\right)$ are the functions (3.6). Conversely, any function $B\left(x_{1}, x_{2}\right)$ of the form (3.9), where $\left\|f_{l l}^{(\lambda)}\right\|$ are Hermitian, nonnegative definite matrices such that the series (3.9) converges, is a covariance function of some homogeneous field over $X$.

Formula (3.9) represents a somewhat improved statement of a result formulated in 1941 by Bochner [11]. The theorem of Obukhov [6] mentioned in the introduction is a special case of theorem 5 for homogeneous fields over a twodimensional sphere $S_{2}$. For the more general case of the homogeneous fields over a sphere $S_{n-1}$ in $n$-dimensional Euclidean space our theorem states that all such fields can be represented as a series of hyperspherical harmonics

$$
\begin{align*}
& Y_{l, m_{1}, \cdots, m_{n-2} \pm m_{n-2}}\left(\theta_{1}, \cdots, \theta_{n-2}, \varphi\right), \quad l=0,1,2, \cdots \text {; }  \tag{3.10}\\
& 0 \leqq m_{n-2} \leqq m_{n-3} \leqq \cdots \leqq m_{1} \leqq l,
\end{align*}
$$

(see, for example, volume 2 of [32]), with noncorrelated coefficients

$$
\begin{equation*}
z_{\left.l, m_{1}, \cdots, m_{n-1}, \pm m_{n-2}\right)} \tag{3.11}
\end{equation*}
$$

whose variance depends only on $l$. The zonal spherical functions will be given in this case by Gegenbauer polynomials (ultraspherical polynomials) $C^{(n-2) / 2}(\mu)$ in $\mu=\cos \theta$. Therefore (3.9) becomes in this case the well-known formula of Schoenberg [7] for positive definite functions on an ( $m-1$ )-dimensional sphere

$$
\begin{equation*}
B\left(\theta_{12}\right)=\sum_{l=0}^{\infty} f_{l} C_{l}^{(n-2) / 2}\left(\cos \theta_{12}\right) \tag{3.12}
\end{equation*}
$$

Here $\theta_{12}$ is the angular distance between the points $x_{1}$ and $x_{2}$ of the sphere $S_{m-1}$. The fact that the composite distance $\theta_{12}$, which is given in this case by a single number, is here symmetric in the points $x_{1}$ and $x_{2}$ so that one can simply speak of the distance between two points, and that $r_{\lambda} \leqq 1$ for every $\lambda$ has a general explanation, as will be made clear in what follows.

We now take up the case of locally compact homogeneous spaces $X$. We begin by determining the general form of the positive definite function $B\left(x_{1}, x_{2}\right)$ over $X$, satisfying condition (3.1). To every such function we make correspond uniquely a positive definite function $B(g)$ over $G$,

$$
\begin{equation*}
B(g)=B\left(x_{1}, x_{2}\right) \quad \text { if } \quad g=k_{1} g_{2}^{-1} g_{1} k_{2}, \quad x_{1}=g_{1} K, x_{2}=g_{2} K \tag{3.13}
\end{equation*}
$$

Obviously, $B(g)=B\left(k_{1} g k_{2}\right)$ for any $k_{1}, k_{2} \in K$, that is, $B(g)$ assumes constant values over all two-sided cosets of $G$ modulo $K$. Conversely, a positive definite function over $G$ that is constant on all two-sided cosets over $K$ can be put into correspondence by means of equation (3.13) with a positive definite function over $X$ satisfying (3.1). Hence our problem reduces to finding all positive definite functions over $G$ that are constant over two-sided cosets modulo $K$.

By [17] every positive definite function over $G$ is given by (2.24). In order that it be a constant over all two-sided cosets over $K$ it is necessary and sufficient that the vector $\xi_{0}$ satisfy the condition

$$
\begin{equation*}
T(k) \xi_{0}=\xi_{0}, \quad \text { for all } \quad k \in K \tag{3.14}
\end{equation*}
$$

In particular when the unitary representation $T(g)$ of the group $G$ is irreducible, the function (2.24) with $\xi_{0}$ satisfying (3.14) is a zonal spherical function corresponding to this representation. In general the function $\Phi(x)$ is called a zonal spherical function over $X$, corresponding to an irreducible unitary representation $T^{(\lambda)}(g)$, if it can be represented in the form

$$
\begin{equation*}
\Phi(x)=\Phi\left(x, x_{0}\right)=\left[T^{(\lambda)}(g) \xi, \eta\right], \quad \text { where } \quad T^{(\lambda)}(k) \xi=\xi \tag{3.15}
\end{equation*}
$$

for all $k \in K$ and it is called simply a spherical function if

$$
T^{(\lambda)}(k) \eta=\eta
$$

$$
\begin{equation*}
\Phi(x)=\left[T^{(\lambda)}(g) \xi, \eta\right] \tag{3.16}
\end{equation*}
$$

where $\quad T^{(\lambda)}(k) \xi=\xi$
for all $k \in K$. Obviously the zonal spherical function (3.15) depends only on the composite distance from $x$ to $x_{0}$, while the function (3.16) depends on the point $x=g K \in X$.

We next suppose that the group $G$ is a separable, locally compact group of type I. In this case, by [21] and [22] we can decompose the representation $T(g)$ in (2.24) into a direct sum of multiplicity-free representations, each of which in turn can be decomposed into a continued direct sum of irreducible nonequivalent representations. If $\xi_{0}$ satisfies (3.14) then the projection of this vector into the space of any irreducible representation $T^{(\lambda)}(g)$, belonging to $T(g)$, will be an invariant vector of the corresponding (reducible) representation $T^{(\lambda)}(k)$ of the group $K$. Arguing as we did when deriving formula (2.26), we find that an arbitrary positive definite function over $X$ satisfying (3.1) will be given by

$$
\begin{equation*}
B\left(x_{1}, x_{2}\right)=\int_{G_{K}} \operatorname{Tr}\left[P_{K}^{(\lambda)} T^{(\lambda)}\left(g_{2}^{-1} g_{1}\right) P_{K}^{(\lambda)} F_{K}(d \lambda)\right] . \tag{3.17}
\end{equation*}
$$

Here $\bar{G}_{K}$ is the subset of those $\lambda \in \bar{G}$ for which in the space $H^{(\lambda)}$ there is at least one vector invariant with respect to all transformations $T^{(\lambda)}(k)$ with $k \in K$, $P_{K}^{(\lambda)}$ is a projection operator in $H^{(\lambda)}$ onto the maximum invariant with respect to all $T^{(\lambda)}(k)$ subspace $H_{K}^{(\lambda)}$, and $F_{K}(d \lambda)$ is a Hermitian nonnegative definite "operator measure" over $\bar{G}_{K}$ with values in a ring of operators in the space $H_{K}^{(\lambda)}$ while $g_{1}$ and $g_{2}$ are arbitrary elements of cosets modulo $K$, defining the points $x_{1}$ and $x_{2}$ of $X$. The operator $P_{K}^{(\lambda)} T^{(\lambda)}(g) P_{K}^{(\lambda)}$ in (3.17) is considered as an operator in the subspace $H_{K}^{(\lambda)}$, and the integral over $\bar{G}_{K}$ here must be understood as the sum of integrals, taken over the subspaces $\bar{G}_{n} \subset \bar{G}_{K}$ for $n=\infty, 1,2, \cdots$ such that for $\lambda \in \bar{G}_{n}$ the subspace $H_{K}^{(\lambda)}$ is $n$-dimensional.

In this way we come to the following theorem.
Theorem 6. Let the group of motions $G$ of the homogeneous space $X=G / K$ be a separable locally compact group pf type $I$. Then the function $B\left(x_{1}, x_{2}\right)$ on $x$ is a positive definite function invariant with respect to all motions if and only if it can be represented in the form (3.17), where $F_{K}(d \lambda)$ is a Hermitian nonnegative definite "operator measure" over $\bar{G}_{K}$, whose values are operators in $H_{K}^{(\lambda)}$ such that

$$
\begin{equation*}
\operatorname{Tr}\left[F_{K}\left(\bar{G}_{K}\right)\right]<\infty . \tag{3.18}
\end{equation*}
$$

If we choose in each of the subspaces $H_{K}^{(\lambda)}$, corresponding to $\bar{G}_{n}$, a definite basis, we can rewrite formula (3.17) in the form

$$
\begin{equation*}
B\left(x_{1}, x_{2}\right)=\int_{G_{K}} \sum_{i, j} \Phi_{i j}^{(\lambda)}\left(x_{1}, x_{2}\right) F_{j i}(d \lambda), \tag{3.19}
\end{equation*}
$$

which generalizes (3.9). Here $\left\{\Phi_{i j}^{(\lambda)}\left(x_{1}, x_{2}\right)\right\}$ is a complete family of linearly independent zonal spherical functions corresponding to an irreducible representation $T^{(\lambda)}(g)$. This family will be finite ( $n^{2}$ members) for $\lambda \in \bar{G}_{n}$, where $n=1,2, \cdots$, and infinite for $\lambda \in \bar{G}_{\infty}$.

There exists still another class of homogeneous spaces for which a general formula can be written, even simpler than (3.17), for the arbitrary positive definite function $B\left(x_{1}, x_{2}\right)$ satisfying (3.1). This is E. Cartan's class of symmetric homogeneous spaces. A homogeneous space $X=G / K$ is called symmetric if the group $G$ of its motions contains an involuntary automorphism $g \rightarrow g^{\prime}$, that
is, an isomorphic mapping of $G$ into $G$ such that $\left(g^{\prime}\right)^{\prime}=g$ such that it sets apart the stationary subgroup $K$ in the sense that $g^{\prime}=g$ if and only if $g \in K$. It is not hard to see that this condition is satisfied, for example, for any homogeneous spaces of constant curvature (see [33] for this and other examples of homogeneous symmetric spaces). For arbitrary symmetric homogeneous spaces the following important theorem was proved by Gelfand [34] (see also section 31.10 in [18]).

Theorem $6^{\prime}$. If the space $X=G / K$ is a symmetric homogeneous space, then to every irreducible, unitary representation $T^{(\lambda)}(g)$ of the group $G$ corresponds not more than one zonal spherical function $\Phi^{(\lambda)}\left(x_{1}, x_{2}\right)$, so that the subspace $H_{K}^{(\lambda)}$ for any $\lambda \in \vec{G}$ is in this case not more than one-dimensional. The function $B\left(x_{1}, x_{2}\right)$ over such $X$ is a positive definite function invariant with respect to all motions if and only if it can be represented by the formula

$$
\begin{equation*}
B\left(x_{1}, x_{2}\right)=\int_{G_{1}} \Phi^{(\lambda)}\left(x_{1}, x_{2}\right) F(d \lambda) \tag{3.20}
\end{equation*}
$$

where $F(d \lambda)$ is a nonnegative measure over $\bar{G}_{1}$, which coincides in this case with $\bar{G}_{K}$, such that the integral on the right of (3.19) converges.

Theorem $6^{\prime}$ supplements theorem 6 . In the case of a symmetric space $X$ the function $\Phi^{(\lambda)}\left(x_{1}, x_{2}\right)$ will depend symmetrically on $x_{1}$ and $x_{2}$, since here motions always exist which interchange the order of these two points. In other words, the zonal spherical functions will depend here only on the composite distance between the points $x_{1}$ and $x_{2}$ (see [33]).

Let us now consider the "spectral representation" of the homogeneous random field $\xi(x)$ itself. We suppose that the covariance function $B\left(x_{1}, x_{2}\right)$ of this field can be represented in the form (3.17). In particular it could be represented in the form (3.20), which is a special case of (3.17). Our discussion will be similar to the proof of theorem 4 . We consider the Hilbert space $L^{2}\left(F_{K}\right)$ of operator functions $U^{(\lambda)}$ of $\lambda \in \bar{G}_{K}$ with values in a ring of bounded operators from $H_{K}^{(\lambda)}$ onto $H^{(\lambda)}$ and with the following norm in $L^{2}\left(F_{K}\right)$,

$$
\begin{equation*}
\left\|U^{(\lambda)}\right\|^{2}=\int_{\boldsymbol{G}_{K}} \operatorname{Tr}\left[U^{(\lambda)} F_{K}(d \lambda) U^{(\lambda) *}\right] . \tag{3.21}
\end{equation*}
$$

Every bounded operator $V$ in $H^{(\lambda)}$ can be considered, if desired, as an operator from $H_{K}^{(\lambda)}$ onto $H^{(\lambda)}$ by restricting its domain of definition to the subspace $H_{K}^{(\lambda)}$. To avoid confusion we shall denote such a restricted operator by $V P_{K}^{(\lambda)}$. In this case the correspondence

$$
T^{(\lambda)}(g) P_{K}^{(\lambda)} \leftrightarrow \xi(x), \quad x=\left\{g^{\prime} K\right\} \ni g
$$

will be an isometric mapping of the set $\{\xi(x), x \in X\}$ of the space $\mathfrak{W}$ into $L^{2}\left(F_{K}\right)$, which can be extended to an isometric mapping of $L^{2}\left(F_{K}\right)$ into $\mathfrak{y}$. If we now take the function $U^{(\lambda)}\left(\Lambda ; f_{1}, f_{2}\right) \in L^{2}\left(F_{K}\right)$ corresponding to a pair of vectors $f_{1} \in H^{(\lambda)}$, $f_{2} \in H_{K}^{(\lambda)}$ and to a measurable set $\Lambda \in \bar{G}_{K}$, by means of formula (2.30), then under the mapping (3.22) we have

$$
\begin{equation*}
U^{(\lambda)}\left(\Lambda ; f_{1}, f_{2}\right) \leftrightarrow Z\left(\Lambda ; f_{1}, f_{2}\right)=\left[Z(\Lambda) f_{1}, f_{2}\right], \tag{3.23}
\end{equation*}
$$

where $Z(\Lambda)$ is a random linear operator from $H^{(\lambda)}$ onto $H_{K}^{(\lambda)}$, depending additively on $\Lambda \in \bar{G}_{K}$. Furthermore, analogous to the proof of formula (2.33), it may be shown that

$$
\begin{equation*}
\xi(x)=\int_{G_{\mathbf{K}}} \operatorname{Tr}\left[Z(d \lambda) T^{(\lambda)}(g) P_{K}^{(\lambda)}\right], \quad x=\left\{g^{\prime} K\right\} \ni g \tag{3.24}
\end{equation*}
$$

and that for any $f_{1}, g_{1} \in H^{(\lambda)}, f_{2}, g_{2} \in H_{K}^{(\lambda)}$, we have

$$
\begin{equation*}
E\left[Z\left(\Lambda_{1}\right) f_{1}, f_{2}\right]\left[\overline{\left.Z\left(\Lambda_{2}\right) g_{1}, g_{2}\right]}=\left(f_{1}, g_{1}\right)\left[F_{K}\left(\Lambda_{1} \cap \Lambda_{2}\right) g_{2}, f_{2}\right]\right. \tag{3.25}
\end{equation*}
$$

From this we can obtain easily
Theorem 7. Let the group of motions $G$ of a homogeneous space $X=G / K$ be a separable, locally compact group of type I. Then the random field $\xi(x)$ over $X$ will be homogeneous if and only if it can be represented in the form (3.24), where $Z(\Lambda)$ is a random linear operator from $H^{(\lambda)}$ onto $H_{K}^{(\lambda)}$, depending completely additively on the set $\Lambda \subset \bar{G}_{K}$ and satisfying condition (3.25) for every $f_{1}, g_{1} \in H^{(\lambda)}, f_{2}, g_{2} \in H_{K}^{(\lambda)}$. Here $F_{K}(\Lambda)$ is a Hermitian nonnegative operator in $H_{K}^{(\lambda)}$, satisfying (3.18), by means of which the covariance function $B\left(x_{1}, x_{2}\right)$ of the field $\xi(x)$ is expressed by formula (3.17).

Analogous results hold for homogeneous random fields over an arbitrary symmetric homogeneous space $X$. The only difference is that in this case the space $H_{K}^{(\lambda)}$ is one-dimensional for any $\lambda \in \bar{G}_{K}=\bar{G}_{1}$ and therefore $Z(\Lambda)$ is a linear random functional in $H^{(\lambda)}$, satisfying condition

$$
\begin{equation*}
E Z\left(\Lambda_{1}\right) f_{1} \overline{Z\left(\Lambda_{2}\right) g_{1}}=F\left(\Lambda_{1} \cap \Lambda_{2}\right)\left(f_{1}, g_{1}\right), \tag{3.26}
\end{equation*}
$$

where $F(\Lambda)$ is the nonnegative measure in $\bar{G}_{1}$ from equation (3.20).
In "coordinate notation" formulas (3.24) and (3.25) will look very much like (3.7) and (3.8). In particular, in the case of a symmetric space $X$ these formulas become

$$
\begin{gather*}
\xi(x)=\int_{\sigma_{1}} \sum_{n} \Phi_{n}^{(\lambda)}(x) Z_{n}(d \lambda),  \tag{3.27}\\
E Z_{n}\left(\Lambda_{1}\right) \overline{Z_{m}\left(\Lambda_{2}\right)}=\delta_{n m} F\left(\Lambda_{1} \cap \Lambda_{2}\right), \tag{3.28}
\end{gather*}
$$

where $\left\{\Phi_{n}^{(\lambda)}(x), n=0,1,2, \cdots\right\}$ is a complete system of "spherical functions," corresponding to the zonal spherical function $\Phi^{(\lambda)}\left(x, x_{0}\right) \equiv \Phi_{0}^{(\lambda)}(x)$. Theorem 7, together with theorems 6 and $6^{\prime}$ can be considered as generalizations of theorems $1,3,4$, and 5 above.

Examples. It is known that in the $n$-dimensional Euclidean space $R_{n}$, with the usual group of motions $G$ there exists a one-parameter family of zonal spherical functions $\Phi^{(\lambda)}(r)$, depending on the distance $r$ between the points $x_{1}$ and $x_{2}$,

$$
\begin{equation*}
\Phi^{(\lambda)}(r)=\frac{J_{(n-2) / 2}(\lambda r)}{(\lambda r)^{(n-2) / 2}}, \quad 0 \leqq \lambda<\infty \tag{3.29}
\end{equation*}
$$

(see, for example, [35] and [28]). In this way, the formula of Schoenberg (1.4) is a special case of the general formula (3.18).

The general spherical functions over the Euclidean plane $R_{2}$ were enumerated by M. G. Krein [35] (see also N. Ya. Vilenkin [24]). Substituting these formulas into (3.27) and (3.28) we obtain the following general representation of homogeneous and isotropic random fields over a plane

$$
\begin{equation*}
\xi(r, \varphi)=\sum_{n=-\infty}^{\infty} e^{-i n \varphi} \int_{0}^{\infty} J_{n}(r \lambda) Z_{n}(d \lambda), \tag{3.30}
\end{equation*}
$$

where $(r, \varphi)$ are polar coordinates on a plane and the $Z_{n}(d \lambda)$ satisfy (3.28). Similarly, for homogeneous and isotropic fields in an $n$-dimensional Euclidean space $R_{n}$ we can obtain from the results of [28] (see also volume 2 in [32]) the representation

$$
\begin{align*}
& \xi\left(r, \theta_{1}, \cdots, \theta_{n-2}, \varphi\right)  \tag{3.31}\\
& \quad=\sum A_{l, m_{1}, \cdots, m_{n-1} \pm m_{n-2}-2} Y_{l, m_{1}, \cdots, m_{n-1} \pm m_{n-2}}\left(\theta_{1}, \cdots, \theta_{n-2}, \varphi\right) \\
& \int \frac{J_{l+(n-2) / 2}(r \lambda)}{(r \lambda)^{(n-2) / 2}} Z_{l, m_{1}, \cdots, m_{n-1} \pm m_{n-2}}(d \lambda),
\end{align*}
$$

where $r, \theta_{1}, \cdots, \theta_{n-2}, \varphi$ are spherical coordinates in $R_{n}$ and where the summation on the right side goes over all $l=0,1,2, \cdots, 0 \leqq m_{n-2} \leqq m_{n-3} \leqq$ $\cdots \leqq m_{1} \leqq l$, and over both signs of $m_{n-2}$. In (3.31) the $A_{l, m_{1}, \cdots, m_{n} \rightarrow \pm m_{n-2}}$ are normalizing constants, which can be expressed simply in terms of the $\Gamma$-function, and $Y_{l, m_{1}, \cdots, m_{n-n}, \pm m_{n-2}}$ are the corresponding surface harmonics, while $Z_{l, m_{1}, \cdots, m_{n-1}, \pm m_{n-2}}(d \lambda)$ is a countable family of mutually uncorrelated random measures on the line $[0, \infty]$ with equal mathematical expectations of the square of the absolute value.

In case of an $n$-dimensional Lobachevsky space $L_{n}$, the zonal spherical functions have the form

$$
\begin{equation*}
\Phi^{(\lambda)}(r)=\frac{P_{\mu(\lambda)}^{-(n) 2) / 2}(\cosh r)}{(\sinh r)^{(n-2) / 2}}, \quad \mu(\lambda)=-\frac{1}{2}+i\left[\lambda-\left(\frac{n-1}{2}\right)^{2}\right]^{1 / 2}, \tag{3.32}
\end{equation*}
$$

where $P_{\mu}^{\nu}$ is a special solution of the well-known Legendre's differential equation (see Krein [35] and Vilenkin [29]; for three-dimensional Lobachevsky space, where $\Phi^{(\lambda)}(r)=\left[\sin (\lambda-1)^{1 / 2} r\right] /\left[(\lambda-1)^{1 / 2} \sinh r\right]$, the corresponding result has been obtained previously by Gelfand and Naĭmark [36], [18]). From this we have for the covariance function of an isotropic field $L_{n}$ the following formula, first established by Krein [35],

$$
\begin{equation*}
B(r)=\int_{0}^{\infty} \frac{P_{\mu(\lambda)}^{-(n-2) / 2}(\cosh r)}{(\sinh r)^{(n-2) / 2}} d \Phi(\lambda) . \tag{3.33}
\end{equation*}
$$

In [35] all the nonzonal spherical functions of the space $L_{2}$ are also given. Substituting these into (3.27) we obtain the following form of an isotropic random field over the Lobachevsky plane

$$
\begin{align*}
& \xi(r, \varphi)=\sum_{n=-\infty}^{\infty} \dot{\gamma}_{n} e^{-i n \varphi} \int_{0}^{\infty} P_{-1 / 2+(1 / 4-\lambda)^{1 / 2}(\cosh r) Z_{n}(d \lambda), ~}^{n} \\
& \gamma_{n}=\left\{(-1)^{n} \frac{\Gamma\left[\left(\frac{1}{4}-\lambda\right)^{1 / 2}-|n|+\frac{1}{2}\right]}{\Gamma\left[\left(\frac{1}{4}-\lambda\right)^{1 / 2}+|n|+\frac{1}{2}\right]}\right\}^{1 / 2}, \tag{3.34}
\end{align*}
$$

where $Z_{n}(d \lambda)$ satisfies (3.28). For the $n$-dimensional Lobachevsky space $L_{n}$ all the nonzonal spherical functions are given in the note [29]. From this, for an arbitrary isotropic field in $L_{n}$, we obtain a representation of the form (3.31) but with the replacement of the function $J_{l+(n-2) / 2}(r \lambda) /(r \lambda)^{(n-2) / 2}$ by $P_{\mu(\lambda)}^{-(n-2) / 2-2}(\cosh r) /(\sinh r)^{(n-2) / 2}$ and with the alteration of the values of the constants $A_{l, m_{1}}, \cdots, m_{n-3, \pm m_{n-2}}$.

A number of other examples of complete systems of zonal spherical functions over special homogeneous spaces is given in papers [26], [37], [38]. Some general properties of such functions are studied in [33]. These properties simplify considerably the finding of the functions. The problem of finding arbitrary nonzonal spherical functions is much more difficult. However, for special spaces $X=G / K$ it can also be solved quite effectively in a number of cases.

## 4. Multidimensional homogeneous fields. Further generalizations

The notion of a homogeneous random field considered in sections 2 and 3 admits a number of further generalizations. We now consider briefly some of them.
4.1. Multidimensional homogeneous random fields over groups.

Let $\xi(g)=\left\{\xi_{1}(g), \cdots, \xi_{N}(g)\right\}$ be an $N$-dimensional random field over a group $G$ and let $\{U(g)\}$ be some, not necessarily unitary, $N$-dimensional representation of this group acting in the space $A$. The field $\xi(g)$ is called a left homogeneous field of the quantities $\boldsymbol{\xi}$, which transform according to the representation $U(g)$, if for all $g, g_{1}, g_{2} \in G$

$$
\begin{align*}
E \xi_{i}\left(g_{1}\right) & =E\left[V_{\imath} \xi\left(g_{1}\right)\right]_{i},  \tag{4.1}\\
E \xi_{i}\left(g_{1}\right) \overline{\xi_{j}\left(g_{2}\right)} & =E\left[V_{o} \xi\left(g_{1}\right)\right]_{i}\left[V_{o} \xi\left(g_{2}\right)\right]_{j},
\end{align*}
$$

where

$$
\begin{equation*}
V_{g} \xi\left(g_{1}\right)=U(g) \xi\left(g^{-1} g_{1}\right) . \tag{4.2}
\end{equation*}
$$

In other words, if $\mathbf{M}(g)=E \xi(g)$ is a vector of mean values of the field $\boldsymbol{\xi}(g)$ and if $B\left(g_{1}, g_{2}\right)=\left\|E \xi_{i}\left(g_{1}\right) \overline{\xi_{j}\left(g_{2}\right)}\right\|$ is its covariance matrix, then

$$
\begin{align*}
\mathbf{M}\left(g_{1}\right) & =U(g) \mathbf{M}\left(g^{-1} g_{1}\right)=U\left(g_{1}\right) \mathbf{M}^{(0)},  \tag{4.3}\\
B\left(g_{1}, g_{2}\right) & =U(g) B\left(g^{-1} g_{1}, g^{-1} g_{2}\right) U^{*}(g)=U\left(g_{2}\right) B^{(0)}\left(g_{2}^{-1} g_{1}\right) U^{*}\left(g_{2}\right), \tag{4.4}
\end{align*}
$$

where $\mathbf{M}^{(0)}$ is some constant vector and $B^{(0)}(g)$ is a matrix depending on one argument. In particular, if the representation $\{U(g)\}$ is a multiple of the identity
representation, our $N$-dimensional field $\boldsymbol{\xi}(g)$ is simply the set of $N$ scalar homogeneous (and homogeneously connected) fields. The field $\boldsymbol{\xi}(g)$, homogeneous with respect to right shifts, is similarly defined. In this case we must only assume that $V_{o} \xi\left(g_{1}\right)=U(g) \xi\left(g_{1} g\right)$.

Following A. N. Kolmogorov (see Yu. A. Rosanov [39]), the multidimensional field $\boldsymbol{\xi}(g)$ can also be interpreted as a field of linear operators $\xi_{0}$ from some linear space $A$ onto the space $\mathfrak{F}$ of random variables

$$
\begin{equation*}
\xi_{\vartheta}(a)=\sum_{k} \xi_{k}(g) a_{k}, \quad a=\left(a_{1}, a_{2}, \cdots\right) \in A \tag{4.5}
\end{equation*}
$$

In this case the field $\xi_{g}$ will be called homogeneous with respect to left translations if there exists representation $\left\{U^{+}(g)\right\}$ of the group $G$ in the space $A$ such that for all $g, g_{1}, g_{2} \in G$, we have

$$
\begin{align*}
E \xi_{g_{1}}(a) & =E \xi_{g g_{1}}\left[U^{+}(g) a\right], \\
E \xi_{g_{1}}\left(a_{1}\right) \overline{\xi_{g_{2}}\left(a_{2}\right)} & \left.=E \xi_{g_{1}}\left[U^{+}(g) a_{1}\right] \overline{\xi_{g_{2}}\left[U^{+}(g) a_{2}\right.}\right] . \tag{4.6}
\end{align*}
$$

The representation $U^{+}(g)$ is connected with $U(g)$ by the relation $U^{+}(g)=$ $\left[U\left(g^{-1}\right)\right]^{\prime}$, that is, $U_{i j}^{+}(g)=U_{j i}\left(g^{-1}\right)$. Such a "noncoordinate" interpretation of multidimensional fields is particularly convenient in the case of infinite-dimensional fields.

The general form of the vector of mean values of a homogeneous field of quantities $\boldsymbol{\xi}$ can be defined by formula (4.3). The vector $\mathbf{M}^{(0)}$ in this formula is any constant vector of $A$. It remains to obtain the general form of the matrix $B\left(g_{1}, g_{2}\right)$ or, what is the same thing, of the matrix $B^{(0)}(g)$ in (4.4). In order to do this we assume that the group $G$ is a separable, locally compact group of type I. In particular it can be an arbitrary compact group. Let $a$ be an arbitrary constant vector of $A$ and let $a(g)=U^{+}(g) a$. Then by (4.6) the random field

$$
\begin{equation*}
\xi_{a}(g)=\sum_{k} \xi_{k}(g) a_{k}(g) \tag{4.7}
\end{equation*}
$$

will be a left homogeneous one-dimensional field, depending linearly on the parameter $a_{k}$. Applying theorem 4 to this field we obtain

$$
\begin{equation*}
\xi_{a}(g)=\int_{G} \operatorname{Tr}\left[T^{(\lambda)}(g) Z_{a}(d \lambda)\right], \tag{4.8}
\end{equation*}
$$

where

$$
\begin{equation*}
Z_{a}(\Lambda)=\sum_{k} Z_{k}(\Lambda) a_{k} \tag{4.9}
\end{equation*}
$$

and $\mathbf{Z}(\Lambda)=\left\{Z_{1}(\Lambda), \cdots, Z_{N}(\Lambda)\right\}$ is a vector "random operator measure" on $G$ such that

$$
\begin{equation*}
E\left[Z_{m}\left(\Lambda_{1}\right) f_{1}, f_{2}\right]\left[\overline{\left.Z_{n}\left(\Lambda_{2}\right) g_{1}, g_{2}\right]}=\left(f_{1}, g_{1}\right)\left[F_{m n}\left(\Lambda_{1} \cap \Lambda_{2}\right) g_{2}, f_{2}\right]\right. \tag{4.10}
\end{equation*}
$$

where $F_{m n}(\Lambda)$ are operators in $H^{(\lambda)}$ such that $\sum F_{m n}(\Lambda) a_{m} \bar{a}_{n}$ is a Hermitian nonnegative operator for any complex numbers $a_{1}, \cdots, a_{N}$. Or, if $Z_{m}(\Lambda)=\left\|Z_{i j, m}(\Lambda)\right\|$, then

$$
\begin{equation*}
E Z_{i j, m}\left(\Lambda_{1}\right) \overline{Z_{k l, n}\left(\Lambda_{2}\right)}=\delta_{j l} F_{i k, m n}\left(\Lambda_{1} \cap \Lambda_{2}\right) \tag{4.11}
\end{equation*}
$$

that is

$$
\begin{equation*}
E\left[Z_{a}\left(\Lambda_{1}\right) f_{1}, f_{2}\right]\left[\overline{Z_{b}\left(\Lambda_{2}\right) g_{1}, g_{2}}\right]=\left(f_{1}, g_{1}\right)\left[F\left(\Lambda_{1} \cap \Lambda_{2}\right)\left(a, g_{2}\right),\left(b, f_{2}\right)\right] \tag{4.12}
\end{equation*}
$$

where $F(\Lambda)=\left\|F_{i k, m n}(\Lambda)\right\|$ is a Hermitian nonnegative operator in the Kronecker product $A \times H^{(\lambda)}$ of the spaces $A$ and $H^{(\lambda)}$, that is, in the direct sum of spaces $e_{1} H^{(\lambda)}, e_{2} H^{(\lambda)}, \cdots$, isomorphic to $H^{(\lambda)}$ where $\left\{e_{1}, e_{2}, \cdots\right\}$ is a basis in $A$. The operator $F(\Lambda)$ has a finite trace and depends completely additively on $\Lambda$. The formula (4.8) can also be written in the form

$$
\begin{equation*}
\boldsymbol{\xi}(g)=\int_{G} U(g) \operatorname{Tr}\left[T^{(\lambda)}(g) \mathbf{Z}(d \lambda)\right] \tag{4.13}
\end{equation*}
$$

or in the form

$$
\begin{equation*}
\xi_{m}(g)=\sum_{n} U_{m n}(g) \int_{G} \sum_{i, j} T_{i j}^{(\lambda)}(g) Z_{j i, n}(d \lambda) \tag{4.14}
\end{equation*}
$$

Equation (4.3) is obviously equivalent to the condition

$$
E Z(\Lambda)=\left\{\begin{array}{lll}
\mathbf{M}^{(0)} & \text { if } & \lambda_{0} \subset \Lambda  \tag{4.15}\\
0 & \text { if } & \lambda_{0} \not \subset \Lambda
\end{array}\right.
$$

where $\left\{T^{\left(\lambda_{0}\right)}(g)\right\}$ is the identity representation of the group $G$, so that $T^{\left(\lambda_{0}\right)}(g)=I$. From (4.8) and (4.12) we obtain the following expression for the covariance matrix $B\left(g_{1}, g_{2}\right)$

$$
\begin{align*}
B\left(g_{1}, g_{2}\right) & =U\left(g_{1}\right) \int_{G} \operatorname{Tr}\left\{T^{(\lambda)}\left(g_{2}^{-1} g_{1}\right) F(d \lambda)\right\} U^{*}\left(g_{2}\right)  \tag{4.16}\\
& =U\left(g_{2}\right) U\left(g_{2}^{-1} g_{1}\right) \int_{G} \operatorname{Tr}\left[T^{(\lambda)}\left(g_{2}^{-1} g_{1}\right) F(d \lambda)\right] U^{*}\left(g_{2}\right)
\end{align*}
$$

or in other words

$$
\begin{align*}
B_{m n}\left(g_{1}, g_{2}\right) & =\sum_{s, t} U_{m_{\varepsilon}}\left(g_{1}\right) \overline{U_{n t}\left(g_{2}\right)} \int_{G} \sum_{i, j} T_{i j}^{(\lambda)}\left(g_{2}^{-1} g_{1}\right) F_{j i, s t}(d \lambda),  \tag{4.17}\\
B_{m n}^{(0)}(g) & =\sum_{s} U_{m \varepsilon}(g) \int_{G} \sum_{i, j} T_{i j}^{(\lambda)}(g) F_{j i, s n}(d \lambda) . \tag{4.18}
\end{align*}
$$

In order that this relation be compatible with (4.3), the following inequality must hold.

$$
\begin{equation*}
F_{m n}\left(\lambda_{0}\right) \geqq M_{m}^{(0)} \overline{M n}_{n}^{(0)} \tag{4.19}
\end{equation*}
$$

From this it is easy to derive
Theorem 8. Let $\xi(g)$ be a multidimensional random field over a separable, locally compact group $G$ of type I. Then $\xi(g)$ is a left homogeneous field of the quantities $\xi$, which transform according to the representation $\{U(g)\}$, if and only if it is representable in the form (4.13), where $\mathbf{Z}(\Lambda)$ is the vector "random operator
measure" over $\bar{G}$, satisfying (4.12), while $\bar{F}(\Lambda)$ is the "operator measure" over $\bar{G}$, whose values are Hermitian nonnegative operators with finite traces in the Kronecker product $A \times H^{(\lambda)}$ of the spaces $A$ and $H^{(\lambda)}$. The mean value $\mathbf{M}=E \xi(g)$ of such a field $\boldsymbol{\xi}(g)$ is given by formula (4.3), where $\mathbf{M}^{(0)}$ is determined from (4.15), and the covariance matrix $B\left(g_{1}, g_{2}\right)$ is given by (4.16).

Conversely, any matrix of the form (4.16) is a covariance matrix of some multidimensional left homogeneous random field whose mean value can assume any value of the form (4.3), where $\mathbf{M}^{(0)}$ is a constant vector, satisfying (4.19).
4.2. Multidimensional homogeneous fields over homogeneous spaces. The multidimensional field $\xi(x)=\left\{\xi_{1}(x), \xi_{2}(x), \cdots\right\}$ over $X=G / K$ is called homogeneous if its first and second moments remain unaltered when we apply the transformation $\xi(x) \rightarrow U(g) \xi\left(g^{-1} x\right)$ to $\xi(x)$, where $\{U(g)\}$ is some representation of the group $G$. It is clear that if the field $\xi(x)$ is homogeneous, then the vector $\mathbf{M}(x)=E \xi(x)$ and the matrix $B\left(x_{1}, x_{2}\right)=\left\|E \xi_{i}\left(x_{1}\right) \overline{\xi_{j}\left(x_{2}\right)}\right\|$ will satisfy the relations

$$
\begin{align*}
\mathbf{M}(x) & =U(g) \mathbf{M}\left(g^{-1} x\right)  \tag{4.20}\\
B\left(x_{1}, x_{2}\right) & =U(g) B\left(g^{-1} x_{1}, g^{-1} x_{2}\right) U^{*}(g) . \tag{4.21}
\end{align*}
$$

This can be expressed as follows: the linear operator from $A$ into $\mathfrak{S}$

$$
\begin{equation*}
\xi_{x}(a)=\sum_{k} \xi_{k}(x) a_{k} \tag{4.22}
\end{equation*}
$$

will in this case have the properties

$$
\begin{align*}
E \xi_{x}(a) & =E \xi_{o x}\left[U^{+}(g) a\right], \\
E \xi_{x_{1}}\left(a_{1}\right) \overline{\xi_{x_{2}}\left(a_{2}\right)} & =E \xi_{o x_{1}}\left[U^{+}(g) a_{1}\right] \overline{\xi_{a x_{2}}\left[U^{+}(g) a_{2}\right]} . \tag{4.23}
\end{align*}
$$

From formula (4.20) it follows at once that

$$
\begin{equation*}
\mathbf{M}(x)=U(g) \mathbf{M}^{(0)} \tag{4.24}
\end{equation*}
$$

where $\mathbf{M}^{(0)}$ is an arbitrary vector in $A$, invariant with respect to all transformations $U(k)$ with $k \in K$

$$
\begin{equation*}
U(k) \mathbf{M}^{(0)}=\mathbf{M}^{(0)} \quad \text { for all } k \in K \tag{4.25}
\end{equation*}
$$

Much more complicated is the question of the general form of the covariance matrix $B\left(x_{1}, x_{2}\right)$ and the connected question of the "spectral decomposition" of the field $\xi(x)$ itself. We now consider this question in the case of a finite-dimensional field $\xi(x)$ over a compact homogeneous space $X$. After this, it will not be hard to see what the corresponding formulas should become in the more general locally compact case.

Let $\xi(x)=\left\{\xi_{1}(x), \cdots, \xi_{N}(x)\right\}$, where $x \in G / K$ and $G$ is a compact group. The field $\xi(x)$ can be considered as an $N$-dimensional homogeneous random field $\boldsymbol{\xi}(g)$ over $G$, constant over all left cosets of $G$ with respect to $K$. Therefore [see (4.14) and (4.11)]

$$
\begin{equation*}
\eta_{i}(g)=\sum_{j} \xi_{j}(g) U_{\sharp}^{\dagger}(g)=\sum_{j} U_{i j}\left(g^{-1}\right) \xi_{j}(g) \tag{4.26}
\end{equation*}
$$

for every $i=1,2, \cdots, N$ will admit the representation

$$
\begin{equation*}
\eta_{i}(g)=\sum_{\lambda} \sum_{m, n} z_{n m, i}^{(\lambda)} T_{m n}^{(\lambda)}(g), \tag{4.27}
\end{equation*}
$$

where $\left\{T^{(\lambda)}(g)\right\}$ are all possible irreducible and nonequivalent unitary representations of $G$ and

$$
\begin{equation*}
E z_{n m, z}^{(\lambda)} \overline{z_{z r, j}^{(\mu)}}=\delta_{\lambda_{\mu}} \delta_{m r} f_{n s, i j .}^{(\lambda)} . \tag{4.28}
\end{equation*}
$$

In our case $\xi_{k}(g)=\xi_{k}(g k), k \in K$. Therefore for any $k \in K$

$$
\begin{align*}
\eta_{i}(g k) & =\sum_{j} \xi_{j}(g k) U_{\mathfrak{H}}^{+}(g k)  \tag{4.29}\\
& \equiv \sum_{j} \sum_{l} \xi_{j}(g) U_{\mathfrak{H}}^{+}(g) U_{\mathfrak{k}}^{+}(k)=\sum_{l} \eta_{l}(g) U_{\mathfrak{H}}^{+}(k),
\end{align*}
$$

that is,

$$
\begin{equation*}
\sum_{\lambda} \sum_{m, n} \sum_{r} z_{n m, i}^{(\lambda)} T_{m r}^{(\lambda)}(g) T_{r n}(k)=\sum_{\lambda} \sum_{m, n} \sum_{l} z_{n m, l}^{(\lambda)}(g) T_{m n}^{(\lambda)}(g) U_{u}^{+}(k) . \tag{4.30}
\end{equation*}
$$

Conversely, it follows from (4.30) that $\xi_{j}(g k) \equiv \xi_{j}(g)$. Hence condition (4.30) is both necessary and sufficient in order that the field $\xi(g)$ in (4.26) and (4.27) be a homogeneous, multidimensional field over $X=G / K$.

Because of the orthogonality condition (2.8), it follows from (4.30) that for any $\lambda, m$, and $n$ and for all $k \in K$

$$
\begin{equation*}
\sum_{r} z_{n m, i}^{(\lambda)} T_{n r}^{(\lambda)}(k)=\sum_{l} z_{n m, l}^{(\lambda)} U_{l i}^{+}(k) \tag{4.31}
\end{equation*}
$$

We now choose bases in the space $A$ of the representation $U^{+}(g)$, and in the spaces $H^{(\lambda)}$ of representations $T^{(\lambda)}(g), \lambda=1,2, \cdots$, in such a way that these representations will decompose into irreducible representations of the subgroup $K$. Moreover, we shall require that the equivalent representations of $K$, which enter into $U^{+}$and $T^{(\lambda)}$ be written identically. This can always be done by a simple change of the bases. Let the representation $U^{+}(g)$ of the group $G$ decompose into distinct irreducible representations $\left\{V^{(i)}(k)\right\}$, for $i=1, \cdots, J$. We shall denote the multiplicity of the representation $V^{(i)}(k)$ in $U^{+}(g)$ by $L_{i}$, and its dimension by $S_{i}$. In this case it is convenient to replace the index $i$, with $i=1,2, \cdots, N$, of the components of the vectors $\boldsymbol{\xi}$ and $\boldsymbol{\eta}$ by a compound index $i_{l_{s}}$ where $i=1,2, \cdots, J ; l=1,2, \cdots, L_{i} ; s=1,2, \cdots, S_{i}$. Then $U_{i j}^{+}(k)$ becomes

$$
\begin{equation*}
U_{i t, J_{m}}^{+}(k)=\delta_{i j} \delta_{l m} V_{s i}^{(t)}(k) . \tag{4.32}
\end{equation*}
$$

Similarly, if the representation $T^{(\lambda)}(g)$ of the group $G$ decomposes into irreducible representations $V^{(n)}(k)$ with $n=1, \cdots, N_{\lambda}$, where the multiplicity of $V^{(n)}(k)$ in $T^{(\lambda)}(g)$ is $U_{n \lambda}$, then instead of the index $n$ with $n=1, \cdots, d_{\lambda}$, which enumerates the components of the matrix $T^{(\lambda)}(g)$, we can use the compound index $n_{u a}$ with $n=1, \cdots, N_{\lambda} ; u=1, \cdots, U_{n \lambda} ; a=1, \cdots, S_{n}$. Then

$$
\begin{equation*}
T_{n_{u a}, m_{v b}}^{(\lambda)}(k)=\delta_{n m} \delta_{u v 0} V_{a b}^{(n)}(k) \tag{4.33}
\end{equation*}
$$

Substituting (4.32) and (4.33) into (4.31) we obtain easily

$$
\begin{equation*}
z_{n_{s a}, m, i_{t}}^{(\lambda)}=\delta_{n i} \delta_{a s} z_{m, 2 l}^{(\lambda, i)} \tag{4.34}
\end{equation*}
$$

where

From this it follows that

$$
\begin{equation*}
\eta_{i_{0}}(g)=\sum_{\lambda} \sum_{m=1}^{d_{\lambda}} \sum_{u=1}^{U_{i \lambda}} z_{m, u l}^{\left(\lambda_{i}\right)} T_{m i_{u}}^{(\lambda)}(g) \tag{4.36}
\end{equation*}
$$

that is, every component $\eta_{j}(g)$ of the vector $\boldsymbol{\eta}(g)$ decomposes only along those columns of the matrix $T^{(\lambda)}(g)$ which belong to the same irreducible representation of the group $K$ as the $j$ th column of the matrix $U^{+}(g)$ and occupies in it the same position at this $j$ th column. By (4.36) the components $\xi_{j}(x)$ of the field $\xi(x)$ have the form

$$
\xi_{j}(x)=\sum z_{m, u l}^{(\lambda, i)} U_{j l_{s} g}(g) T_{m i_{u}}^{(\lambda)}(g),
$$

where the sum is taken over those indices that are repeated. It is not difficult to check that the functions $U_{j i_{s}}(g) T_{m m_{u s}}^{(\lambda)}(g)$ depend in fact only on the cosets of $G$ modulo $K$, that is, they are functions of $x \in X$, and not of $g \in G$. It follows immediately from (4.37) and (4.35) that the general formula for the correlation $\operatorname{matrix} B\left(x_{1}, x_{2}\right)=\left\|B_{j k}\left(x_{1}, x_{2}\right)\right\|$ is

$$
\begin{equation*}
B_{j k}\left(x_{1}, x_{2}\right)=\sum f_{u t, a b}^{(\lambda, i)} U_{j i_{u s}}\left(g_{1}\right) T_{l_{t i i_{w}}}^{(\lambda)}\left(g_{2}^{-1} g_{1}\right) U_{t_{t k} k}^{*}\left(g_{2}\right) \tag{4.38}
\end{equation*}
$$

where the sum is again taken over the indices that are repeated and where $\left\|f_{u r, a b}^{(\lambda, i)}\right\|$ is a nonnegative definite matrix over all its indices, that is, such that for any complex numbers $\alpha_{\text {iua }}$

$$
\begin{equation*}
\sum_{i, l} \sum_{u, v} \sum_{a, b} f_{u r, a b b}^{(\lambda, i l} \alpha_{i u a} \overline{\alpha_{l t b}} \geqq 0 . \tag{4.39}
\end{equation*}
$$

Equations (4.37) and (4.35) determine the general "spectral representation" of a multidimensional homogeneous field over a compact homogeneous space $X$, while (4.38) gives the "spectral representation" of the corresponding covariance function.

In the case of a separable, locally compact group $G$ of type I and its compact subgroup $K$, the spectral representation of the multidimensional homogeneous field $\xi(x)$ over $X=G / K$ and its covariance matrix $B\left(x_{1}, x_{2}\right)$ will be given by formulas similar to (4.37), (4.35), (4.38), and (4.39). However, summation over $\lambda$ must be replaced here by integration of the corresponding functions of the set $d \lambda \subset \bar{G}$ over the whole space $\bar{G}$.

In applications to special manifolds $X$ and to special representations $U(g)$ the general formulas can naturally be considerably simplified. Thus, for example, in the case of fields on a sphere $S_{2}$ in three-dimensional Euclidean space $R_{3}$ the stationary subgroup $K=O_{2}$ is the subgroup of rotations around the axis, which is commutative. Therefore all its irreducible representations are one-dimensional representations of the form $V^{(m)}(\varphi)=e^{i m \varphi}$, where $\varphi$ is the angle of rotation. Moreover in this case in all the irreducible representations of the group $G=O_{3}$,
the complete group of rotations in $R_{3}$, every representation $V^{(m)}$ of the group $O_{2}$ enters not more than once. Thus in this case, instead of the compound indices $i_{l e}, n_{u a}$, etc., it is usually possible to get along with simple indices $i, n$, etc. Making use of the formulas for all matrix elements $T_{m n}^{(\lambda)}$ of representations of the group $O_{3}$, given in [23], it is not hard to write down relations (4.37) and (4.38) explicitly for the case, for instance, of vector homogeneous random fields over $S_{2}$ or of tensor homogeneous fields of not too high a rank. The same results can be obtained making use of rotationally invariant expansion of vector and tensor (nonrandom) fields of the sphere $S_{2}$ over some specially chosen functions as described in [23]. In this connection see also [40], in which the problem of a similar invariant expansion of vector field on the sphere $S_{n}$ of an $(n+1)$-dimensional space $R_{n}$ is considered.

Another important special case is that of homogeneous and isotropic vector fields in $n$-dimensional Euclidean space $R_{n}=M_{n} / O_{n}$. Here $M_{n}$ is the group of all motions in $R_{n}$, and $O_{n}$ is the group of $n$-dimensional rotations. In this case the problem is simplified by the fact that the vector representation $U$ of the group $M_{n}$ is an irreducible unitary representation of the subgroup $O_{n}$, which enters not more than once in every irreducible representation of $M_{n}$. Therefore formula (4.36) has in this case the form

$$
\begin{equation*}
\eta_{s}(g)=\int_{G} \sum_{m} T_{m s}^{(\lambda)}(g) z_{m}(d \lambda) \tag{4.40}
\end{equation*}
$$

where the integral is taken over all irreducible representations of $M_{n}$ that contain vector representations of the subgroup $O_{n}$. Making use of the results of note [28] we can obtain from this a general spectral representation of the covariance matrix $B_{i j}\left(x_{1}, x_{2}\right)$ of the isotropic vector field, which was found in a different way in [4], as well as the spectral representation of the field $\xi(x)$ itself.
4.3. Generalized homogeneous random fields. If the space $X=G / K$, where $K$ can be the identity subgroup, is a finite-dimensional differentiable manifold so that the group $G$ is a Lie group, then together with the usual random field $\xi(x)$ or $\xi(x)=\left\{\xi_{1}(x), \cdots, \xi_{n}(x)\right\}$ over $X$ we can also consider generalized random fields (random distributions) in the sense of Itô[41] and of Gelfand [42]. According to [41] and [42] a generalized field is a random linear functional $\xi(\varphi)$ or $\xi(\varphi)=\left\{\xi_{1}(\varphi), \cdots, \xi_{N}(\varphi)\right\}$ defined on the L. Schwartz space $D$ of all infinitely differentiable complex functions $\varphi(x)$ which are zero outside a certain compact. The generalized field $\xi(\varphi)$ is called homogeneous if the mathematical expectations $m(\varphi)=E \xi(\varphi)$ and $B\left(\varphi_{1}, \varphi_{2}\right)=E \xi\left(\varphi_{1}\right) \overline{\xi\left(\varphi_{2}\right)}$ are such that for every $\varphi \in G$

$$
\begin{equation*}
m(\varphi)=m\left(V_{g} \varphi\right), \quad B\left(\varphi_{1}, \varphi_{2}\right)=B\left(V_{o} \varphi_{1}, V_{o} \varphi_{2}\right), \tag{4.41}
\end{equation*}
$$

where $V_{o \varphi}(x)=\varphi\left(g^{-1} x\right)$. In the multidimensional case these conditions are replaced by the conditions

$$
\begin{equation*}
\mathbf{M}(\varphi)=U(g) \mathbf{M}\left(V_{0} \varphi\right), \quad B\left(\varphi_{1}, \varphi_{2}\right)=U(g) B\left(V_{0} \varphi_{1}, V_{\imath} \varphi_{2}\right) U^{*}(g), \tag{4.42}
\end{equation*}
$$

where $\mathbf{M}(\varphi)$ is the vector of the mean values of the field $\xi(\varphi)$, and $B\left(\varphi_{1}, \varphi_{2}\right)$ is its covariance matrix, while $U(g)$ is some representation of the group $G$. Almost all
the results of the present article hold for these generalized homogeneous fields so long as the above formulas for $\xi(x)$, or for $\xi(g)$, are understood in the sense that

$$
\begin{equation*}
\xi(\varphi)=\int_{X} \xi(x) \varphi(x) d x \quad \text { or } \quad \xi(\varphi)=\int_{G} \xi(g) \varphi(g) d g, \tag{4.43}
\end{equation*}
$$

where $d x$ and $d g$ are the measures invariant with respect to the transformations $g \in G$. The only difference is that with this new approach to the formulas the expressions for $\xi(x)$ and $\xi(g)$ may now be divergent so long as they become convergent after integration with respect to $\varphi(x) d x$ or $\varphi(g) d g$ where $\varphi \in D$. Therefore, the convergence conditions (2.13), (2.27), (3.18), and so forth, are no longer necessary for generalized fields and must be replaced by less restrictive conditions. The exact form of these weakened conditions will be determined by the asymptotic properties of the corresponding matrix elements $T_{i j}^{(\lambda)}(g)$ and of the spherical functions $\Phi_{i j}^{(\lambda)}(x)$. In the most important concrete examples these asymptotic properties are usually known or can be obtained easily, so that the study of the corresponding homogeneous generalized fields does not present any additional difficulties (see, for example, [5] and [4], devoted to generalized random fields in Euclidean spaces $R_{n}$ ).

Some new problems arise if we consider together with the generalized fields $\xi(\varphi)$ over a functional space $D$ of infinitely differentiable functions, generalized fields over some other functional spaces, for instance over the space $D_{n}$ of functions, which are differentiable not more than $n$ times and zero outside the compact or over the functional spaces introduced in the book by I. M. Gelfand and G. E. Shilov [43]. It is clear that to a narrower class of functions $\varphi$ will correspond a wider class of random fields, that is, the random fields with the weakened "convergence conditions" which replace (2.27) and (3.18). The class of ordinary, not generalized, homogeneous random fields is from this point of view an intersection of a whole family of wider and wider classes of generalized random fields, which correspond to narrower and narrower classes of functions $\varphi$. The class of ordinary random fields will be followed in this family by the class of homogeneous random measures, which are random functions $\xi(S)$ of the set $S \subset X$ such that $E \xi(S)=E \xi(g S), E \xi\left(S_{1}\right) \overline{\xi\left(S_{2}\right)}=E \xi\left(g S_{1}\right) \overline{\xi\left(g_{1} S_{2}\right)}$ for any $g \in G$. We note, to avoid misunderstanding, that the expression "random measure" has a different meaning here than earlier in the paper, where it was applied only to random functions of sets, assuming noncorrelated values over nonintersecting sets. The class of random measures can be regarded as the class of generalized random fields, defined on the class of all possible continuous functions $\varphi$. Therefore, as distinct from the following classes of generalized fields, it can be defined over any topological homogeneous space, that is, the group $G$ in this case need not necessarily be a Lie group.

In the same sense as for the generalized homogeneous fields of Itô and Gelfand over the space $D$, the basic results of this paper hold for all the other classes of generalized fields. However, the problem about the exact form of the restrictions
imposed on the coefficients $f_{i j}^{(\lambda)}$ or on the "operator measure" $F(d \lambda)$ must be solved separately for each of these classes.

A typical example of results of this kind may be found in the recent article of V. N. Tutubalin [44], where generalized homogeneous random fields on the sphere $S_{2}$ are studied.

In this article it was shown that Obukhov's formulas (1.5) and (1.6) hold for the homogeneous random distributions of Itô and Gelfand and for homogeneous random measures on $S_{2}$ if we understand (1.5) in the sense (4.43). But in the case of homogeneous random measures the convergence condition

$$
\begin{equation*}
\sum_{l=0}^{\infty}(2 l+1) f_{l} P_{l}(1)<\infty \tag{4.44}
\end{equation*}
$$

must be replaced by the condition of uniform boundedness of all coefficients $f_{l}$, while in the case of homogeneous random distributions condition (4.44) must be replaced by the condition that the coefficients $f_{l}$ do not increase faster than some finite degree of $l$ for $l \rightarrow \infty$.
4.4. Fields with random homogeneous increments. In the theory of random processes, together with the study of stationary processes, more general processes with stationary increments are also studied (see, for example, [45] and [8]). Similar generalizations can be proposed in connection with the notion of a homogeneous random field over an arbitrary homogeneous space $X$. Namely, we shall call the field $\xi(x)$ a field with random homogeneous increments if all the differences $\xi\left(x_{1}\right)-\xi\left(x_{2}\right)=\xi\left(x_{1}, x_{2}\right)$ will represent a homogeneous, with respect to the transformations $g\left(x_{1}, x_{2}\right)=\left(g x_{1}, g x_{2}\right)$, random field over the space $X \times X$.

One should not suppose that the theory of fields with homogeneous increments can be reduced to the theory of homogeneous fields over some other homogeneous space; this is not the case, since in the space $X \times X$, the group $G=\{g\}$ is no longer transitive. Therefore, in the general case, the determination of the "spectral representation" for fields with homogeneous increments requires some new considerations.

The basic numerical characteristics of a field with homogeneous increments are the first and second moments of the difference $\xi\left(x_{1}, x_{2}\right)$, namely,

$$
\begin{equation*}
m\left(x_{1}, x_{2}\right)=E \xi\left(x_{1}, x_{2}\right), \quad B\left(x_{1}, x_{2} ; x_{3}, x_{4}\right)=E \xi\left(x_{1}, x_{2}\right) \overline{\xi\left(x_{3}, x_{4}\right)} \tag{4.45}
\end{equation*}
$$

The function $m\left(x_{1}, x_{2}\right)$ is completely characterized by the functional relation $m\left(x_{1}, x_{2}\right)+m\left(x_{2}, x_{3}\right)=m\left(x_{1}, x_{3}\right)$ and by the condition $m\left(g x_{1}, g x_{2}\right)=m\left(x_{1}, x_{2}\right)$. From this it is usually not difficult to determine the general form of the function. As to the second moments, $B\left(x_{1}, x_{2} ; x_{3}, x_{4}\right)$, they can be expressed easily through their values $B\left(x_{1}, x_{2} ; x_{3}, x_{2}\right)$ with $x_{4}=x_{2}$. If the field $\xi(x)$ is a real field, then from the algebraic identity

$$
\begin{equation*}
(a-b)(c-d)=\frac{1}{2}\left[(a-d)^{2}+(b-c)^{2}-(a-c)^{2}-(b-d)^{2}\right] \tag{4.46}
\end{equation*}
$$

we can limit our investigation to the functions

$$
\begin{equation*}
B\left(x_{1}, x_{2}\right)=E\left[\xi\left(x_{1}\right)-\xi\left(x_{2}\right)\right]^{2}, \tag{4.47}
\end{equation*}
$$

depending on two variables only. It has been shown by Schoenberg [46] that the function $B\left(x_{1}, x_{2}\right)$ is completely characterized by the following property (related to the property of being positive definite): for any $n, x_{1}, \cdots, x_{n} \in X$ and any real numbers $a_{1}, \cdots, a_{n}$, such that $\sum_{i} a_{i}=0$, we must have

$$
\begin{equation*}
\sum_{i, k=1}^{n} B\left(x_{i}, x_{k}\right) a_{i} a_{k} \leqq 0 \tag{4.48}
\end{equation*}
$$

Therefore the description of all (real) fields with homogeneous increments is in a known sense equivalent to the description of all functions $B\left(x_{1}, x_{2}\right)$ satisfying (3.1) and (4.48).

In the case of a compact space $X$ it is not difficult to show that the class of all functions $B\left(x_{1}, x_{2}\right)$ coincides with the class of functions of the form $B_{1}(x, x)$ $B_{1}\left(x_{1}, x_{2}\right)$, where $x$ is an arbitrary point of $X$ and $B_{1}\left(x_{1}, x_{2}\right)$ is a positive definite function on $X$ satisfying (3.1) (see Bochner [11]). From this it follows that in the compact case the class of fields with homogeneous increments coincides with the class of homogeneous fields.

The last assertion does not hold for more general locally compact spaces $X$ : here the class of fields with homogeneous increments can be considerably wider than the class of homogeneous fields. This in particular is the case for the Euclidean space $X=R_{n}$ having as the group $G$ the group of translations or a general group of motions (see, in this connection, [4]). Fields with homogeneous increments in the space $R_{n}$, one-dimensional (scalar) or many-dimensional (vector), play an important role in the statistical theory of turbulence. It is interesting to note that the definition of the fields with homogeneous increments was first formulated by Kolmogorov [47] in connection with his work in turbulence theory. In a still more special case $X=R_{1}$, that is, for random processes $\xi(t)$, a very general class of processes with homogeneous increments of an arbitrary order was also studied [41], [48], [49]. The theory of such processes could also be extended to the case of fields in some other homogeneous spaces, different from $R_{1}$.

In the case where the group $G$ is a Lie group it is convenient to consider from the very beginning the generalized random fields with homogeneous increments. It is not hard to see that such fields can be defined as the fields $\xi(\varphi)$, satisfying (4.41) or (4.42), but defined on the subspace $D_{1}$ of functions $\varphi \in D$ such that

$$
\begin{equation*}
\int_{X} \varphi(x) d x=0 \tag{4.49}
\end{equation*}
$$

(see [4]). This definition allows further generalizations, connected with the consideration of homogeneous random linear functionals over some other linear subspaces of the space $D$; in the particular case of fields over the line $R_{1}$ it is possible to construct in this way the theory of fields with homogeneous increments of the $n$th order.

Note added in proof. Another proof of theorem 3 can be found in the recent
articles of M. A. Naǐmark [50], [51]. The general formula (2.26) of our paper is written in these articles in a different but equivalent form.
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