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Abstract

Development of Organic-Inorganic Hybrid Thermoelectrics

by

Shannon Koa Yee

Doctor of Philosophy in Mechanical Engineering

University of California, Berkeley

Professor Rachel A. Segalman, Co-Chair
Professor Chris Dames, Co-Chair

While greater than 80% of all electricity continues to be generated by heat engines, methods of directly converting heat into electricity will remain appealing. Thermoelectric generators are one technology that is capable of doing this but the low efficiency and high cost has limited their terrestrial deployment. Thermoelectrics are compact, solid state devices, without moving parts that directly convert a temperature difference into a voltage. Developing better thermoelectric materials is challenging and requires that materials be engineered with new transport physics. The interface between organic and inorganic materials is one example where new transport physics manifests. Therefore, it is possible that improvements in thermoelectrics can be made by engineering organic-inorganic hybrid thermoelectric materials.

Composite materials exhibit characteristics of their constituents where hybrid materials possess new properties that are distinctly different from their constituents. At the interface between organic and inorganic materials, hybrid properties manifest. One ideal system to understand this interface is in a metal-molecule-metal junction commonly referred to as a molecular junction. This is often a result of the discrete electronic energy levels of the organic hybridizing with the continuum of electronic states in the inorganic.

Herein, new transport phenomenon is observed in molecular junctions, which have great promise for thermoelectrics. It is observed that the transport property are positively correlated breaking the historic trends to improving thermoelectric efficiency. Towards the goal of higher efficiency thermoelectrics, the fundamental science of interfaces is first investigated in molecular junctions. Guiding principles from these fundamental studies are then applied to engineer a bulk, polymer-based, thermoelectric materials with high efficiency. These improvements are encouraging and motivated a cost analysis to evaluate their current market potential against competing thermoelectric materials. In all, this dissertation marks the progress in developing a new class of hybrid organic-inorganic materials for thermoelectric applications.
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Figure 1.1 Conventional planar thermoelectric device. In the presence of a temperature difference charge carriers thermally diffuse across the device which can power a load. The performance of the thermoelectric devices is quantified by the dimensionless figure-of-merit $ZT$ which is a function of three material properties. ........................................................................................................1

Figure 1.2 Competing thermoelectric trends typical of inorganic semiconductors. (a) Increasing the carrier concentration results in an increase in the electrical conductivity but a reduction in the thermopower. (b) Likewise, the electronic component of the thermal conductivity increases because electrons carry heat with increased electrical conductivity. The phonon component is largely independent of carrier concentration and therefore can be reduced by other mechanisms. Figure motivated and adapted from Ref. 11-13. ................................................................. 2

Figure 1.3 Historic improvements in $ZT$. There has been renewed interest in thermoelectric materials with high $ZT$ since the advent of Bi$_2$Te$_3$ in the late 1950’s. Many of these improvements have been due to introducing nanostructures which can scatter heat and reduce the thermal conductivity. ................................................................. 3

Figure 1.4 Dissertation Progress Summary. (a) Progress of increasing $ZT$ for organic-inorganic thermoelectric materials compared against the other materials of Fig. 1.3. The dashed horizontal line corresponds to a goal of $ZT$=3. (b) Progress using polymer-based materials to reduce the cost of thermoelectric generators. ........................................................................................................ 5

Figure 1.5 Graphical origin of thermoelectric properties in bulk inorganic materials. (a) The electrical conductivity is proportional to the area under the differential conductivity which is skewed by the curvature of the density of states. This skewing is quantified by the thermopower which results from the asymmetry of hot and cold carriers. (b) The asymmetry is enhanced by the position of the conduction band relative to the chemical potential. For this reason, insulators have a higher thermopower but a lower electrical conductivity than metals. Figure motivated and adapted from Ref. 11-13. ................................................................. 7

Figure 1.6 Graphical origin of thermoelectric properties in bulk organic materials. (a) Hopping transport is described by the probability for a carrier to “hop” from on site to another. Due to thermal fluctuations temporally, nearby unoccupied sites can become activated (i.e., change energy to be commensurate with energy of the carrier) allowing the carrier to “hop;” there is a probability that a carrier can occupy the unoccupied site. (b) The hopping radius describes the distance a carrier is likely to “hop;” The electrical conductivity increases with increasing hopping radius while the thermopower decreases with hopping radius. ................................................................. 8

Figure 1.7 Single-molecule junction landscape. Organic-inorganic interfaces depicted in the form of a molecular junction (top) and the resulting double resonant tunneling model (bottom). The thiol binding groups of the benzenedithiol are depicted as tunneling barriers with complex transmission ($t_1$ and $t_2$) and reflection coefficients ($r_1$ and $r_2$). An impinging electron wave (1) has a probably of being reflected ($d^2$) and ultimately transmitted ($c^2$) as it tunnels through the barriers in series. The bound states (a and b) establish a resonant tunneling phenomenon where the discrete frontier molecular orbitals (i.e., the HOMO and LUMO) assist in the transport of electrons. Figure motivated and adapted from Ref. 11-12................................................................. 10
Figure 1.8 Lorentzian transmission model for understanding transport in molecular junctions. The conductance is a measure of the transmission function. The thermopower is a measure of the slope of the transmission function. Both conductance and thermopower can be maximized by aligning the chemical potential to be on resonance with one of the molecular orbitals. Figure motivated and adapted from Ref. 11-12.

Figure 1.9 Schematic of an STM breakjunction setup for single-molecule conductance and thermopower. (a) For conductance measurements, a voltage bias is applied between the substrate and the STM tip and the current flowing through a molecule is monitored using a current amplifier. In this manner, the value of the transmission function at the chemical potential is evaluated. (b) For thermopower measurements, a temperature bias is applied between the tip and the substrate and the resulting thermoelectric voltage is monitored using a voltage amplifier. In this manner, the value of the slope of the transmission function at the chemical potential is evaluated. Figure motivated and adapted from Ref. 11-12.

Figure 1.10 Example single-molecule thermopower measurements for benzenedithiol. (a) Typical thermopower voltage traces are observed at ∆T=20 K. A measureable thermoelectric voltage occurs when the benzenedithiol molecule is present. (b) As the temperature increases, the voltage increases consistent with the thermoelectric effect. (c) Histogramming these voltage traces yield peaks. (d) The (negative) peak voltages are plotted against the temperature difference where the error bars are the FWHM of the peak. The slope of the resulting straight line is the thermopower of the molecular junction with the error reported as the 95% confidence interval of the least squares fit. Figure 1.10ab from P. Reddy, S. Y. Jang, R. A. Segalman and A. Majumdar, Science, 2007, 315, 1568-1571. Reprinted with permission from AAAS.

Figure 1.11 Thermopower measurements of benzenedithiol variations. Electron Withdrawing: (a-b) 2,3,5,6-tetrachloro-1,4-benzenedithiol, (c-d) 2,3,5,6-tetraflouro-1,4-benzenedithiol, Neutral: (e-f) 1,4-benzenedithiol, and Electron Donating: (g-h) 2,5-dimethyl-1,4-benzenedithiol. (i-j) As evident by the thermopower, using electron withdrawing substituent results in a shift in the transmission function to lower energies and electron donating substituents shift the transmission function to higher energies. Inset: transmission function and thermopower zoomed-in near the chemical potential. Adapted with permission from K. Baheti, J. A. Malen, P. Doak, P. Reddy, S. Y. Jang, T. D. Tilley, A. Majumdar and R. A. Segalman, Nano Lett, 2008, 8, 715-719. Copyright 2008 American Chemical Society.

Figure 1.12 Thermopower vs. molecular length: (green triangles) benzenedithiols (N=1,2,3), (red circles) Phenyldiamines (N=1,2,3), (blue squares) alkanedithiols (N=2,3,4,5,6,8). The molecular length calculations exclude end groups with a single CH₂ having a length of 1.25 Å and a single phenyl ring having a length of 4.23 Å. Reprinted with permission from J. A. Malen, P. Doak, K. Baheti, T. D. Tilley, R. A. Segalman and A. Majumdar, Nano Lett, 2009, 9, 1164-1169. Copyright 2009 American Chemical Society.

Figure 2.1 Measurement Setup. (a) Schematic of the experimental setup for measuring conductance and thermopower with a modified STM break junction. For conductance, a voltage bias is applied between the tip and substrate and the conductance is determined using a current amplifier. The STM tip contacts the substrate and traps fullerene molecules. For thermopower, fullerene molecules are trapped between the STM tip held at ambient temperature and a heated Au substrate held at ∆T above the ambient temperature. As the STM tip approaches a voltage
bias is applied between the tip and substrate, and conductance is monitored. Once a threshold conductance of \( \sim 0.1 \) \( G_0 \) is reached, indicating formation of a molecular junction, the tip is withdrawn. During the withdrawal sequence, a switch disconnects the voltage bias and current amplifier in favor of a voltage amplifier. The induced thermoelectric voltage \( V \) is measured as the tip withdraws but before the junction breaks.

Figure 2.2 Benzenediamine Conductance Verification. Conductance histogram of 1,4-benzenediamine with a single conductance peak at \( 6.5 \times 10^{-3} \pm 0.4 \times 10^{-3} G_0 \). The uncertainty is a measure of the full-width-half-maximum of a Lorentzian least-squares non-linear regression (red). This is in good agreement with literature therefore validating the accuracy of the STM conductance breakjunction. (Inset) Example conductance traces for a bare Au surface with molecules absent (grey) and molecules present (black). Using a curvature data reduction, only points with a negative curvature (red) are selected for histograms.

Figure 2.3 Metal-Metal Thermopower Measurements. Measured thermoelectric voltage of the measurement system for Au, Pt, and Ag STM tips in contact with the Au substrate. Lines represent the accepted thermopower values thus validating the accuracy of the measurement approach with different metal tips. This further suggests that the temperature drop in the system occurs primarily through the STM tip.

Figure 2.4 EDS Spectrum. (Left) EDS spectrum comparing “new” and “used” tips showing the purity of the tips free of contamination. (Right) Screenshots of “used” tips showing the automated peak identification of the SEM’s EDS. There is no evidence that the Au substrate is picked up during measurements.

Figure 2.5 Conductance Histograms. A matrix summarizing the normalized conductance data for \(~2000\) consecutive junctions organized in columns by fullerene derivative and rows by electrode composition. The first column (a-c) represents the conductance of tip and substrate in the absence of molecules showing the recognizable 1 \( G_0 \) peak. \( \log(G/G_0) \) bin size is \(-0.006\) (i.e., \(1000\) bins per \(6\) decades). Vertical scale reduced to emphasize low conductance histograms.

Figure 2.6 Conductance vs. Work Function. The observed conductance of \( C_{60} \), PCBM, and \( C_{70} \) junctions is plotted vs. the average work function of the electrodes (nominal work functions: \( \text{Ag} \approx 4.5 \) eV, \( \text{Au} \approx 5.1 \) eV, and \( \text{Pt} \approx 5.6 \) eV). A slight x-offset has been applied so individual error bars could be distinguished. Error bars represent the FWHM of the observed lowest conductance peaks in the histograms. The large spread suggests that conductance of fullerene junctions may vary widely, possibly due to molecular orientations in the junction.

Figure 2.7 Thermopower Histograms and Linear Regressions. A matrix summarizing the thermopower data is organized in columns by fullerene derivative and rows by electrode composition. The normalized voltage histograms compile data for \(~500\) consecutive junctions at each \( \Delta T \), without pre-selection. Insets show the voltage histogram peaks as a function of \( \Delta T \), where the error bars represent the full-width-half-max of the associated histogram. The voltage peaks vary linearly with \( \Delta T \) for all junction combinations. The slope of the linear regression defines the thermopower where the reported error is the \(95\)% confidence interval of the regression.
Figure 2.8 Thermopower vs. Work Function and its effect on ZT. (a) The observed thermopower of C$_60$, PCBM, and C$_{70}$ junctions is plotted vs. the average work function of the electrodes (nominal work functions: Ag≈4.5 eV, Au≈5.1 eV, and Pt≈5.6 eV. A slight x-offset has been applied so individual error bars could be distinguished). A clear trend indicates that the lower work function electrodes result in higher negative thermopowers. A Lorentzian depiction of the transmission function (b) and the related energy dependent thermopower (c) show that the increasingly negative thermopower results from improved alignment between Fermi level, $E_F$, and the fullerene LUMO. Blue, green, and red vertical lines approximate the position of the $E_F$ for Pt-Au, Au-Au, and Ag-Au junctions. (d) The ZT associated with the transmission function and thermopower in (b) and (c) increases dramatically when $E_F$ is aligned with the LUMO using low work function electrodes.

Figure 3.1 Simplified energy level diagram of the diode metal-molecule-metal heterojunction. (a) The structure of the junction: the molecule is connected to the anode (tip) and to the cathode (substrate) through thiol binding groups. The bridge breaks (green) the conjugation of the wavefunctions between the donor and acceptor parts of the molecule therefore localizing the HOMOs and LUMOs. (b) Schematics of the expected MO: the states under the chemical potential are occupied. Due to the bridge and their localization on one side of the molecule, the molecular levels are more strongly coupled to one electrode.

Figure 3.2 Substrate and Molecular Self-Assembly. (a) Substrate preparation: (i) a silicon wafer acts as a template where (ii) 200 nm of Au is sputtered onto the surface. (iii) Next, an epoxy coated glass microscope cover slide is placed directly onto the Au and allowed to cure. (iv) A substrate is mechanically cleaved from the silicon template exposing a (v) fresh, nearly atomically smooth, Au surface. (b) Molecule diode wiring: (i) a SAM of decanethiols form on the Au surface in a toluene solution. (ii) In another toluene solution, the donor-acceptor molecule directionally inserts into the defects of the SAM since only one bonding group is exposed. (iii) The protection group is removed in a separate toluene solution process and then the substrate is immersed in a toluene solution of Au NPs (iv) which then bind to the newly exposed binding group of the donor-acceptor molecule. (v) Finally, a Au coated AFM cantilever contacts the Au NP forming a metal-molecule-metal heterojunction.

Figure 3.3 AFM images of sample surface at different stages of the molecular assembly process. Images are acquired in tapping mode (i.e., AC mode) interacting with attractive forces between the tip and the sample. The length scale bar is the same for all images but the color bar is only common to a-c and common to d-e. (a) DeT SAM on Au substrate; large grain boundaries are visible. (b) DeT SAM after allowing protected P-N molecules to bind in SAM defects. Large agglomerations appear to concentrate on grain boundaries. (c) DeT SAM and donor-acceptor molecules after protection groups are removed. Large agglomerations still appear at grain boundaries. Images tend to appear slightly less sharp and it is speculated that the exposed thiol endgroups interact more strongly with the AFM tip causing blurring. (d) NPs adhere to the surface via exposed thiol bonds even after a vigorous rinse. The AFM tip broadening artifact is observed but the color bar confirms size of NPs. (d) DeT SAM immersed in NP solution and then rinsed; Au NP do not appear to adhere to the sample because there are no exposed thiols.

Figure 3.4 Nearly atomically smooth substrate. (a) STM image and (b) AFM image of a Au substrate with RMS roughness of 1.68 ± 0.18 Å showing Au terrace steps over a large area.
Figure 3.5 Modified AFM cantilevers. SEM images of cantilever (a) before and (b) after Au/Cr coating. SEM and EDS of cantilever tip of (c) a new tip before use, (d) a tip after use, and (e) a tip that has intentionally been damaged. The EDS spectrum of the new tip shows that Au x-rays dominate and Cr is not appreciable. Even after use, Au is still present on the tip however x-rays from the underlying silicon and the aluminum reflective (with native oxide Al₂O₃) top coat are also visible. Some contribution to the Al peak may be from the Al SEM sample holder. A separate tip was intentionally damaged by manually scoring it across the sample several times and the silicon and aluminum x-rays are more visible but some Au still remains.

Figure 3.6 Summary of BPNDT synthesis procedures. Two synthetic routes are possible: a high yield synthesis and a low yield synthesis. Detailed description is found in Appendix D. The (p-type) donor endgroup is protected by a TMS which can later be removed after self-assembly. Different bridge, (n-type) acceptor, and endgroups can be interchanged. The resulting BPNDT molecule can only bond to the substrate via one exposed endgroup closest to the acceptor. This allows for orientation control of the diode molecule.

Figure 3.7 Au nanoparticles: (a) TEM image of Au nanoparticles at the 100 nm scale, (b) enlarged TEM image of Au nanoparticles at the 20 nm scale, (c) UV-vis absorption spectra of dilute Au nanoparticle solution in toluene with a plasmon resonance peak at 525 nm.

Figure 3.8 Diode molecular measurements. (a) Characteristic IV curve of a metal-molecule-metal junction showing the average IV curve over 10 traces. Asymmetry in the IV curve is visible and has reverse rectification polarity. (b) Absorption (blue) and emission (red) spectra of donor-acceptor molecule (top) and of constituent molecules (bottom) in toluene. The donor-acceptor molecule has spectral characteristics that are most similar to the acceptor constituent spectrum which exhibits two absorption peaks. (c) Average rectification ratio (red) and underlying color map depicting the rectification ratio distribution of individual junctions.

Figure 3.9 Gas phase DFT calculations depicting the localization of molecular orbitals around the thiophene donor or naphthalene acceptor. This depiction suggests that the wavefunctions weakly overlap and that the molecule should exhibit rectifying behavior. DFT calculations and image courtesy of Dr. Pierre Darancet.

Figure 3.10 Average differential conductance dI/dV of the BPNDT molecule (red) and the underlying color map corresponds to histograms fit to the experimental data of the one level model (blue). Below: Schematics of the molecular orbitals under finite bias. Due to the electric field present in the junction at finite bias, the energy of the levels changes as a function of their coupling with the leads. The forward polarization tends to reduce the intramolecular dipole and pulls the levels out of the bias window (yellow dashed line). The reverse polarization increases the intramolecular dipole and pushes the orbitals inside the bias window.

Figure 4.1 Hybrid Te-PEDOT:PSS NW Material. (a) AFM image of a PEDOT:PSS coated Te NW film. (b) Cartoon of a crystalline Te NW coated in the polymer PEDOT:PSS. (c) TEM image of a single Te NW.

Figure 4.2 Schematic summary of synthesis procedures. Simple one-pot synthesis of the Te NW hybrid material requires modest heating. Centrifuging the resultant mixture separates the Te NWs from excess water and PEDOT:PSS.
Figure 4.3 Example TGA of the TeNW hybrid material. The material was dried thoroughly before the TGA so there was no appreciable mass loss before 100°C. Boiling point of Te is ~980°C which exceeds the temperature range of the TGA. A slow temperature ramp rate (~1 degrees C/min) was used to facilitate evaporation of Te.

Figure 4.4 Thin Film Measurement Setup. (a) The Van der Pauw Technique is used to measure the in-plane electrical conductivity by sourcing a current and measuring a voltage in adjacent contact pads. All eight permutations are measured, and appropriately averaged, before solving the Van der Pauw equation for the sheet resistance. (b) In-plane thermopower measurements were performed using the suspended Seebeck technique. Two thermocouples in close proximity to the voltage probes measure the local temperature. Temperature controlled stages apply a small (<7 K) temperature difference. (c) Through-plane thermal conductivity measurements are performed using the 3-omega technique where current is sourced at a frequency $\omega$ and the thermal voltage response at $3\omega$ is measured with a lock-in amplifier.

Figure 4.5 NW Alignment. Glancing incident x-ray scattering patterns for various polymer loading qualitatively suggest that NWs are slightly aligned parallel to the substrate.

Figure 4.6 Temperature dependent properties of control samples. (a) PEDOT:PSS- The low electrical conductivity PEDOT:PSS (solid markers) are explained well by Mott’s variable range hopping. The high electrical conductivity PEDOT:PSS with EG and DMSO (open markers) have a metallic characteristic. In all cases, the thermopower remains characteristically low and relatively constant. (b) Ascorbic coated Te NWs- Temperature dependence of thermopower and electrical conductivity for Te NWs coated in ascorbic acid.

Figure 4.7 AFM images of NW films. (a) NWs formed in the absence of PEDOT:PSS are weakly coated with the ascorbic acid that is present during synthesis. NW lengths can be controlled by the amount of PEDOT:PSS added during synthesis: [4 mL of PEDOT:PSS- (b) L = 284 ± 46 nm, (c) L = 319 ± 35 nm (d) 391 ± 47 nm; [2 mL of PEDOT:PSS- (d) L = 391 ± 47 nm (e) L = 595 ± 81 nm]; and [1 mL of PEDOT:PSS- (f) L = 867 ± 101 nm, (g) L = 970 ± 134 nm]. Adding DMSO or EG to the polymer prior to synthesis does not appear to alter the morphology for any of the NW lengths [4 mL of PEDOT:PSS- (h) with 5 vol% DMSO, L = 325 ± 51 nm, (i) with 5 vol% EG, L = 299 ± 49 nm]. All images have the same scale bar and height color map.

Figure 4.8 Example NW length measurement. Example AFM and SEM images of NW films used to measure the size of the NWs and an example histogram showing a Gaussian fit and the minor shift in distribution when correcting for AFM tip broadening.

Figure 4.9 NW length dependent properties. Due to the synthesis and separation techniques, non-uniform length and polymer content convolute the data. AFM images of several NWs were used to determine a Gaussian distribution in length and diameter where the standard deviation in length is represented in the horizontal error bars. The post-synthesis polymer content varied linearly from 14.5 wt% polymer in the shortest NWs to 7.5 wt% in the longest NWs as determined by TGA. This is consistent with the short NW synthesis starting with more polymer and the long NW synthesis starting with less polymer. In addition, as the length increases the diameter of the wire also increases. Due to the synthesis procedures, it is impossible to separate these variables independently.
Figure 4.10 AFM image of Te NW films. NW Density can be controlled by the Te NW weight fraction. Weight fractions and RMS roughnesses are approximately: (a) 90%, 22.2 nm, (b) 70%, 18.8 nm, (c) 50%, 12.8 nm, (d) 30%, 10.8 nm, and (e) 10%, 7.3 nm, respectively. Backfilling with additional polymer spreads the NWs and decreasing the contribution of the interface. ...... 68

Figure 4.11 Composition dependent properties of Te NW hybrid. The thermal conductivity (black) electrical conductivity (blue) and Seebeck coefficient (red) are functions of the Te NW weight fraction. Vertical error bars represent the standard deviation between 6 identical samples; horizontal error bars represent the uncertainty in the weight fraction measurement (i.e., TGA analysis). The thermal conductivity is small and relatively constant over all compositions...... 69

Figure 4.12 Solvent addition pre-synthesis length dependence. In most situations, adding DMSO or EG to the PEDOT:PSS solution prior to synthesis has a modest improvement in the power factor for a variety of NW lengths. The lines (neat) represent the average length dependent performance without the addition of DMSO or EG; therefore, the shaded regions above these lines represent areas of higher power factor. ................................................................. 70

Figure 4.13 Solvent addition post-synthesis dependence. Adding DMSO or EG after synthesis to the NWs has a modest improvement in the electrical conductivity at low volume percent (normalized to the PEDOT:PSS content) but drastically reduces the thermopower for all lengths of NWs; this data is for L = 861 ± 86 nm. The improvement in electrical conductivity is attributed to improving the conductivity of excess PEDOT:PSS that is not bound to the NW but is instead free in the solution. ........................................................................... 71

Figure 4.14 Temperature dependence of NW films. All NW films without DMSO or EG (solid markers) have a characteristic increase in conductivity with increasing temperature that is not well described by Mott’s variable range hopping. The NW films with DMSO or EG added to the polymer before the synthesis (open markers), initially increase, go through a maximum, and then decrease in conductivity with increasing temperature. NW films with additional polymer enhanced with DMSO or EG (not shown) have a steady decrease in conductivity similar to the high electrical conductivity polymer in Fig. 4.6............................. 72

Figure 4.15 Polymer content dependence. The lines represent a two-component parallel connected model where the pure materials are taken at the 0.1 and the 1.0 polymer weight fraction limits. This simple model does not account for carrier scattering between the materials which explains the reduction in electrical conductivity in the experimental data and it has little effect on the thermopower. ................................................................. 74

Figure 4.16 Power factor improvements. Nearly a five order of magnitude improvement in the power factor of pure PEDOT:PSS can be obtained by introducing hybrid Te-PEDOT:PSS NW, controlled by the addition of high conductivity PEDOT:PSS infused with DMSO................. 75

Figure 5.1 Diagram of thermoelectric module and the equivalent thermal circuit. The n- and p-type thermoelectric materials are connected electrically in series with a metal (shown in orange). The thermoelectric legs are thermally in parallel between electrically insulating ceramic plates (shown in light grey). The analysis is conducted for constant hot and cold-side temperatures, \( T_H \) and \( T_C \). There are two thermal conductance terms between the junction temperatures \( T_J \) and \( T_2 \) representing heat transfer through the thermoelectric material legs and in the gap between the
legs. The internal heat generation term, \(\dot{P}R/2\), is the Joule heating component. The Peltier term is \(IS_{pm}T\).

Figure 5.2 System parameters vs. thermoelectric leg length. Example of optimum leg length \(L_{opt}\) and cost \(G\) minimization for power generation using Material ID #2 in Table 5.1 (bulk Bi\(_{0.52}\)Sb\(_{1.48}\)Te\(_3\)) with \(F_{opt}=0.21\) and parameters in the Low Temperature Scenario of Table 5.2. The leg length that results in the minimum cost (a: \(L_{opt}=4.4\) mm) is not the same length that maximizes the efficiency (b: \(L_{max,\eta}=24\) mm) or output power (c: \(L_{max,pr}=7.3\) mm). Note (a) is on a linear scale while (b) and (c) are on a log scale. The black and blue \(\eta\) curves in (b) are nearly indistinguishable.

Figure 5.3 Opportunity cost associated with non-optimized load conditions. The opportunity costs are percentages of the total capital cost of the module. Designing the module to operate at the maximum power condition or introducing a power electronics conditioning circuit to load match has appreciable cost benefit. The horizontal lines represent specific load conditions \(m=R_i/R_f\): (blue: \(m=1\)) maximum power condition, (black: \(m=\sqrt{\frac{1+ZT_m}{1}}\)) maximum efficiency condition, (red: \(m=1.50, 1.75, 2.00\)) unmatched load conditions. The circles represent the practical maximum efficiency conditions of the materials investigated in this study. The optimum load is the matched load (\(m=1\)), which produced the maximum power and the zero opportunity cost.

Figure 5.4 Heat exchanger costs. Typical areal cost as a function of heat transfer coefficient for tube and shell (open points) and plate and fin heat exchangers (solid points). The cost depends on the heat flow \(Q_H\) and temperature difference \((T_f-T_i)\). For \(K_H=Q_H/(T_f-T_i)=5\) kW/K (circles), 10 kW/K (triangles), and 30 kW/K (squares). Data extracted from Ref. 148.

Figure 5.5 Example cost-design field for Bi\(_2\)Te\(_3\). This figure was calculated for a specific application of Bi\(_2\)Te\(_3\) (outer pair of axes). As discussed in the text, this \(G\) surface can also be expressed in a material-independent form using scaled universal axes (inner pair). The parameters are: \(S_{pm}=464\) \(\mu\)V/K, \(\sigma=682\) S/cm, \(k=1.57\) W/m-K, \(C''=\$0.89/cm^3\), \(C'''=\$0.017/cm^2\), \(C_H=\$18.48/(W/K)\), \(U=100\) W/m\(^2\)-K, \(T_f=100\) °C, \(T_c=20\) °C. The contours represent lines of constant \(G/G_0\) as given by the surface in the inset. For fixed \(F\), optimizing \(G\) with respect to \(L\) gives the dark red curve; likewise, optimization at fixed \(L\) gives the dark blue curve. Both converge at low \(F\) and \(L\). The characteristic point is taken as the intersection of the two asymptotes (light lines). The low cost design region is along the thermal impedance matching line \(F=L/(2L_T)\) but below the characteristic point; there is little further benefit in \(G\) if \(F\) and \(L\) are decreased further.

Figure 5.6 Dimensionless cost analysis for the special case of a “free” heat exchanger. (a) The dimensionless optimum length and (b) dimensionless \$/W cost evaluated at the optimum length, both given as functions of \(F\) and the dimensionless parameter \(L_C\). For most realistic materials and applications, \(L_C\) typically ranges between 0.001 and 0.1 (shaded region), in which case the cost considerations force the optimal leg length to be well below the usually assumed thermal impedance matching condition.

Figure 5.7 Optimum thermoelectric leg length as a function of \(L_T\) for various \(L_C\). for the special case of a free heat exchanger and \(F=1\). This is a dimensional representation of Fig. 5.6a. Using these curves, the optimum length of the thermoelectric leg can be determined graphically.
data point corresponds to a Bi$_2$Te$_3$ application with the same properties as in Fig. 5.5. The uppermost red line corresponds to the traditional thermal impedance matching condition, but this figure shows that $L_{opt}$ for realistic materials and applications will generally be much smaller.

Figure 5.8 Simplified regime map showing which component of Eqn. 5.34 dominates the overall system cost. Also indicated in each sector are algebraic expressions for its minimum $G$ and the corresponding material-specific quantity to maximize. The expressions obtained for the areal and volumetric sectors assumed fixed $F$ and arbitrary $L$, but different constraints would give different expressions and materials guidelines. If both $F$ and $L$ can be made sufficiently small, the only remaining cost is that of the heat exchanger, consistent with the trough of Fig. 5.5.

Figure 5.9 Example system cost breakdown for various manufacturing classes on a $/W$ basis. These values correspond to the $F = F_{opt}$ case in Fig. 5.10a. The low temperature case (Scenario #1) was used, and the cost was evaluated for the optimum fill factor and leg length ($F = F_{opt}, L = L_{opt}$) for each material. For nanowire materials, the value $2,500/m^2$ approximating early production microfabrication cost was used in the analysis and corresponds to about $1/g for processing silicon. For the superlattice material, $1,800/m^2$ corresponding to $40/g$ for processing lead telluride was used. Areal manufacturing cost (in green) represents the cost of dicing and the metallization of thermoelectric material. The electrically insulating ceramic plate and heat exchanger costs are a substantial portion of the overall cost for all thermoelectric devices.

Figure 5.10 Minimum cost of thermoelectric power generation, $G$, in $/W$ for materials indicated in Table 5.1. Comparisons are presented for the four scenarios in Table 5.2. Horizontal lines represent costs of competitive electricity generation technologies. The data point colors represent material class and correspond to the color legend in Figs. 5.11 and 5.12. The $F=1$ line represents a fill factor of one; the $F=F_{opt}$ line represents a module design with the optimum fill factors from Table 5.4. At these same $F=F_{opt}$ values, the Mat’l Cost line ($G=4G_0F_{opt}^2$, if $K_h$ is negligible) represents the lowest obtainable cost if the heat exchanger costs and areal manufacturing costs are considered negligible. Equivalent material-only costs for other fill factors can be estimated using the Mat’l Cost values presented here. The $F_{opt}$ values tabulated in Table 1 can be divided out to yield $4G_0$ for each material, and another value for $F$ can be inserted ($4G_0F^2$). Hence the material-only costs can be smaller than those plotted by more than an order of magnitude for the smallest practical $F$ values (~0.01 to ~0.05). † ‡ † correspond to Ref. 180, 181, and 182, respectively.

Figure 5.11 Module areal cost vs. $ZT_m$ for select thermoelectric materials with plots showing (a) the legend and (b)-(d) the various scenarios. The horizontal and vertical lines represent comparisons to reference chalcogenide materials. Materials ID# 2 and 5 from Table 5.1 are used for low/medium and high temperature applications, respectively. The shapes represent the manufacturing class of the material (bulk, nanobulk, nanowire, or other), and the color represents the material class.

Figure 5.12 Operating costs of a thermoelectric cooler for various materials and the scenario described in Table 5.2. Colors represent material class; shapes represent material structure resulting from different manufacturing techniques. The materials are organized from left to right in order of increasing $ZT_m$. The error bars represent the variability in electricity price with the average at 9.83 ¢/kWh. The lower bound is for industrial applications with an electricity cost of
6.77 C/kWh, and the upper bound is for residential applications with an electricity cost of 11.54 C/kWh. In this analysis $F=1$ and the heat exchanger costs are neglected. In the Ideal TE, the material is completely free and $ZT_m=\infty$; this is equivalent to a Carnot refrigerator operating with only the cost of electricity being significant, giving 0.24 - 0.41 C/kWh

Figure A.1 Synthesis of BPNDT Molecule. Compounds 1 through 7 of the synthesis of the BPNDT.
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Chapter 1  Fundamentals of Organic-Inorganic Thermoelectrics

Thermoelectrics are solid-state devices capable of converting heat directly into electricity. These devices can also be operated in reverse, where power is supplied to pump heat. To date, thermoelectrics have been constrained to applications that include vehicle waste-heat recovery prototypes, space vehicle power sources, seat coolers, solid-state refrigerators, and temperature control in laboratory equipment. Thermoelectrics have received renewed interest due to the development of better-performing materials and their potential to improve the efficiency of combustion systems through waste-heat recovery.\(^1\)\(^-\)\(^3\) Most of these devices are planar where two semiconductors, an n-type leg and a p-type leg, are sandwiched between heat spreaders and connected electrically in series and thermally in parallel (Fig. 1.1). In the presence of a temperature difference, charge carriers thermally diffuse through the devices and establish an electric potential that can then power a load. Typically the performance of these generators at temperature \(T\) is quantified by the dimensionless figure of merit \(ZT=S^2\sigma T/k\), which is a function of three material properties: Seebeck coefficient \(S\) [\(\mu\text{V/K}\)] (also commonly referred to as the thermopower), the electrical conductivity \(\sigma\) [\(\text{S/cm}\)], and the thermal conductivity \(k\) [\(\text{W/m-K}\)].

The numerator in this expression is the power factor \((S^2\sigma)\) and describes the electrical nature of the device. The focus of this dissertation is the power factor.

\[
ZT = \frac{S^2\sigma T}{k}
\]

**Figure 1.1** Conventional planar thermoelectric device. In the presence of a temperature difference charge carriers thermally diffuse across the device which can power a load. The performance of the thermoelectric devices is quantified by the dimensionless figure-of-merit \(ZT\) which is a function of three material properties.

Improvements in material performance are on-going\(^4\)\(^-\)\(^6\) since conversion efficiencies of typical thermoelectrics remain low.\(^3\)\(^,\)\(^7\) The most common commercially available thermoelectric material is doped Bi\(_2\)Te\(_3\), which has a power factor of \(~4500\) \(\mu\text{W/m-K}\)\(^2\) and a thermal conductivity of \(~1.4\) W/m-K yielding a \(ZT\) of \(~1.1\) at room temperature and a resulting efficiency of \(<13\%\) for a \(\Delta T=250\) K and \(T_C=300\) K. The low efficiency and high cost of this material limits
its widespread adoption, but developing a material with better thermoelectric properties has proven difficult since $S$ and $\sigma$ are anti-correlated in most materials (both organic and inorganic).

One method, to improve the performance of thermoelectric materials has been through the use of nanoengineering where introducing nanostructures can effectively scatter phonons thus reducing the thermal conductivity without reducing the electrical conductivity.\textsuperscript{8-10} This reduction in thermal conductivity is because the thermal conductivity is composed of two contributions, $k=k_{\text{electron}}+k_{\text{phonon}}$: a contribution from the electrons, $k_{\text{electron}}$, and a contribution from the phonons, $k_{\text{phonon}}$. $k_{\text{electron}}$ is a measure of the amount of heat carried by the electron and is often coupled to the electrical conductivity through the Wiedemann-Franz Law, (governing semi-classical transport) $k_{\text{electron}}/(\sigma T)=(\pi k_B/e)^2/3$. This simple relation demonstrates the correlation between $k_{\text{electron}}$ and $\sigma$ that has limited improvements in $ZT$ for many inorganic semiconductors. However, for most inorganic semiconductors, the phonon thermal conductivity couples weakly to the electrical conductivity (i.e., electron-phonon coupling is small) and $k_{\text{electron}}$ and $k_{\text{phonon}}$ are essentially independent. Therefore, if $k_{\text{phonon}}$ can be reduced, the overall thermal conductivity can be reduced without sacrificing electrical performance.

This is most easily demonstrated by considering improving $ZT$ of a semiconductor by (substituent/chemical) doping to increase the carrier concentration (Fig. 1.2). By increasing the carrier concentration, the electrical conductivity increases (e.g., $\sigma=ne\mu$). However, as will be demonstrated later, this results in a decrease in the thermopower. Since the overall thermal conductivity is a function of the electronic component, as the electrical conductivity increases with increase carrier concentration, so does the electronic component of the thermal conductivity. However, since the phonon component is a weak function of the carrier concentration, it can be independently reduced without adversely affecting the electrical transport properties.

![Figure 1.2 Competing thermoelectric trends typical of inorganic semiconductors. (a) Increasing the carrier concentration results in an increase in the electrical conductivity but a reduction in the thermopower. (b) Likewise, the electronic component of the thermal conductivity increases because electrons carry heat with increased electrical conductivity. The phonon component is largely independent of carrier concentration and therefore can be reduced by other mechanisms. Figure motivated and adapted from Ref. 11-13.](image)

This mechanism to reduce $k$ without reducing $\sigma$ marked renewed interest into thermoelectrics where materials with $ZT$ greater than bulk $\text{Bi}_2\text{Te}_3$ have been synthesized in the last decade and a half.\textsuperscript{8,14} Shown in Fig. 1.3 is a time history of recent improvements primarily due to the renewed interest in nanostructuring thermoelectric materials. The nanostructures tend
to have characteristic lengths that (potentially) match the mean free path that dominate the contribution to thermal conductivity; matching these length scales results in increased phonon scattering and a reduction in thermal conductivity. With this mechanism, one motivation is to start with a material that has a high power factor and, via nanostructuring, then reduce the thermal conductivity.

Figure 1.3 Historic improvements in ZT. There has been renewed interest in thermoelectric materials with high ZT since the advent of Bi$_2$Te$_3$ in the late 1950’s. Many of these improvements have been due to introducing nanostructures which can scatter heat and reduce the thermal conductivity.

An alternative approach, which is explored in this dissertation, is to start with materials that have an inherently low thermal conductivity (e.g., polymer-based materials) then find ways of breaking the anti-correlation between $S$ and $\sigma$ and optimizing $S$ and $\sigma$. This motivation has led to the investigation of organic-inorganic thermoelectrics where the unique transport properties that occur at the interfaces between these two components can be leveraged for thermoelectric improvements.
1.1 Organization of this Dissertation

This dissertation is divided into five chapters which primarily focus on the thermopower and electrical conductivity contributions to the power factor. In large, the systems under consideration in this dissertation are determined to have inherently low thermal conductivity.

- This first chapter is intended to provide the theoretical background necessary to understand transport in organic-inorganic thermoelectric materials. It will also provide a summary of previously conducted single-molecule investigations into organic-inorganic interfaces which have demonstrated the validity of the theoretical background for p-type single-molecule thermopower measurements.

- The second chapter is devoted to extending this investigation to the first strongly n-type single-molecule thermopower measurements. The observations from this investigation suggested how the molecular binding strongly influences the electronic conductance.

- This naturally leads to the third chapter that investigates p-n single-diode-molecules which demonstrates the effect of molecular binding on the electronic conductance. This work demonstrates that, in organic-inorganic interface materials, opposite behavior to the bulk analog can be realized by controlling how the molecule binds (hybridizes) to the electrodes.

- This trend-breaking at the nanoscale is then extended to a bulk material in the fourth chapter where a new polymer-based hybrid organic-inorganic material is synthesized and characterized. This bulk material retrained the interface dominated transport characteristics and allows for record breaking thermoelectric performance. This demonstration opens a new field of hybrid organic-inorganic thermoelectric materials which maintain the low thermal conductivity and processability of the polymer.

- The low cost nature and the large areal manufacturing prospects of the polymer motivate the final chapter. In this last chapter, engineering cost considerations for fabricating thermoelectric devices are investigated. This investigation leads to the first design framework for engineering thermoelectric devices based upon minimizing the $/W cost for power generation and the $/kWh cost for thermoelectric cooling. This framework is applied to the suite of existing thermoelectric materials (in Fig. 1.3) and a novel polymer in the first system level cost comparison of thermoelectric materials.

Ultimately this dissertation begins with the unique transport phenomenon that occurs at the nanoscale and develops bulk thermoelectrics materials that result in the cost minimization of new thermoelectric devices. It is an ambitious adventure that is summarized in Fig. 1.4. This figure shows a map of the improvements in $ZT$ that I have made during my PhD in developing this new class of thermoelectric materials enroute to realizing low cost thermoelectrics. From an engineering perspective, in the end, it is not all about $ZT$; cost matters. For this reason, I claim that organic-inorganic thermoelectrics have the potential to be a superior thermoelectric option in the future.
Figure 1.4 Dissertation Progress Summary. (a) Progress of increasing ZT for organic-inorganic thermoelectric materials compared against the other materials of Fig. 1.3. The dashed horizontal line corresponds to a goal of $ZT=3$. (b) Progress using polymer-based materials to reduce the cost of thermoelectric generators.

1.2 Fundamentals of Bulk Thermoelectric Transport

Most bulk thermoelectric materials are inorganic semiconductors whose transport is often described by the semi-classical theory of conduction governing band-like transport. Some bulk organic materials (e.g., conducting or semiconducting polymers) can also be described well by this theory, however, many organic materials exhibit hopping like transports. The bulk transport properties in both these materials are heavily dependent on “scattering,” which is influenced by many geometric, temperature, and energetic factors.

1.2.1 Thermoelectric Transport in Bulk Metals and Semiconductors

In most bulk, inorganic materials, $S$ and $\sigma$ are in competition with one another. To demonstrate this, consider the semi-classical theory of conduction governing band-like transport where the electrical conductivity is expressed as
\[ \sigma_B = -\frac{e^2}{3} \int \nu^2 t_s g \frac{\partial f_0}{\partial E} dE = -\frac{e^2}{3} \int \sigma(E) dE. \]  

(1.1)

Here \( e \) is the charge of the carrier (i.e., electron), \( \nu \) is the velocity of the charge carrier, \( t_s \) is the scattering time, \( g \) is the electronic density of states, and \( f_0 \) is the equilibrium Fermi-Dirac distribution. The integrand in this expression is referred to as the differential electrical conductivity, \( \sigma(E) \), which also appears in the expression for thermopower. The thermopower is

\[ S_B = -\frac{1}{eT} \int \frac{(E - \mu) \sigma(E) dE}{\int \sigma(E) dE}, \]

(1.2)

where \( \mu \) is the chemical potential. The denominator in this expression is proportional to the electrical conductivity, and therefore it is clear that \( S_B \) and \( \sigma_B \) are inversely related. For most inorganic materials, this anti-correlation limits the degree to which improvements in the power factor can be made and thus poses a fundamental challenge to improving \( ZT \).

The numerator in this expression, demonstrates that \( S_B \) is a measure of asymmetry in the distribution of hot (electrons with energy greater than \( \mu \)) and cold (electrons with energy less than \( \mu \)) in the material. The symmetry of \( E-\mu \) can be broken by the energy dependence of \( \nu^2 t_s g \). While the velocity and the scattering time of the charge carrier are functions of energy, as an example, consider only the energy dependence of \( g \). For most band-like material, the density of states is parabolic in energy (i.e., \( g \sim E^{3/2} \) for 3D) and therefore introduces a degree of asymmetry.

This is relationship is expressed graphically in Fig. 1.5. The differential conductivity is primarily a function of the product of \( g \) and \(-\partial f_0/\partial E\) (Fig. 1.5a, left), which integrated over \( E \) yields the electrical conductivity. The peak in this distribution is offset from the chemical potential due to the curvature in \( g \). The thermopower probes this curvature by measuring the difference in energy from the chemical potential (i.e., \( E-\mu \)), which splits the differential conductivity distribution into two (typically) unequal areas corresponding to hot and cold electrons (Fig 1.5a, right). The sum of these two areas (above and below \( \mu \)) represents the thermopower which can be both positive and negative. The inequality of these areas can be enhanced by positioning the edge of the conduction band further away from \( \mu \). However, this results in a decrease in the area under the differential conductivity and a lower electrical conductivity (Fig. 1.5b). Thus metals have a low thermopower and a high electrical conductivity and insulators have a high thermopower and a low electrical conductivity demonstrating the anti-correlation in bulk inorganic thermoelectric materials.
Figure 1.5 Graphical origin of thermoelectric properties in bulk inorganic materials. (a) The electrical conductivity is proportional to the area under the differential conductivity which is skewed by the curvature of the density of states. This skewing is quantified by the thermopower which results from the asymmetry of hot and cold carriers. (b) The asymmetry is enhanced by the position of the conduction band relative to the chemical potential. For this reason, insulators have a higher thermopower but a lower electrical conductivity than metals. Figure motivated and adapted from Ref. 11-13.

1.2.2 Thermoelectric Transport in Bulk Polymers

Organic materials face a similar challenge in optimization of the power factor. In some polymers, band-like transport has been observed, and the preceding theory can be applied, but many semiconducting polymers are governed by hopping transport. For hopping transport, the electrical conductivity and thermopower can be expressed as:
\[
\sigma_H = \sigma_0 \exp \left( - \left( \frac{T_0}{T} \right) \gamma \right) \]  

(1.3)

\[
S_H = \frac{k_B^2}{2e(T_0T)^{\gamma/2}} \left. \frac{\partial \ln(g)}{dE} \right|_{E=\mu} \]  

(1.4)

where \( k_B \) is Boltzmann’s constant, \( \sigma_0 \) is the conductivity prefactor (which is dependent on scattering), \( T_0 \) is the characteristic temperature (which is inversely related to the cube of the hopping range), and \( \gamma \) is the hopping exponent (which is dependent on the dimensionality and nature of the hopping transport, \( \gamma = \gamma_1, \gamma_2, \alpha_1 \) ). Given the algebraic relations in both Eqn. 1.3 and 1.4, it is clear that \( S_H \) and \( \sigma_H \) are also inversely related through \( T_0 \), demonstrating that polymers with hopping transport face a similar decoupling challenge in \( S \) and \( \sigma \) as encountered in band-like transport.

Figure 1.6 Graphical origin of thermoelectric properties in bulk organic materials. (a) Hopping transport is described by the probability for a carrier to “hop” from one site to another. Due to thermal fluctuations temporally, nearby unoccupied sites can become activated (i.e., change energy to be commensurate with energy of the carrier) allowing the carrier to “hop;” there is a probability that a carrier can occupy the unoccupied site. (b) The hopping radius describes the distance a carrier is likely to “hop;” the electrical conductivity increases with increasing hopping radius while the thermopower decreases with hopping radius.

1.2.3 Scattering Effects

Examples also exist where the anti-correlation between \( S \) and \( \sigma \) can be broken. One of those examples is by the use of energy filtering.\(^{20-24} \) In energy filtering, energy dependent scattering (i.e., \( t_s = t_s(E) \)) is employed, and charge carriers are selectively scattered at interfaces,
modestly reducing the electrical conductivity but greatly improving the thermopower. This increase in thermopower is caused by an increase in asymmetry in the distribution of mobile charge carriers, which in turn results from the asymmetry of the energy dependent scattering time about the chemical potential (i.e., \( t_s(E) - \mu \)) is not symmetric about \( \mu \)). Because the power factor scales as \( S^2 \), this trade-off results in a net increase in the power factor.

Beyond energy dependent scattering, weakly or non-energy dependent scattering mechanisms (e.g., boundary, electron-phonon, and impurity scattering) still reduce the electrical conductivity, but they have little impact on the thermopower. To demonstrate this, the scattering mechanism can be separated into terms that are energy dependent, \( t(E) \), and terms that are not energy dependent. These non-energy dependent scattering mechanisms may be functions of some characteristic scattering length, \( L \) (such as in boundary scattering), or they may be functions of temperature (such as in phonon-electron scattering), and are written as \( t(L, T) \). If the scattering times of the energy dependent mechanisms are much longer than those of the non-energy dependent scattering then, by application of Matthiessen’s rule, the following approximation can be made:

\[
\frac{1}{t_s} = \frac{1}{t(E)} + \frac{1}{t(L, T)} \approx \frac{1}{t(L, T)} \tag{1.5}
\]

Applying this approximation to the electrical conductivity and thermopower for band-like transport yields:

\[
\sigma_B = -\frac{e^2}{3} t(L, T) \int v^2 \frac{\partial \xi_0}{\partial E} g dE \tag{1.6}
\]

\[
S_B = \frac{-1}{eT} \int (E - \mu) v^2 \frac{\partial \xi_0}{\partial E} g dE \tag{1.7}
\]

where the scattering time only reduces the electrical conductivity and not the thermopower.

For hopping transport, a similar behavior is observed as the scattering effects are captured in the \( \sigma_0 \) prefactor appearing in Eqn. 1.3 but not in Eqn. 1.4. Therefore, when non-energy dependent scattering dominates in either transport regime, the electrical conductivity is reduced while the thermopower remains largely unaffected. Similarly, if non-energy dependent scattering is reduced, then the conductivity will increase while the thermopower remains largely unaffected, resulting in an increase in the power factor.

1.3 Transport in Single-Molecule Junctions

Transport at the interface between organic and inorganic materials can behave very differently than the bulk counterparts and understanding transport at these interfaces is an active area of research. At the organic-inorganic interface unique energy landscapes, non-existent in the separate components, manifest as the discrete orbitals in the organic hybridize with the continuum of states in the inorganic. These nanoscale interfaces are difficult to study experimentally. However, one method to repeatedly study the interface between organic and inorganic moieties is to consider transport through a single (or a few) organic molecule covalently bound to metal electrodes (Fig. 1.7). Aviram and Ratner\(^{25} \) were one of the first to suggest that single-molecules would have unique transport properties. Since then, the field of
molecular transport junctions has grown and has been hailed as a scientific breakthrough. This spurred investigators to find novel two-terminal techniques to observe these transport phenomena in single molecules using a variety of measurements including mechanical, electromigrated, scanning tunneling microscope, and conducting probe atomic force microscope break junctions. All of these break junction techniques rely on molecules bridging a small (< 1 nm) gap between metal electrodes. In this manner, a unique electronic device is created where the electrodes act like electron reservoirs and the molecule acts like a transport channel. Under non-equilibrium conditions (e.g., by the application of a potential differential), charge and energy can flow across the molecular junction with a signature that is unique to organic-inorganic interfaces referred to as molecular junctions.

\[ I_{1 \rightarrow 2} = -e \int_0^\infty \tau(E)(f_1 - f_2) \nu g dE , \]  

(1.8)

**Figure 1.7** Single-molecule junction landscape. Organic-inorganic interfaces depicted in the form of a molecular junction (top) and the resulting double resonant tunneling model (bottom). The thiol binding groups of the benzenedithiol are depicted as tunneling barriers with complex transmission \((t_1\) and \(t_2\)) and reflection coefficients \((r_1\) and \(r_2\)). An impinging electron wave \((1)\) has a probably of being reflected \((d^2)\) and ultimately transmitted \((c^2)\) as it tunnels through the barriers in series. The bound states \((a\) and \(b)\) establish a resonant tunneling phenomenon where the discrete frontier molecular orbitals \((i.e.,\) the HOMO and LUMO) assist in the transport of electrons. Figure motivated and adapted from Ref. 11-12.

**1.3.1 Landauer Transport Formalism**

To understand transport at these interfaces consider an ideal system consisting of a single-molecule bound to two metal electrodes (Fig. 1.7). If electrode 2 is held at a higher potential (voltage), \(V\), than electrode 1, then electrons will flow from left to right. The current in that system can be described by Landauer’s formalism of transport
where the region between the electrodes (i.e., channel) is treated as a black-box with an energy dependent transmission probability (or function) \( \tau \). Here \( f_1 \) and \( f_2 \) are the equilibrium occupation probabilities of electrons in electrodes 1 and 2 (for metallic electrodes these are Fermi distributions \( f_i = \left(1 + e^{(E - \mu)/k_B T_i}\right)^{-1} \)).

### 1.3.2 Resonant Tunneling Transmission

In the case of the double resonant tunneling model, the molecular end group (i.e., H-S thiol) act as tunneling barrier with complex transmission and reflection coefficient, \( t_i \) and \( r_i \). These barriers are separated by a distance \( L \) corresponding to the length of the molecule. An electron wave of amplitude 1 is first impingent on the first tunneling barrier. That wave has a probability of being reflected and transmitted through the first barrier corresponding to the amplitude of the resulting waves. Similarly for those waves that transmit through the first barrier, when they encounter the second barrier, they have a probability of being reflected and transmitted. The transmission function is simply the probability of the final transmitted wave’s amplitude squared \( (c^2) \) and is a complex function of the transmission and reflection coefficients of the barriers and of the phase \( \varphi \) of the wave in the bound state between the barriers.

\[
\tau = |c^2| = \frac{|r_1|^2 |r_2|^2}{1 + |r_1|^2 |r_2|^2 - 2|r_1||r_2| \cos(\varphi)}
\]

(1.9)

By preserving the phase of a wave (i.e., resonance), and considering only elastic collisions, the transmission function can be recast in a Lorentzian form (Eqn. 1.10) that is peaked at energy levels \( E_n \) corresponding to the energies that preserve the phase. These energies are the resonant bound state energies between the barriers and in the case of a molecule are the discrete molecular orbitals.

\[
\tau(E) = \frac{4 \Gamma_{n,1} \Gamma_{n,2}}{(\Gamma_{n,1} + \Gamma_{n,2})^2 + 4(E - E_n)^2}
\]

(1.10)

In a molecule (see Fig. 1.7), electrons are filled to the highest occupied molecular orbital (HOMO). The chemical potential of a molecular junction lies between the HOMO and the lowest unoccupied molecular orbital (LUMO). These two molecular orbitals constitute the frontier molecular orbitals and dominate transport. If transport is dominated by the HOMO then the molecule behaves like a p-type semiconductor and if the molecule is dominated by LUMO then the molecular behaves like an n-type semiconductor.

### 1.3.3 Quantum of Electronic Conductance

In an ideal situation, \( \tau(E) \) is at most one and a fundamental limit to the electronic conductance applies even to ideal channels in the absence of elastic scattering mechanisms. This is best demonstrated by considering a one-dimensional transmission channel. For the zero temperature case, when a small positive voltage difference exists between electrode 1 and electrode 2, \( \Delta V_{1-2} = V_1 - V_2 \), the difference between \( f_1 \) and \( f_2 \) is,

\[
f_1 - f_2 = e \Delta V_{1-2} \left(- \frac{\partial f_0}{\partial E}\right)_{E=\mu} = e \Delta V_{1-2} \delta(E - \mu)
\]

(1.11)

The above approximation makes use of the fact that \(-df/dE\) demonstrates properties of a Dirac-delta function as the temperature tends towards 0 K. In a one dimensional, non-scattering wire,
the density of states is inversely proportional to the group velocity of the electron, \( g(E) = \frac{2}{h} \). When this expression for \( g(E) \) and Eqn. 1.11 are substituted into Eqn. 1.8, a statement of Ohm’s law results,

\[
I_{1-2} = \frac{2e}{h} \int_0^\infty (f_1 - f_2) \frac{\tau(E)}{h} \delta(E - \mu) dE = \frac{2e^2}{h} \Delta V_{1-2} = G_0 \Delta V_{1-2} \tag{1.12}
\]

where \( \nu \) has cancelled, resulting in a fundamental quantum of electronic conductance \( G_0 = \frac{2e^2}{h} \) that is independent of material properties. This was experimentally verified when quantized conductance steps were observed for current flow across point electrodes made between continuum reservoirs. Finite conductance, in the absence of scattering, results from resistances in the connections between the one-dimensional channel and each of the continuum reservoirs. Stronger coupling of the channel to the electrodes increase the velocity of electron propagation through the junction, but proportionally reduces the density of states.

### 1.3.4 Electronic Conductance of Molecular Junctions

If an obstacle is present in the channel (e.g., a molecule) that transmits electrons with an energy dependent probability \( \tau(E) \), ranging from zero to one, then Eqn. 1.8 is restated for a small voltage difference between the electrodes as,

\[
I_{1-2} = \frac{2e}{h} \int_0^\infty \tau(E)(f_1 - f_2) dE = \frac{2e^2}{h} \tau(E) \bigg|_{E=\mu} \Delta V_{1-2} \tag{1.13}
\]

The ratio of the current to the voltage is the conductance and Eqn. 1.13 simplifies to define the electronic conductance of a molecular junction

\[
G = G_0 \tau(E) \bigg|_{E=\mu} . \tag{1.14}
\]

which is simply the value of the transmission function evaluated at the chemical potential and scales by the quantum of electronic conductance.

### 1.3.5 Thermopower of Molecular Junctions

Inspection of Eqn. 1.8 suggests that a current will be induced by different reservoir temperatures if the transmission function is not constant in the region of the chemical potential. The thermopower of the molecular junction is the property that quantifies the potential to drive that current. This relationship was first developed by Butcher and is derived by setting Eqn. 1.8 equal to zero because \( S \) is defined at open circuit \( (I_{1-2}=0) \). Since electrodes 1 and 2 are held at different temperatures, their occupations are different. The occupation difference between the electrodes \( (f_1-f_2) \) is expanded, with reference to electrode 1, to account for differences in the chemical potentials \( \Delta \mu_{1-2} \) and temperatures difference \( \Delta T_{1-2} \).

\[
0 = \frac{2e}{h} \int_0^\infty \tau(E) \left( \frac{\partial f_0}{\partial \mu} \bigg|_{\mu=\mu_1} \right) \Delta \mu_{1-2} + \left( \frac{\partial f_0}{\partial T} \bigg|_{T=T_1, \mu=\mu_1} \right) \Delta T_{1-2} dE \tag{1.15}
\]

The temperature derivative is then written in terms of energy, \( \frac{\partial f_0}{\partial T} = -T^{-1}(E-\mu)\frac{\partial f_0}{\partial E} \), and the chemical potential derivative is then approximated as \( \frac{\partial f_0}{\partial \mu} = -\frac{\partial f_0}{\partial E} \approx \delta(E-\mu) \). The following relationship is determined after substitution of these expressions into Eqn. 1.15,

\[
\frac{\Delta \mu_{1-2}}{\Delta T_{1-2}} = \frac{1}{\tau(E) \bigg|_{E=\mu_1} } \int_0^\infty \tau(E) \left( \frac{E-\mu}{T_1} \right) \frac{\partial f_0}{\partial E} dE . \tag{1.16}
\]
The transmission function is then Taylor expanded
\[ \tau(E) \approx \tau(E)_{|E=\mu_1} + (E - \mu_1) \frac{\partial \tau(E)}{\partial E}_{|E=\mu_1} \]
which yields
\[ \frac{\Delta \mu_{1,2}}{\Delta T_{1,2}} \approx \int_0^\infty \frac{(E - \mu_1)}{T_1} \frac{\partial \tau(E)}{\partial E} dE + \left( \frac{1}{\tau(E)} \frac{\partial \tau(E)}{\partial E} \right)_{|E=\mu_1} \int_0^\infty \frac{(E - \mu_1)^2}{T_1} \frac{\partial \tau(E)}{\partial E} dE \tag{1.17} \]
where the first integral is zero because it is symmetric about the chemical potential, and the second integral requires use of the Sommerfeld expansion. The change in chemical potential results in an observed voltage, \( \Delta \mu_{1,2} = -eV_{1,2} \) which defines the thermopower of the molecular junction.
\[ S = -\frac{\Delta V_{1,2}}{\Delta T_{1,2}} = -\frac{\pi^2 k_B^2 T}{3e} \left( \frac{1}{\tau(E)} \right)_{|E=\mu_1} \]
and the subscript 1 has been dropped from \( \mu \) and \( T \). Hence, the thermopower is related to the derivative of the transmission function at the chemical potential of the electrodes.\(^{39,40}\)

Intuitively, this parallels the qualitative result for bulk materials, because the derivative is a quantitative measure of the asymmetry between hot and cold electrons. Stated more simply, the thermopower describes the slope of the transmission function evaluated at the chemical potential.

### 1.3.6 Summary of Transport Properties in Single-Molecular Junctions

Equations 1.14 and 1.18 are the two primary governing equations which describe thermoelectric transport in molecular junctions and serve as the center piece for understanding transport at organic-inorganic interfaces. The key result is summarized in Fig. 1.8. What is most unique about transport in molecular junctions is that the anti-correlation between \( S \) and \( \sigma \) is broken. In fact, \( S \) and \( \sigma \) can be positively correlated allowing for simultaneous enhancements which bode well for thermoelectrics. To obtain a high electrical conductivity (or conductance), the chemical potential must lie near resonance with one of the molecular orbitals thus maximizing the transmission function. The conductance would be high because the value of the transmission function is large (\( i.e., \) nearly unity). Simultaneously, at this value the slope of the transmission function is large equating to a large thermopower. Thus in molecular junctions it is possible to obtain a large conductance and thermopower simultaneously! The challenge is then in selecting complimentary organic and inorganic components such that these interface properties can manifest.
1.4 Previous Experimental Single-Molecule Work

While the conductance and thermopower theories of molecular junctions are well established, experimentally realizing this phenomenon is difficult. The conductance of a molecular junction is the ratio of the current flowing through the molecule to the applied voltage bias, \( G = \frac{I}{\Delta V} \). Experimentally forming conductance junctions and accurately measuring the small current is challenging. The thermopower of a molecular junction is the ratio of the voltage induced across the junction in response to a thermal bias, \( S = -\frac{\Delta V}{\Delta T} \). Experimentally measuring this voltage is challenging because thermopower voltages are small. To accomplish these measurements, a modified scanning tunneling microscope (STM) is typically used as previously reported. This next section is devoted to summarizing the work that is most relevant to the following chapters.
1.4.1 Summary of Electronic Conductance Methodology

The electronic conductance of a molecular junction can be measured by modifying an STM. The same electronics present in most STMs can be used and only a need to control the mechanical motion of the STM is necessary (Fig. 1.9a). In a standard measurement, a Au STM tip is maintained at a voltage (+100 mV) above a Au coated substrate. Smooth Au coated substrates are fabricated by freshly cleaving mica and evaporating Au (0.5 Å/s), to a thickness of 100 nm with a 5 nm Cr adhesion layer. The substrates are then cleaned using a hydrogen torch (1 Hz repetition) and allowed to cool before a dilute solution of molecules are drop cast onto the substrate and the solvent allowed to evaporate. STM tips are prepared by cutting Au wire at an acute angle; these tips are then subsequently cleaned in the hydrogen torch (also at a repetition of 1 Hz). The tip and substrate are then mounted into the STM.
The tip is then gently crashed into the surface and withdrawn. A current amplifier in-line with the voltage source is used to measure the current flowing between the tip and the substrate. The voltage across the tip and substrate is also monitored and the ratio of the current and voltage is the conductance between the tip and the substrate. As the tip is withdrawn steps in the conductance are visible at integer multiples of the quantum of conductance, $G_0$, as illustrated in Fig. 2.2. Eventually, the one-dimensional transmission channel corresponding to a conductance of $1\ G_0$ is broken. If no molecules are present then an exponential decay in the current is observed as the tip is withdrawn further corresponding to tunneling through a vacuum gap. If molecules are present, steps in conductance below $1\ G_0$ are observed corresponding to molecules bridging the gap. As the tip is withdrawn, molecular junctions break. The final step before tunneling is observed corresponds to the conductance of a single-molecule. This process is repeated hundreds (>500) of times to gather good statistics. These conductance traces are then histogrammed (on a log scale) and the peaks in these histograms correspond to the conductance of a single molecular junction.

1.4.2 Summary of Thermopower Methodology

A similar technique (Fig. 1.9b) is used to measure the thermopower of a molecular junction. In this technique, molecular junctions are repeatedly formed between the STM tip maintained at ambient temperature and the heated Au-coated mica substrate where molecules were previously deposited. During the approach sequence the current amplifier monitors the conductance of the junction as the STM tip approaches the molecule covered substrate. Once a threshold conductance corresponding to the previously measured conductance is observed, a switch disconnects the current amplifier and connects a voltage amplifier.* A thermoelectric voltage is then recorded while the tip is withdrawn. During the withdraw processes molecules continually detach until eventually only one molecule remains in the junction (which in turn eventually detaches as the tip continues to withdraw). Thermopower, unlike conductance, is insensitive to the number of molecules in the junction; the same thermopower voltage is observed for 1 molecule bridging the gap as 10 molecules in parallel bridging the gap. This is because the thermopower is proportional to $\partial \ln i / \partial E$. For $N$ molecules in parallel this quantities is $\partial \ln (N\tau) / \partial E = \partial \ln \tau / \partial E$. As a result, steps in thermopower are never observed unlike conductance.

Several temperature differences $\Delta T$ are investigated ranging from 0 to 30 K. Consistent with the thermoelectric effect, as the temperature difference increases the voltage induced in the heterojunction also increases as seen in Fig. 1.10b. Hundreds (>500) of approach and withdraw sequences are then performed at each temperature difference to gather good statistics. Thermoelectric voltage histograms (Fig. 1.10c) at these temperature differences are obtained and a well-defined peak and width can be seen from each histogram. The thermoelectric voltage peak of each histogram with the full-width-half-max (FWHM) of the histogram (representing the

---

* Note that the switch used here is a transistor switch which is driven by a digital-to-analog converter (DAC). The power output of the DAC is not sufficient to fully drive the transistor switch to saturation so it is observed that a small leakage (~20 µV) bias is always applied across the tip and the substrate. Since a transistor’s leakage current is temperature dependent (i.e., function of $k_B T$), a small voltage offset is observed even at a tip-substrate temperature difference of $\Delta T=0$ and varies from day-to-day with the temperature of the room. This variable offset does not affect the measurement as the thermopower is a measure of the slope not the offset.
error bars) is then plotted verses the temperature difference. A straight line is then fit to these points, and its slope \( \frac{V_{\text{peak}}}{\Delta T} \) is the thermopower of the molecular junction. The uncertainty in the thermopower power is then represented by the 95% confidence interval of the linear regression.

**Figure 1.10** Example single-molecule thermopower measurements for benzenedithiol. (a) Typical thermopower voltage traces are observed at \( \Delta T=20 \) K. A measureable thermoelectric voltage occurs when the benzenedithiol molecule is present. (b) As the temperature increases, the voltage increases consistent with the thermoelectric effect. (c) Histogramming these voltage traces yield peaks. (d) The (negative) peak voltages are plotted against the temperature difference where the error bars are the FWHM of the peak. The slope of the resulting straight line is the thermopower of the molecular junction with the error reported as the 95% confidence interval of the least squares fit. Figure 1.10ab from P. Reddy, S. Y. Jang, R. A. Segalman and A. Majumdar, *Science*, 2007, 315, 1568-1571. Reprinted with permission from AAAS.

### 1.4.3 Previous Work from Our Group

Using this technique, Reddy *et al.* were the first to definitively show that thermopower in molecular junctions is an experimentally measurable quantity (Fig. 1.10ab). Furthermore, this quantity is useful in determining the dominant transport orbital. For example, Reddy *et al.* demonstrated that 1,4-benzenedithiol molecular junctions had a positive thermopower showing that the HOMO dominates transport in that molecule. Prior to the realization of molecular thermopower, conductance experiments were inconclusive as to the dominant transport orbital and therefore the type (p- or n-type) of transport. Since thermopower is related to the slope of the transmission function, positive molecular thermopower corresponds to a molecule where the
HOMO dominates transport. This is analogous to p-type transport and transport through the LUMO is analogous to n-type transport. One advantage of molecular thermopower measurements as compared to conductance measurements is that it is independent of the number of molecules in the junction; thermopower is an intrinsic property. Since thermopower is proportional to the derivative of the logarithm of the transmission function, the measured thermopower is the same for a single molecule junction as it is for a junction with multiple trapped molecules. This is extremely powerful as it permits thermopower to be a more robust measurement technique than conductance for understanding transport.

Using this technique, Baheti et al. showed how chemistry can be used to predictably tune molecular thermopower for even greater enhancements in ZT (Fig. 1.11).44 In this work, they investigated the effect of chemical substituents on molecular transport. Both electron-withdrawing (chlorine and fluorine substituents) were found to decrease the thermopower of 1,4-benzenedithiol while electron-donating groups (methyl substituents) increased the thermopower. This can be explained by how the HOMO shifts relative to the chemical potential of the electrode for these different substituent groups. This work was the first to show that small changes in chemistry (i.e., chemical substituents) could have controllable effects for molecular thermopower.

![Figure 1.11](image.png)

**Figure 1.11** Thermopower measurements of benzenedithiol variations. Electron Withdrawing: (a-b) 2,3,5,6-tetrachloro-1,4-benzenedithiol, (c-d) 2,3,5,6-tetrafluoro-1,4-benzenedithiol, Neutral: (e-f) 1,4-benzenedithiol, and Electron Donating: (g-h) 2,5-dimethyl-1,4-benzenedithiol. (i-j) As evident by the thermopower, using electron withdrawing substituent results in a shift in the transmission function to lower energies and electron donating substituents shift the transmission function to higher energies. Inset: transmission function and thermopower zoomed-in near the chemical potential. Adapted with permission from K. Baheti, J. A. Malen, P. Doak, P. Reddy, S. Y. Jang, T. D. Tilley, A. Majumdar and R. A. Segalman, *Nano Lett.*, 2008, 8, 715-719. Copyright 2008 American Chemical Society.

The dependence of thermopower on molecular length has also been investigated using phenylene and alkane chains.42,43 Prior studies showed that electronic conductance varies exponentially with molecular length46,47

\[ G = G_0 e^{-\beta_0 L}, \]  

(1.19)
where $G_c$ is the extrapolated zero length contact conductance and $\beta_G$ is the conductance decay constant. However, as theory predicts,\textsuperscript{36} thermopower varies linearly with molecular length

$$S = S_c + \beta_S L,$$

(1.20)

where $S_c$ is the extrapolated zero length contact thermopower and $\beta_S$ is the thermopower decay constant that depends on the backbone of the molecule. Reddy \textit{et al.} first noted this linear dependence using 1,4-benzenedithiol, 4,4-dibenzendithiol, and 4,4-tribenzenedithiol. Malen \textit{et al.} later expanded upon this work to include different molecular backbones and end groups.\textsuperscript{42,43} Here, they found that both thiols and amines have similar $\beta_S$ values ($i.e.,$ similar slope in Fig. 1.12) but very different $S_c$ values ($i.e.,$ $y$-intercept values in Fig. 1.12). Furthermore, alkanedithiols with N=2,3,4,5,6, and 8 CH$_2$ were investigated and unlike benzenedithiols the thermopower decreased with increasing length.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure112.png}
\caption{Thermopower vs. molecular length: (green triangles) benzenedithiols (N=1,2,3), (red circles) Phyenyldiamines (N=1,2,3), (blue squares) alkanedithiols (N=2,3,4,5,6,8). The molecular length calculations exclude end groups with a single CH$_2$ having a length of 1.25 Å and a single phenyl ring having a length of 4.23 Å. Reprinted with permission from J. A. Malen, P. Doak, K. Baheti, T. D. Tilley, R. A. Segalman and A. Majumdar, \textit{Nano Lett.}, 2009, 9, 1164-1169. Copyright 2009 American Chemical Society.}
\end{figure}

For phenyls, the rational for this length dependence can be explained by analogy to the quantum mechanical “particle in a box;” as the length of the box increases the energy spacing between consecutive energy levels decreases. In this case, the energy spacing between the HOMO and LUMO will decrease. Using the Lorentzian picture of transport, the HOMO-LUMO peaks become closer together and the electrode-coupling orbital-broadening terms ($e.g., \Gamma_{n,i}$, and $\Gamma_{n,2}$) decrease. This results in steeper Lorentzian peaks with deeper intermediate valleys. This suggests that for enhanced ZT, (similar to bulk materials) there is a maximum power factor for molecular length. Furthermore, the endgroups play a significant role and contribute to $\Gamma_{i,1}$, and $\Gamma_{i,2}$. However, by varying the endgroups, it was determined that the backbone is primarily responsible for the trend in length and orbital alignment while the endgroups are responsible for
the extrapolated zero length thermopower. Specifically, dithiols have similar $S_c$ values which differ significantly from diamines and $S_c$ for thiols is appreciably larger than that for diamines. Qualitatively, this is correlated to the strength of the thiol-Au bond and suggests that thiol terminated molecules are good candidates for molecular thermoelectrics. However, amines are known to have well specified bonding site while thiols are much less specific. This variation in bonding suggests that significant error and fluctuations are present in thiol terminated systems.

To further investigate this point of fluctuations, Malen et al. also investigated the nature of transport variation present in the thermopower of molecular junctions. It was observed that the FWHM of each thermoelectric histogram also increased linearly with temperature (Fig. 1.10). The slope of this FWHM versus $\Delta T$ defines the fluctuations in thermopower, $\Delta S$. To quantify the thermopower variation, the dimensionless parameter $\Delta S/S$ was introduced. It was argued that this parameter relates the observed variation in thermopower to variations in the energy levels of the molecule

$$\frac{\Delta S}{S} \approx \frac{\Delta E_{\text{HOMO}}}{\mu - E_{\text{HOMO}}}$$

where $\Delta E_{\text{HOMO}}$ is the fluctuation in the HOMO energy level, and $\mu - E_{\text{HOMO}}$ is the energy offset between the chemical potential and the HOMO. The measurements indicate that $\Delta S/S$ varies between 0.3-0.8 depending on the length of the molecule—hence the HOMO’s variation is similar in magnitude to its nominal offset from the chemical potential. In this previous work, two types of variations are suggested. The first type results from differences between consecutive junctions termed junction-to-junction variations and the second type accounts for the deviations within a junction termed junction-evolutions. The separate contributions are isolated by statistical analysis of the voltage traces. Junction-to-junction variations are quantified by the spread in the mean thermoelectric voltage among the approach and withdraw sequences and the junction evolutions are quantified by the spread within a given junction. They observed that the junction-to-junction variations dominate $\Delta S/S$. It was further hypothesized that the variations in transport could be caused by four mechanisms: (i) contact geometry and orbital hybridization as junctions are formed, (ii) intermolecular interactions (e.g., aromatic coupling), (iii) intramolecular torsion (e.g., ring-ring twists), and (iv) high frequency rotation and vibration of the molecule.

While these investigations into molecular thermopower explain many of the underlying physical principles of interfacial transport, they also provided insight into engineering systems with higher $ZT$. From this previous work, I learned how the thermoelectric properties can be modestly tuned by varying the chemistry. I also learned that large $\pi$-conjugated systems have larger thermopowers. Furthermore, I gained an appreciation for the importance of molecular end groups. This knowledge suggests to me that an ideal molecular junction is one where the molecule is (i) large such that the HOMO-LUMO gap is small, (ii) heavily conjugated leading to a high conductance, (iii) easily functionalize with chemical substituents for fine tuning, and (iv) paired well with the electrode for aligning the chemical potential with the frontier molecular orbitals. Furthermore, Bergfield and Stafford provide further inspiration by showing that the thermoelectric effects can be enhanced if the flow of entropy is blocked by the quantum interference of the molecular junctions at transmission nodes. With this view, Bergfield and Stafford concluded that the temperature-independent maximum thermopower in a molecular junction is $\pm \pi k_B/(3^{1/2}e) = \pm 156 \mu\text{V/K}$. This value is approximately one order of magnitude larger.
than anything currently observed suggesting that vast improvements can still be made with molecular junctions.

All of the molecules described and measured so far have been dominated by transport through the HOMO. However, Baheti et al. found that for cyano terminated phenyl molecules the sign of the thermopower is weakly negative indicating that transport is weakly dominated by the LUMO. This could be advantageous, when it comes to choosing contacts, because improved alignment of the chemical potential with the LUMO can be achieved using common metals with lower work functions than Au, including Ag and Al. In contrast, there are limited electrode options for improved alignment of the chemical potential with the HOMO, since primarily precious metals like Pt and Pd have higher work functions than Au. Are there molecules that exhibit LUMO transport where metal electrodes with a lower work function can be selected? What is the maximum thermopower of a molecular junction? How can this be realized? These questions are just a few examples that spurred me to consider thermoelectric energy conversion in organic-inorganic hybrid materials.
Chapter 2  Thermoelectric Transport in Single Fullerene Molecules

Thermoelectricity in molecular junctions, where a single-molecule is trapped between metal electrodes, has been used to understand transport properties at organic-inorganic interfaces.\textsuperscript{43} The transport in these systems is highly dependent on the energy level alignment between the molecular orbitals (MOs) and the chemical potential (\textit{i.e.,} Fermi level or work function) of the metal electrodes. To date, the majority of single-molecule measurements have focused on simple small molecules where transport is dominated through the highest occupied molecular orbital (HOMO).\textsuperscript{51,52} In these systems, energy level alignment is limited by the absence of electrode materials with low Fermi levels (\textit{i.e.,} large work functions). Alternatively, more controllable alignment between molecular orbitals and the Fermi level can be achieved with molecules (\textit{i.e.,} fullerenes) whose transport is dominated by the lowest unoccupied molecular orbital (LUMO) because of readily available metals with lower work functions. Within this chapter, I report single-molecule thermoelectric transport measurements of fullerene molecules (\textit{i.e.,} C\textsubscript{60}, PCBM, and C\textsubscript{70}) trapped between metal electrodes (\textit{i.e.,} Pt, Au, Ag). Fullerene junctions demonstrate the first strongly n-type molecular thermopower corresponding to transport through the LUMO, and the highest measured magnitude of molecular thermopower to date. While the electronic conductance of fullerenes is highly variable, due to fullerene’s variable bonding geometries with the electrodes, the thermopower shows predictable trends based on the alignment of the LUMO with the work function of the electrodes. Both the magnitude and trend of the thermopower suggest that at organic-inorganic interface, the thermoelectric performance can be enhanced, therein providing a new pathway for designing thermoelectric materials.

\textbf{Figure 2.1} Measurement Setup. (a) Schematic of the experimental setup for measuring conductance and thermopower with a modified STM break junction. For conductance, a voltage bias is applied between the tip and substrate and the conductance is determined using a current amplifier. The STM tip contacts the substrate and traps fullerene molecules. For thermopower, fullerene molecules are trapped between the STM tip held at ambient temperature and a heated Au substrate held at $\Delta T$ above the ambient temperature. As the STM tip approaches a voltage bias is applied between the tip and substrate, and conductance is monitored. Once a threshold conductance of $\sim 0.1 \ G_0$ is reached, indicating formation of a molecular junction, the tip is withdrawn. During the withdrawal sequence, a switch disconnects the voltage bias and current amplifier in favor of a voltage amplifier. The induced thermoelectric voltage $V$ is measured as the tip withdraws but before the junction breaks.
2.1 Single Fullerene Molecule Investigation Motivation

Alignment with MOs can be achieved in two ways: (i) by altering the MOs of the molecule by adding electron donating or withdrawing substituents or (ii) by varying the electrode material. Previous molecular junction measurements have focused on molecules, such as benzenedithiol, whose transport is dominated through the HOMO. It has previously been demonstrated that for phenylene derivatives between Au electrodes, thermopower can be predictably but modestly controlled using chemical substituents to shift the MOs. Similarly it has been shown that better alignment and thus higher conductance can be achieved by using Pt instead of Au where the higher work function places the Fermi level closer to the phenylene’s HOMO promising as much as an order of magnitude improvement in the conductance. However, for phenylene molecules, obtaining even better alignment is difficult because Pt’s Fermi level is rivaled in magnitude only by rare elements such as osmium and selenium.

Previous thermopower and conductance measurements have focused primarily on relatively small alkane and phenyl derivatives. Bergfield and Stafford recently predicted that thermopowers exceeding 150 µV/K (on par with inorganic thermoelectric materials) are possible in more highly conjugated molecules. Fullerene molecules are highly conjugated and have additional characteristics necessary to realize high thermopower regimes including: (i) small HOMO-LUMO gaps (i.e., 2-3 eV vs. 5-10 eV for alkane or phenyl molecules) facilitating chemical potential alignment, (ii) degenerate orbitals attributed to the high symmetry, and (iii) LUMO dominated transport in the bulk, making them the common choice for acceptors in organic photovoltaics.

Single-fullerene conductance measurements (all under UHV) have yielded a wide range of values. Joachim et al.’s pioneering measurements of C_{60} between W and Au electrodes yielded a low conductance of 2.4x10^{-4} ± 1.2x10^{-4} G_0 (using an STM at 300 K), but more recent Au-C_{60}-Au (using a mechanical breakjunction at 10 K), Pt-C_{60}-Pt (using a mechanical breakjunction at 300 K), and W-C_{60}-Cu (using an STM at 8 K) junctions have found conductances as high as 0.1, 0.2, and 0.25 G_0. The large spread in high and low conductance values is not surprising as it has been observed that the orientation of the molecules on surfaces strongly affects the alignment and coupling of frontier molecular orbitals with the electronic states of the metal. STM images, experiments, and measurements by Lu et al. on Ag, Néel et al. on Cu, and Rogero et al. on Au substrates all support this claim. Specifically, Lu et al. show a distribution of conductance values due to the orientation and contact of the molecule at low temperatures and Rogero et al. show that no preferential orientation is present at 300 K. Some STM techniques, such as Joachim et al.’s and the work reported herein, sample a wide variety of molecular orientations and contact geometries by making multiple measurements at room temperature, where the thermal energy is sufficient for the molecule to transition between these orientations. This should result in a large spread of conductances extending as low as 10^{-4} G_0 as suggested by benzenedithiol experiments and theory. This is different from the work of Bohler et al. and Kiguchi et al., which used a mechanical breakjunction to trap one molecule in a unique orientation preserved by low temperatures. Furthermore, this previous work has shown that the conductance of these junctions is dependent on the electrode material suggesting that alignment and coupling of the fullerene’s LUMO and the work function of the metal is important.
Herein, I show how this alignment and coupling manifests itself in electronic transport by conducting a systematic study of thermopower and conductance of C\textsubscript{60}, [6,6]-phenyl-C\textsubscript{61}-butyric acid methyl ester (PCBM), and C\textsubscript{70} heterojunctions trapped between Pt, Au, and Ag electrodes. I observe that the trend in thermopower versus metal work function agrees with MO alignment while no trend in conductance is observed which is expected based on the wide range of molecular orientations that are sampled. The weak dependence on orientation is one strength of using thermopower to probe electronic transport in molecular junctions. Finally, this work suggests a new pathway to improve thermoelectric performance by relying on interfacial transport phenomena.

2.2 Single Fullerene Molecule Methodology

Conductance and thermopower measurements were carried out as previously described in literature\textsuperscript{42-44,51,56} and illustrated in Fig. 2.1. To summarize: a 1 mM dichlorobenzene solution containing a fullerene derivative (i.e., either C\textsubscript{60}, PCBM, or C\textsubscript{70}) is first drop cast onto a freshly cleaned and annealed Au substrates and the solvent is permitted to evaporate. A modified STM is used to contact the molecules where the STM tip material varies between Pt, Au, and Ag. Au substrates were used for all measurements as I suspect that the malleability of Au is necessary to create junctions of acceptable duration for measurement. Special care was taken to prepare the tips and keep them free of contamination.

2.2.1 Substrate and Tip Preparations

To prepare the substrates, 200 nm of Au is first sputtered onto freshly cleaved mica substrates, which are then flame annealed just before use using a hydrogen torch with a repetition rate of 1 Hz. Approximately 1 mM solutions of C\textsubscript{60}, PCBM, and C\textsubscript{70} in dichlorobenzene is prepared and sonicated to facilitate dissolving the fullerene molecules (>99% pure) before being drop cast (~10 µL) onto an annealed, Au-coated mica substrate where the solvent is allowed to evaporate under nitrogen. The STM tip is prepared from 250 µm diameter metal (>99.99% pure, Pt, Au, or Ag) wire. Just before use, the Pt and Au wire are cleaned by piranha and exposure to oxygen plasma then cut from the wire. Since Ag tarnishes and oxidizes, just before use, the Ag wire is flame annealed using a hydrogen torch to reduce the tarnish and oxide before being cut. The STM sample holder and electrical contacts are cleaned in a piranha bath, rinsed with deionized water and acetone, and dried under nitrogen to prevent contamination.

2.2.2 Conductance Measurements

Conductance measurements are performed using a modified STM setup that has been previously described in literature.\textsuperscript{56} A +100 mV bias is applied between the initially separated tip and the substrate (ground referenced to the substrate) and a current amplifier monitors the conductance. The STM tip then approaches the molecule coated substrate until a conductance threshold of >6 $G_0$ is reached indicating contact with the surface. The STM tip is then retracted at a rate of ~1 nm/s eventually opening a 1D transmission channel corresponding to a conductance of $G_0$. The STM tip then continues to retract breaking that 1D channel, allowing for a molecule to bridge the gap. The tip continues to retract until a threshold conductance of <10\textsuperscript{-5} $G_0$ is obtained suggesting only vacuum tunneling remains. Next the tip re-approaches the surface to form the next junction. >2000 junctions were gathered for each molecule and tip combination. Energy dispersive x-ray spectroscopy was acquired of new and used tips which
showed no evidence of oxidation, tarnish, or contamination on any of the tips. Furthermore, no Au adhesion to the Pt or Ag tips was detected. This is because a withdraw conductance threshold of $6 \, G_0$ does not produce sufficient pressure to cause the Au to plate the tip. Only data corresponding the withdraw sequence is analyzed; the $\log_{10}$ of this data normalized to $G_0$ is taken to represent the conductance trace. To help with data reduction, the second numerical derivative of each conductance trace is calculated after applying a Savitsky-Golay smoothing filter to reduce the increased variation associated with differentiation; this value corresponds to the curvature of the trace. Since sharp steps in conductance are expected, the base of each step should have a positive curvature and the tip of each step should have a negative curvature. Furthermore, exponential decay in current associated with tunneling should yield a straight line with a negative slope and thus zero curvature. Conductance data possessing a zero or positive curvature was excluded and only negative curvature data was placed in a histogram for further analysis Figure 2.2 shows verification for 1,4-benzenediamine which has been well documented in literature.32

![Figure 2.2 Benzenediamine Conductance Verification. Conductance histogram of 1,4-benzenediamine with a single conductance peak at $6.5 \times 10^{-3} \pm 0.4 \times 10^{-3} \, G_0$. The uncertainty is a measure of the full-width-half-maximum of a Lorentzian least-squares non-linear regression (red). This is in good agreement with literature therefore validating the accuracy of the STM conductance breakjunction. (Inset) Example conductance traces for a bare Au surface with molecules absent (grey) and molecules present (black). Using a curvature data reduction, only points with a negative curvature (red) are selected for histograms.](image)
For conductance measurements, a 100 mV bias is applied between the metal tip and the Au substrate. More than 2000 junctions are formed during repeated approach and withdraw sequences while continuously measuring the conductance. Lack of metal cross-contamination during these sequences likely results from our choice of a low threshold conductance (~6 $G_0$) which initiates the withdraw sequence. Steps in conductance are observed corresponding to 1-D metal-metal junctions at 1 $G_0$ and steps corresponding to molecules are observed below 1 $G_0$. Theory predicts that the value of 1 $G_0$ is independent of the material properties and hence should be consistent for all tips, however, non-integer variations in this value have been experimentally observed. To better distinguish between the steps in conductance and the exponential decay of tunneling currents, only data points possessing a negative curvature in conductance traces are selected for histograms.

2.2.3 Thermopower Measurements

Thermopower measurements were performed using a modified STM setup that has been previously described in literature. Molecules are first captured between an STM tip held at ambient temperature and the Au substrate heated to $\Delta T$ above the ambient temperature. To capture molecules a voltage bias of +120 mV is applied between the initially separated STM tip and substrate (ground referenced to substrate). As the tip advances towards the surface, conductance is monitored with a current amplifier. Once the threshold conductance is exceeded, a junction has been formed, and a switch disconnects the current amplifier and voltage bias in favor of a voltage amplifier. Since thermopower is insensitive to the number of molecules (intrinsic property) in the junction, capturing one of a few molecules does not change the result. The thermoelectric voltage due to thermopower of the junction is measured between the tip and the substrate. Statistics are accumulated through >500 serial approach-withdrawal sequences at each $\Delta T$ (for $\Delta T=0, 5, 10, 15, 20$, and $30$ K). Voltage associated with incomplete isolation of the current amplifier resulting with a voltage offset at $\Delta T=0$ is rejected because thermopower reflects the slope of the voltage vs. $\Delta T$ not its absolute value. $\Delta T$ occurs across the junction, and not within the tip or substrate when a molecule is present when a molecule is not present, $\Delta T$ occurs across the STM tip. For further verification of this, thermopower was measured with the STM tip in contact with the substrate in the absence of molecules. Measured metal-metal thermopower voltages reproduce accepted thermopower values for Au, Ag, and Pt (Fig. 2.3). Furthermore, the temperature dependence of thermopower on the STM tip over the temperature range of interest is small compared to the thermopower of the heterojunction and within the error in thermopower.
2.2.4 Contamination and Purity Considerations

In these experiments the tips and substrates were prepared as described above. To summarize, the Au and Pt tips were cleaned in a bath of piranha and then cleaned in an oxygen plasma. Since Ag oxidizes, it cannot be cleaned by piranha or in an oxygen plasma. For that reason, Ag is cleaned in a hydrogen flame where any Ag₂O or Ag₂S is reduced to Ag metal and any contaminants are incinerated. Tips were fabricated from metals wires that are >99.99% pure. Energy dispersive x-ray spectroscopy (EDS) in an SEM were performed for elemental analysis of the tips to verify that trace metals, oxides, and sulfur tarnish were not present. Three tips (one of each metal) were used as a control and designated as “new tips”. The remaining three tips were used in the STM. Conductance experiments on a bare Au substrate were performed and designated as “used tips.” A drop of dichlorobenzene was placed on the surface and allowed to evaporate to test for contamination in the same solvent that was used to dissolve the fullerenes. Steps at 1, 2, 3, and 4 \( G_0 \) were observed and ~1000 approach and withdraws were acquired for each tip. The upper conductance threshold was set to ~6 \( G_0 \). After these approach and withdraw sequences, EDS spectrum (Fig. 2.4) of the “used tips” were gathered. The “new tips” only showed x-ray peaks corresponding to Ag, Au, and Pt respectively. No oxygen, sulfur, or trace metal peaks were observed. This shows that the tips are pure and free of contamination.
Al peaks are routinely present in this SEM resulting from the Al sample stage. The “used tips” show nearly identical EDS spectrum to the “new tips”. Screenshot (Fig. 2.4, right) of the EDS spectrum (red) with built-in peak identification show that Au lines (indicated by blue and yellow placement lines) are not present in the Ag and Pt tips and clearly align with the Au tip spectrum. I also note that sulfur peaks are not present as indicated by a yellow placement line. Kα, Lα, and Mα energies for Pt and Au are close, however, the instrument resolution is more than sufficient to observe, detect, and auto assign elements to these peaks. Au plates onto Pt and Ag by hard-pressing, the pressures here were limited by our threshold conductance (~6 G₀), and did not result in any transfer of Au onto the tips. Finally, no light elements were visible verifying the absence of contamination. For thermopower measurements the approach threshold is 0.1 G₀ making metal-metal contact and cross contamination of metals impossible.
Figure 2.4 EDS Spectrum. (Left) EDS spectrum comparing “new” and “used” tips showing the purity of the tips free of contamination. (Right) Screenshots of “used” tips showing the automated peak identification of the SEM’s EDS. There is no evidence that the Au substrate is picked up during measurements.
2.3 Single Fullerene Molecule Results and Discussions

The conductance histograms are found in Fig. 2.5a-l. The first row (Fig. 2.5a,d,g,j), second row (Fig. 2.5b,e,h,j), and third row (Fig. 2.5c,f,i,l) represent the conductance with Pt, Au, and Ag STM tips all with Au substrates, respectively. The first column represents the junction conductance in the absence of any fullerene molecules (Fig. 2.5a,b,c); only a single peak corresponding to the quantum of conductance is visible near \( 1G_0 \). The second column (Fig. 2.5d,e,f), third column (Fig. 2.5g,h,i), and fourth column (Fig. 2.5j,k,l) represent the conductance of \( C_{60} \), PCBM, and \( C_{70} \), respectively. Note the large variation in the apparent molecular conductance peaks. Prior studies suggest that variation comes from the multiple orientations that fullerenes take on the electrodes. This variation is compounded by the use of different tip and substrate materials (and thus different crystal direction and bonding geometries) in this study. While the spread in the conductance makes reporting a single fullerene conductance value challenging, the peak of the smallest observed conductance and the FWHM of that peak (when present) have been plotted against the average work function of the tip and substrate in Fig 2.6. Using the average work function of dissimilar contacts, Beebe et al. identified trends in conductance of alkanethiol junctions.\(^{72,73}\) In contrast, Fig. 2.6 shows that we observe no clear trend in the conductance.

Figure 2.5 Conductance Histograms. A matrix summarizing the normalized conductance data for \(~2000\) consecutive junctions organized in columns by fullerene derivative and rows by electrode composition. The first column (a-c) represents the conductance of tip and substrate in the absence of molecules showing the recognizable \( 1G_0 \) peak. Log\((G/G_0)\) bin size is -0.006 (i.e., 1000 bins per 6 decades). Vertical scale reduced to emphasize low conductance histograms.
Figure 2.6 Conductance vs. Work Function. The observed conductance of C_{60}, PCBM, and C_{70} junctions is plotted vs. the average work function of the electrodes (nominal work functions: Ag≈4.5 eV, Au≈5.1 eV, and Pt≈5.6 eV. A slight x-offset has been applied so individual error bars could be distinguished). Error bars represent the FWHM of the observed lowest conductance peaks in the histograms. The large spread suggests that conductance of fullerene junctions may vary widely, possibly due to molecular orientations in the junction.

Upon inspection of the histograms, the conductance profile using the Ag tip differs from those profiles where Au or Pt tips are used. We attribute this to the breaking of the LUMO’s degeneracy (which is 6 fold degenerate for C_{60}) when coupled to the Ag surface in certain orientations, as first recorded by Lu et al. The high symmetry of some fullerenes creates multi-degenerate LUMO. This degeneracy is broken when the fullerene bonds to Ag, resulting in one orbital being pushed to lower energies and becoming more closely aligned with the Fermi level of Ag. This results in higher observed conductance and provides an explanation for the broadening of the $G_0$ peak that occurs with the Ag tip. Alternatively, assuming that the degeneracy is not broken, the conductance of a single-orbital would then simply be multiplied by the degeneracy to give the conductance of the molecule. The thermopower, however, will not be affected by the degeneracy as it is the slope of the transmission function normalized to the transmission function as shown in Eqn 1.18. These complications make interpreting trends in conductance more difficult.

Thermopower measurements show a clear trend with respect to the work function of the electrodes. Voltage histograms and the inferred thermopowers are shown in Fig. 2.7a-i, where
the rows are for Pt, Au, and Ag tips; the columns are for C\textsubscript{60}, PCBM, and C\textsubscript{70} molecules. In the absence of molecules, a small thermoelectric voltage corresponding to the Seebeck effect of the metal STM tip, only occurs when the STM tip crashes into the substrate. Seebeck measurements of Ag, Au, Pt, and Cu STM tips with Au substrates show that my measurement always yields the thermopower of the tip material upon contact. In the presence of fullerene molecules the measured thermopower is far larger in magnitude, indicating that the measured thermopower is a characteristic of the fullerene junction, rather than the metal electrodes alone. When the fullerenes are present, the histogram peak values, \( V_{\text{peak}} \), are plotted as a function of \( \Delta T \) in the insets, where the error bars represent the full-width-half-max of the voltage histograms. The slope of the least squares linear fit is the junction thermopower \( S \) and the 95% confidence interval in slope is the error in \( S \) (reported in the insets to Fig. 2.7a-i). All of the molecules demonstrated negative \( S \), indicating that the Fermi level of the electrodes are more closely aligned with the LUMO further confirming that these semiconducting molecules behave as electron acceptors (\textit{i.e.}, n-type). The magnitude of \( S \) is related to the alignment of the Fermi level and the LUMO. Therefore, if the electrode work function decreases, then the magnitude of \( S \) should increase, as the Fermi level aligns more closely with the LUMO as shown in Fig. 2.8c. As expected, as the average work function of the contacts decreases, the Fermi level moves closer to the LUMO of the molecules resulting in higher \( S \).

Figure 2.7 Thermopower Histograms and Linear Regressions. A matrix summarizing the thermopower data is organized in columns by fullerene derivative and rows by electrode composition. The normalized voltage histograms compile data for ~500 consecutive junctions at each \( \Delta T \), without pre-selection. Insets show the voltage histogram peaks as a function of \( \Delta T \), where the error bars represent the full-width-half-max of the associated histogram. The voltage peaks vary linearly with \( \Delta T \) for all junction combinations. The slope of the linear regression defines the thermopower where the reported error is the 95% confidence interval of the regression.
Figure 2.8 Thermopower vs. Work Function and its effect on ZT. (a) The observed thermopower of C₆₀, PCBM, and C₇₀ junctions is plotted vs. the average work function of the electrodes (nominal work functions: Ag≈4.5 eV, Au≈5.1 eV, and Pt≈5.6 eV. A slight x-offset has been applied so individual error bars could be distinguished). A clear trend indicates that the lower work function electrodes result in higher negative thermopowers. A Lorentzian depiction of the transmission function (b) and the related energy dependent thermopower (c) show that the increasingly negative thermopower results from improved alignment between Fermi level, $E_F$, and the fullerene LUMO. Blue, green, and red vertical lines approximate the position of the $E_F$ for Pt-Au, Au-Au, and Ag-Au junctions. (d) The ZT associated with the transmission function and thermopower in (b) and (c) increases dramatically when $E_F$ is aligned with the LUMO using low work function electrodes.

Landauer formalism can use a Lorentzian transmission function, $\tau$, to describe the thermopower measurements. In this description, the transmission function can be written as

$$\tau = \sum_{i=1}^{N} \frac{4\Gamma_{i,1}\Gamma_{i,2}}{\left(\Gamma_{i,1} + \Gamma_{i,2}\right)^2 + 4\left(E - E_i\right)^2},$$

(2.1)

where, $E_i$ are the MO energies and $\Gamma_{i,1}$ and $\Gamma_{i,2}$ are the broadenings of the $i^{th}$ MOs due to coupling with electrodes 1 and 2. The transmission probability is peaked when the chemical potential aligns well with the energy of the MOs. Figure 2.8b-d shows a cartoon of how the Lorentzian descriptions of $\tau$ should effect $S$ and therefore increase $ZT$. Observations that $S$ grows more negative with reduced work function are consistent with the Fermi level moving towards a position of higher slope on the transmission function (Eqn. 2.1). The vertical blue, green, and red lines in Fig. 2.8b-d represent the position of $E_F$ for Pt-Au, Au-Au, and Ag-Au electrodes. Also from this description one may expect that an increase in conductance should also strictly occur since the conductance is directly proportional to $\tau$. However, this trend need not be true especially if the coupling terms (i.e., $\Gamma_{i,1}$ and $\Gamma_{i,2}$) associated with each MO are not constant between different tip-molecule-substrate permutations. To illustrate this, consider a transmission function which is dominated by one MO, (e.g., the LUMO), in the weak coupling limit

$$\left(\mu - E_{LUMO}\right)^2 \gg \left(LUMO_1 + \Gamma_{LUMO,2}\right)^2.$$

Hence, the conductance and thermopower can be approximated as
\[ G \approx \frac{8e^2}{h} \left( \frac{\Gamma_{\text{LUMO},1}\Gamma_{\text{LUMO},2}}{\left( \Gamma_{\text{LUMO},1} + \Gamma_{\text{LUMO},2} \right)^2 + 4\left( \mu - E_{\text{LUMO}} \right)^2} \right)^2 \propto \frac{\Gamma_{\text{LUMO},1}\Gamma_{\text{LUMO},2}}{\left( \mu - E_{\text{LUMO}} \right)^2}, \]  

(2.2)

and, given that \( \Gamma \) varies weakly with energy,

\[ S \approx \frac{8\pi^2 k_B T}{3e} \left( \frac{\mu - E_{\text{LUMO}}}{\left( \Gamma_{\text{LUMO},1} + \Gamma_{\text{LUMO},2} \right)^2 + 4\left( \mu - E_{\text{LUMO}} \right)^2} \right)^2 \propto \frac{1}{\left( \mu - E_{\text{LUMO}} \right)^2}. \]  

(2.3)

In other words, the conductance depends strongly on these coupling terms while thermopower depends only on the relative alignment of energy levels.\(^{45}\) Trapping the fullerenes between different metal contacts illustrate this concept as multiple orientations, and thus multiple coupling terms, increase the spread in the data as discussed earlier.\(^{64-67}\)

### 2.4 Single Fullerene Molecule Summary

Demonstrated above is the first molecular thermoelectric measurements of fullerene molecules (\( i.e. \), C\(_{60}\), PCBM, and C\(_{70}\)) trapped between different electrodes (\( i.e. \), Pt, Au, Ag). I show that while the electronic conductance is highly varying, which is attributed to the multiple orientations and electrode coupling of molecules between the junctions, the thermopower is a robust measurement and can be predictably controlled by selecting the appropriate electrode material for energy level alignment based upon the work function of the electrodes. Furthermore, this is the first observation of negative (n-type) thermopower for single-molecule heterojunctions and is the highest single-molecule heterojunction thermopower recorded to date of \(-33 \ \mu \text{V/K}\) in comparison to the Au-Au junction thermopower of \(\sim 2 \ \mu \text{V/K}\) or \([1,4]\)-benezenedithiol thermopower of \(\sim 8 \ \mu \text{V/K}\). This alone results in a substantial improvement in molecular ZT and suggests that organic-inorganic interfaces can lead to further enhancements of thermoelectric efficiency.
The thermoelectric transport in p-type (HOMO dominated donor molecules, Chapter 1) and n-type (LUMO dominated acceptor molecules, Chapter 2) molecules was previously discussed. It was found that the energy alignment of the molecular orbitals with the chemical potential (i.e., work function) of the electrodes strongly influences the thermoelectric behavior. It was also shown (Chapter 2) that robust molecular bonds to the electrode are at least of equal importance in describing electrical transport at the interface. Using the simple model (presented in Chapter 1) for interfacial transport, it was shown (Chapter 2) that the $\Gamma$-terms, which represent how strongly the molecule binds to the electrodes and how the discrete molecular orbitals hybridize with the continuum of electronic states of the metal electrodes, strongly influence the electrical conductance. The natural extension is to study how $\Gamma$ can influence electrical transport further in both p- and n-type systems. To compare these systems, it is equally interesting to compare pn-diode (donor-acceptor) molecules. So within this chapter, I describe transport in a junction consisting of a small donor-acceptor molecules bound to Au electrodes. The electrical transport properties can be described in terms of hybrid donor-acceptor-electrode interfaces. A newly-synthesized donor-acceptor molecule consisting of a bithiophene donor and a naphthalenediimide acceptor separated by a conjugated phenylacetylene bridge and a non-conjugated endgroup shows rectification in the reverse polarization, behavior opposite to that observed in mesoscopic p-n junctions. Solution-based spectroscopic measurements demonstrate that the molecule retains many of its original constituent properties, suggesting a weak hybridization between the wavefunctions of the donor and acceptor moieties, even in the presence of a conjugated bridge. Differential conductance measurements for voltage biases as high as 1.5 V are reported. These measurements indicate a large asymmetry in the orbital contributions to transport arising from disproportionate electronic coupling at anode-donor and acceptor-cathode interfaces. A semi-empirical single-Lorentzian coherent transport model, developed from experimental data and density functional theory-based calculations, is found to explain the inverse rectification.

Figure 3.1 Simplified energy level diagram of the diode metal-molecule-metal heterojunction. (a) The structure of the junction: the molecule is connected to the anode (tip) and to the cathode (substrate) through thiol binding groups. The bridge breaks (green) the conjugation of the wavefunctions between the donor and acceptor parts of the molecule therefore localizing the HOMOs and LUMOs. (b) Schematics of the expected MO: the states under the chemical potential are occupied. Due to the bridge and their localization on one side of the molecule, the molecular levels are more strongly coupled to one electrode.
3.1 Single Diode Molecule Investigation Motivation

In a pioneering study more than three decades ago, Aviram and Ratner first proposed that donor-σ-acceptor molecules might behave like diodes. In recent years, measuring transport in single-molecule junctions has become possible with advances in nanoscale manipulation, and the conductance of several molecular junctions have been investigated. Since then, suggestions that light can couple with molecular heterojunctions has rekindled interest in molecular diodes, or molecules with rectifying behavior. For thermoelectric, which consist of both p-type and n-type semiconductors connected electrically in series, understanding the donor (p-type)/acceptor (n-type) nature of diode molecules is necessary to understand the electrical conductance of the interface.

It is expected that single diode molecules will behave like mesoscopic diodes and display rectification in the forward bias direction. Conductance measurements observing rectification have been performed on self-assembled monolayers (SAMs) and in single-molecule junctions. Furthermore, inverse rectification has also been theoretically predicted where it is argued that asymmetric coupling of the molecule to the electrodes is primarily responsible for the inverse effect. In addition to asymmetric molecules, rectification has been reported in symmetric molecules where the electrode material varied. In single-molecule measurements, scanning tunneling microscope (STM) break junctions, conducting atomic force microscopes (CAFM), mechanically controlled break junctions, cross-wires, and electromigrated breakjunctions are common tools. Of these techniques, CAFM has the benefit of using force as the feedback mechanism, decoupling the electrical measurement from the controls mechanism.

Herein, I report my observations of a newly synthesized molecule consisting of a bithiophene donor and a naphthalenediimide acceptor separated by a phenylacetylene bridge (Bithiophene-Phenylacetylene-Naphthalenediimide-Dithiol) which is referred to as BPNDT (Fig. 3.1a). Due to the localization of the molecular orbitals in the donor-acceptor molecule, it is believed and verified in a similar molecule, that the molecular orbitals are spatially localized (Fig. 3.1b) by the bridging molecule. The resulting energy landscape is (Type II) stair-step heterojunctions. In the forward bias direction, it may be expected that electrons “roll down” the stairs resulting in rectification in the forward bias direction. As will be shown, due to the asymmetry in molecular orbital bonding (represented by $I$), I observe this is not the case and rectification occurs in the reverse bias direction. This further illustrates the interesting transport phenomena that can occur at interfaces that strongly governs electric transport.

3.2 Single Diode Molecule Methodology

Transport measurements are carried out using a modified CAFM technique first developed by Morita et al. and samples are fabricated via an elaborate self-assembly. This assembly starts with a near atomically-smooth conducting substrate (with an RMS roughness of $1.68 \pm 0.18 \, \text{Å}$ over a scan area of 50 nm x 50 nm) fabricated using the mechanically stripped silicon template technique. The freshly stripped Au substrate is then immersed in a 0.1 mM decanethiol (DeT) anhydrous toluene solution for 5 hours. Next the substrate are rinsed with anhydrous toluene and immersed in a 0.1 mM BPNDT molecule/anhydrous toluene solution for 12 hours. BPNDT molecules directionally insert into the defects of that SAM and protrude above the surface. In this step, the BPNDT molecule has a trimethylsilyl (TMS) group protecting the thiol closest to the donor (see BPNDT Molecular Synthesis). Since only one thiol
bonding group (closest to the naphthalenediimide) is exposed, the molecule will preferentially orient itself with the acceptor bound to the substrate. Again the substrate are rinsed with anhydrous toluene and then immersed in an anhydrous ethanol solution of tetra-\textit{n}-butylammonium fluoride (TBAF) for 1 hour. This removes the protection group and exposes a thiol endgroup. Next, the substrate is rinsed in anhydrous ethanol and then immersed in a toluene solution containing 5 nm Au nanoparticles (NPs) for 30 minutes. The Au NPs are synthesized in-house and are coated with \textit{n}-tetraoctlyammonium bromide ligands. This allows the unprotected end of BPNDT to covalently bond to a NP. It is believed that the thiol-Au bond is stronger than the ligand-Au bond, and it is expected that BPNDT will displace the ligand allowing the NP to become anchored to the BPNDT. To specify the concentration of the Au NP, the NP solution is added drop wise to toluene until the UVvis absorption optical density (o.d.) in a 1 cm quartz cuvette was ~0.2 at the plasmon resonance peak (approximately 0.1 mL of NP solution in 10 mL of toluene). The substrate was thoroughly rinsed one final time with anhydrous toluene, stored under N₂ for transport, and then measured immediately with an AFM. Using the AFM, contact is made to the NP with a modified conducting AFM cantilever. This entire preparation process is summarized in Fig. 2.
**a. Substrate Preparation**

(i) A silicon wafer acts as a template where (ii) 200 nm of Au is sputtered onto the surface. (iii) Next, an epoxy coated glass microscope cover slide is placed directly onto the Au and allowed to cure. (iv) A substrate is mechanically cleaved from the silicon template exposing a (v) fresh, nearly atomically smooth, Au surface.

**b. Molecular Diode Wiring**

(i) A SAM of decanethiols form on the Au surface in a toluene solution. (ii) In another toluene solution, the donor-acceptor molecule directionally inserts into the defects of the SAM since only one bonding group is exposed. (iii) The protection group is removed in a separate toluene solution process and then the substrate is immersed in a toluene solution of Au NPs (iv) which then bind to the newly exposed binding group of the donor-acceptor molecule. (v) Finally, a Au coated AFM cantilever contacts the Au NP forming a metal-molecule-metal heterojunction.

Figure 3.2 Substrate and Molecular Self-Assembly. (a) Substrate preparation: (i) a silicon wafer acts as a template where (ii) 200 nm of Au is sputtered onto the surface. (iii) Next, an epoxy coated glass microscope cover slide is placed directly onto the Au and allowed to cure. (iv) A substrate is mechanically cleaved from the silicon template exposing a (v) fresh, nearly atomically smooth, Au surface. (b) Molecule diode wiring: (i) a SAM of decanethiols form on the Au surface in a toluene solution. (ii) In another toluene solution, the donor-acceptor molecule directionally inserts into the defects of the SAM since only one bonding group is exposed. (iii) The protection group is removed in a separate toluene solution process and then the substrate is immersed in a toluene solution of Au NPs (iv) which then bind to the newly exposed binding group of the donor-acceptor molecule. (v) Finally, a Au coated AFM cantilever contacts the Au NP forming a metal-molecule-metal heterojunction.

Figure 3.3 consists of a sequence of AFM images taken after each phase of assembly described in Fig. 3.2. The SAM survives the assembly, and BPNDT molecules appear to have preferentially attached at the SAM grain boundaries, consistent with the expectation that BPNDT binds strongest to SAM defects. After removing the TMS protection group, the AFM image sharpness is reduced, attributed to free thiols interacting with the AFM tip. When exposed thiol bonding groups are not present, the NPs do not bond to the surface as shown in Fig. 3.3e. A number of 5 nm Au NPs are observed. Lateral AFM tip broadening (tip radius ~30 nm) depicts the NPs as being larger (~60 nm) than 5 nm; however, the size of the NP can be confirmed using the vertical color bar. While this self-assembly contains multiple steps, it can produce repeatable results with areal control using solution processes for longer molecules – such as BPNDT – that protrude above the host SAM and that do not naturally form an ordered monolayer.
Figure 3.3 AFM images of sample surface at different stages of the molecular assembly process. Images are acquired in tapping mode (i.e., AC mode) interacting with attractive forces between the tip and the sample. The length scale bar is the same for all images but the color bar is only common to a-c and common to d-e. (a) DeT SAM on Au substrate; large grain boundaries are visible. (b) DeT SAM after allowing protected P-N molecules to bind in SAM defects. Large agglomerations appear to concentrate on grain boundaries. (c) DeT SAM and donor-acceptor molecules after protection groups are removed. Large agglomerations still appear at grain boundaries. Images tend to appear slightly less sharp and it is speculated that the exposed thiol endgroups interact more strongly with the AFM tip causing blurring. (d) NPs adhere to the surface via exposed thiol bonds even after a vigorous rinse. The AFM tip broadening artifact is observed but the color bar confirms size of NPs. (d) DeT SAM immersed in NP solution and then rinsed; Au NP do not appear to adhere to the sample because there are no exposed thiols.
When the AFM tip is in contact with the NPs, thermal drift presents a challenge in creating reproducible and controllable measurement. To overcome this, several tapping (AC) images of the NP surface are captured prior to contact. Between sequential images, a built-in image comparison program is used to analyze the images and determine the lateral drift rates. The lateral piezoactuators are then ramped to follow these drift rates. Using this drift compensation routine, NPs on the image remain fixed to within the tip radius (i.e., no perceptible movement) over hour time scales at room temperature operation. Sets of five NP are visually selected for contact from these images. Automated contact to each of the NP is made with a force of 7-13 nN. Upon contact to each NP, ten triangular current-voltage (IV) sweeps are carried out at a sweep rate of 20 kHz to minimize the capacitive (\(C \approx 10 \text{ pF}\)) hysteresis (of \(I = C \frac{dV}{dt}\)) between the cantilever and the substrate. The average of these ten sweeps is then taken as the IV trace for that molecular heterojunction. After completing the set, additional images of the surface are gathered to guarantee that the sample was not perturbed during contact. Sets that visually showed alternations (e.g., Au flaking from the AFM tip) are excluded from analysis. In this manner, 77 junctions from three separate samples (i.e., 26, 27, and 24 junctions in each sample) are analysed. Approximately 5% of junction acquired (not included in the previous tally) had traces with either (i) zero current or (ii) saturated current attributed to a situation where (i) a metal-molecule-metal junction was not formed or (ii) a short between the tip and substrate occurred due to AFM snap-in; these traces were excluded from analysis. All measured molecular junctions, however, showed the same (reverse) rectification behavior suggesting a high yield on the orientation control.

3.2.1 Mechanically Stripped Atomically Smooth Substrates

Au substrates were prepared using the template stripped gold technique\(^{90-92} \) and illustrated in Fig. 3.2. First, 200 nm of Au was sputtered onto a pristine silicon wafer using an Edwards Auto 306 DC sputter coater with an Ar flow rate of 20 sccm at a power of 200 W without using an adhesion layer. Next, EPO-TEK 377 (Epoxy Technology, Inc.) is prepared following manufacturer’s instructions (equal parts by mass) and a single drop is applied to a glass microscope cover slide. The cover slide is then epoxied to the Au-coated silicon wafer with care taken to prevent the glass from directly bonding to the silicon wafer. The glass-epoxy-Au-wafer sandwich is then baked at 150 °C curing the epoxy. The sandwiches can then be stored for extended periods of time before use. When substrates are desired, a piece of tape is used to mechanically strip the substrate from the silicon template. Substrate characterization was carried out using a Molecular Imaging scanning tunneling microscope (STM) and an RMS roughness of 1.68 ± 0.18 Å over a scan size of 50 x 50 nm was measured over multiple samples. An Asylum MFP-3D atomic force microscope was also used to image the surface and Au plateaus were observed over large scan sizes (1 x 1 μm).
3.2.2 Conducting AFM Tip Modification

The AFM tips were modified from commercially available Olympus AC240TS silicon AFM cantilevers (spring constant ~2 N/m, tip radius ~9 nm) following the procedure outlined by Morita. Stiffer cantilever can be used to prevent snap-in during electrical measurements. Au and Cr were alternatively evaporated in a Veeco 401 vacuum system and thickness was controlled using a crystal monitor: (bottom, first layer) Cr 25 Å – Au 50 Å – Cr 25 Å – Au 50 Å – Cr 25 Å – Au 100 Å – Cr 25 Å – Au 300 Å (top, final layer). Scanning electron microscope (SEM) images with energy dispersive x-ray spectroscopy (EDS) confirm that Au dominates the final layer of deposition (Fig. 3.5). These cantilevers appear to be robust over hundreds of approach and withdraw sequences and Au flaking is at a minimum.
Figure 3.5 Modified AFM cantilevers. SEM images of cantilever (a) before and (b) after Au/Cr coating. SEM and EDS of cantilever tip of (c) a new tip before use, (d) a tip after use, and (e) a tip that has intentionally been damaged. The EDS spectrum of the new tip shows that Au x-rays dominate and Cr is not appreciable. Even after use, Au is still present on the tip however x-rays from the underlying silicon and the aluminum reflective (with native oxide Al$_2$O$_3$) top coat are also visible. Some contribution to the Al peak may be from the Al SEM sample holder. A separate tip was intentionally damaged by manually scoring it across the sample several times and the silicon and aluminum x-rays are more visible but some Au still remains.

3.2.3 BPN DT Molecule Synthesis

Synthesis of the BPNDT molecule was performed collaborator Dr. Jibin Sun and his procedures are reproduced in Appendix D. A summary of the synthetic procedures are shown in Fig. 3.6. This robust synthesis produces high yield, stable molecules and affords the option of chemically exchanging the different bridges and endgroups for subsequent study. In particular, three other variations were synthesized where an insulating alkane bridge and conducting phenyl endgroups were used. Herein, I only report results from our conducting-bridge insulating-endroup molecule and focus on the measurement techniques and initial findings. An alternative synthesis for the BPNDT molecule was explored but had a much smaller yield. The most beneficial trait of this synthesis is that the endgroup closest to the acceptor is exposed while the endgroup closest to the donor is protected by the TMS group; only one thiol binding group is exposed and the other binding group is protected. This allows for orientation control of the molecule. BPNDT will always bond with the acceptor closest to the substrate. After bonding to the substrate, the TMS group can then be chemically removed as discussed earlier. In this manner, I know the polarity of the diode molecule when it is bound to the electrodes.
Regarding specific details, all synthesis was performed under a nitrogen atmosphere using standard Schlenk techniques. HPLC-grade solvents were obtained from Fisher Scientific without further purification. $^1$H and $^{13}$C $^1$H NMR spectra were recorded at room temperature using Bruker AV-300 MHz or AVB-400 MHz NMR spectrometers. Chemical shifts were measured relative to solvent resonances. Elemental analyses were performed by the Micro-Analytical Laboratory in the College of Chemistry at the University of California, Berkeley. Matrix-Assisted Laser Desorption/Ionization (MALDI) was performed on an Applied Biosystems Voyager MALDI machine with 1,8,9-anthrathenetriol as the matrix. Cyclic voltammetry was performed on a Bioanalytical Systems CV-50W Voltammetric Analyzer with a C-3 Cell Stand. The potentials were measured vs. Ag/AgNO$_3$ non-aqueous reference electrodes, with glassy carbon as the working electrode and a Pt wire axial electrode in a 0.1 M tetrabutylammonium-hexafluorophosphate acetonitrile solution. Ferrocene was used as the external standard (HOMO = -4.8 eV) and the potential sweep rate was 100 mV/s unless otherwise stated.

**Figure 3.6** Summary of BPNDT synthesis procedures. Two synthetic routes are possible: a high yield synthesis and a low yield synthesis. Detailed description is found in Appendix D. The (p-type) donor endgroup is protected by a TMS which can later be removed after self-assembly. Different bridge, (n-type) acceptor, and endgroups can be interchanged. The resulting BPNDT molecule can only bond to the substrate via one exposed endgroup closest to the acceptor. This allows for orientation control of the diode molecule.
3.2.4 Au Nanoparticle Synthesis

Au nanoparticles were carefully synthesized following similar procedures previously reported in literature. First an aqueous solution of HAuCl$_4$ (30 mM, 30 mL) was added to a toluene solution of $n$-tetraoctylammonium bromide (TOAB, 50 mM, 80 mL) and vigorously stirred at room temperature with a magnetic stirrer for 10 minutes. Using a globe separation funnel, the aqueous solution was discarded and the less dense (reddish-purple) toluene solution was then rinsed three times with 100 mL of de-ionized water. Next, an aqueous solution of sodium borohydride (NaBH$_4$, 400 mM, 25 mL) was added drop-wise to the toluene solution and stirred for one hour using a magnetic stirrer at room temperature. The NaBH$_4$ serves as a reducing agent allowing TOAB ligands to coat Au NPs. After the reaction was complete, the Au-NP-toluene solution was rinsed with 100 mL of de-ionized water (3x), 0.01 M aqueous H$_2$SO$_4$ solution (1x), 0.05 M aqueous Na$_2$CO$_3$ solution (1x), and finally with de-ionized water (5x). The NP solution was then dried over Na$_2$SO$_4$ for 12 hours before decanting through a filter. The solution was then stored under N$_2$ shielded from light until use.

The size of the nanoparticles was determined using (i) high-resolution transmission electron microscope (TEM, JEOL 2100) at beam voltage of 200 kV drop cast on a carbon coated TEM grid, (ii) dynamic light scattering (DLS, Viscotek 802), and (iii) UV-vis absorption spectroscopy (Varian/Cary 50 Scan). TEM samples were prepared by depositing one drop of NP solution onto a copper grid using a 0.05 µm filtered syringe and then by allowing the solvent to evaporate. TEM image analysis (Fig. 3.7) of >200 particles suggests a mean diameter of 5.73 ± 0.82 nm. DLS and UV-vis absorption sample were prepared by adding five drops of NP solution to 5 mL of anhydrous toluene and loaded into a 1 cm cuvette for analysis. DLS suggests mean diameters of 5.64 ± 0.21 nm and 5.56 ± 0.25 nm on a number density and mass density basis, respectively. UV-vis absorption finds that the plasmon resonance peak is well defined at 525 nm further confirming the size of the nanoparticles.
Figure 3.7 Au nanoparticles: (a) TEM image of Au nanoparticles at the 100 nm scale, (b) enlarged TEM image of Au nanoparticles at the 20 nm scale, (c) UV-vis absorption spectra of dilute Au nanoparticle solution in toluene with a plasmon resonance peak at 525 nm.

3.3 Single Diode Molecule Results and Discussion

Current-voltage (IV) characteristics obtained from a sample junction is shown in Fig. 3.8a; larger currents are seen to be present under negative bias. Since the TMS group protects the thiol bonded to the donor, the molecular orientation is controlled so that the acceptor binds to the substrate, and the NP (and tip) makes contact with the donor. This orientation control, built directly into the synthesis of the molecule, allows the unambiguous definition of forward bias as positive voltages in which the tip is biased relative to the substrate. Under forward bias, the chemical potential of the substrate is greater than that of the tip, and electrons flow from substrate to tip. Interestingly, the molecular junction exhibits higher conductance under a reverse (negative) bias, with electrons flowing opposite to the molecular dipole moment. Evidently, the electrons flow from the tip through the donor, then the acceptor, and into the substrate with a higher conductance. This behavior is opposite to that of a macroscopic p-n junctions, where more current (a larger conductance) is observed when electrons flow from the n-type semiconductor (acceptor) then through the p-type material (donor). Similar to diodes however, asymmetric IV traces with the same polarity are present in every molecular junction.

Taking the IV traces from each heterojunction, the rectifying behavior and the differential conductance \(dI/dV\) of these systems can be explored further. A rectification ratio, \(RR\), is defined as the positive ratio of currents of the IV traces at various positive and negative bias voltages, \(V\), as

\[
RR(V) = \frac{-I(-V)}{I(V)} = \frac{-I_{\text{reverse}}}{I_{\text{forward}}} \tag{3.1}
\]
The $RR$ is determined for every sweep for several values of $V$, and then histogrammed which is represented by the color map in Fig. 3.8c. Since each heterojunction may be different (e.g., molecular orientation, contact, etc.), we determine the $RR$ for each heterojunction. The $RR$ obtained from the average IV is nevertheless similar. The $RR$ value appears to increase with increasing bias and crosses a $RR=1$ threshold around 0.6 V which is consistent with the shape of the characteristic IV trace in Fig. 3.8a. While the rectification ratio is small which suggests that this is a weak molecular diode, under biases greater than 1 V, all heterojunctions appear to have a $RR>1$. At 1 V, the average $RR$ is 1.2 and appears to increase at higher biases. As defined, $RR>1$ suggests that the rectification is opposite that of semiconductor diodes based on p-n junctions, where the $RR$ would be defined as the ratio of the forward to reverse bias current (which for p-n-diode would be strictly <1). This suggests that the direct analog to p-n diodes is inappropriate for these single-molecule rectifiers and another description is necessary.

**Figure 3.8** Diode molecular measurements. (a) Characteristic IV curve of a metal-molecule-metal junction showing the average IV curve over 10 traces. Asymmetry in the IV curve is visible and has reverse rectification polarity. (b) Absorption (blue) and emission (red) spectra of donor-acceptor molecule (top) and of constituent molecules (bottom) in toluene. The donor-acceptor molecule has spectral characteristics that are most similar to the acceptor constituent spectrum which exhibits two absorption peaks. (c) Average rectification ratio (red) and underlying color map depicting the rectification ratio distribution of individual junctions.
3.3.1 Density Functional Theory of BPNDT

To gain insight into the electronic structure of a junction, we examine the gas- and solution-phase spectroscopy of BPNDT using a combination of theory and experiment. Density functional theory (DFT) calculations using the Δ-self-consistent-field (Δ-SCF) method were performed by collaborators Dr. Pierre Darancet and Dr. Jeff Neaton at Lawrence Berkeley National Laboratory’s Molecular Foundry to explore the spatial character of the frontier orbitals of BPNDT molecule with thiol endgroups. The Δ-SCF method expresses the ionization potential and the electronic affinity of the isolated molecule as a difference in total energies of the anion and cation with respect to the neutral species. Namely the ionization potential (IP) is the difference in energy between the neutral species and one containing one fewer electrons while electronic affinity (EA) is the difference in energy between the neutral species and one containing one more electron. Moreover, in the presence of a metallic surface, the charged excitations polarize the metallic surface, resulting in an image correction energy (IC) that scales as the inverse of distance between the orbital and the image plane of the metal. For a Au (111) surface, they calculated that the image plane lies 1 Å into vacuum with respect to the position of the Au atoms. The image correction energy then effectively reduces the HOMO-LUMO gap of a molecule. The calculation of the HOMO-LUMO gap for the isolated molecule is therefore the difference in ionization potential and electron affinity minus the image charge correction energy (i.e., $E_{\text{gap}} = \text{IP} - \text{EA} - \text{IC}$). In this case, considering different configurations of the molecule between two electrodes separated by 30 Å, this reduction of the band gap is always less than 1.2 eV and the Δ-SCF method based on the B3LYP approximation for the exchange and correlation energy for the molecule in the gas phase gives a gap of 4.45 eV.

![Figure 3.9](image.png)

**Figure 3.9** Gas phase DFT calculations depicting the localization of molecular orbitals around the bithiophene donor or naphthalene acceptor. This depiction suggests that the wavefunctions weakly overlap and that the molecule should exhibit rectifying behavior. DFT calculations and image courtesy of Dr. Pierre Darancet.

Figure 3.9 shows the last few occupied and first few unoccupied orbitals computed with method discussed above. The hybridization between the donor and acceptor moieties is quite limited. The HOMO lies principally on the donor (i.e., bithiophene), with negligible weight on the acceptor (i.e., naphthalenediimide), and strongly hybridizes with the thiol endgroup. Strong spatial localization on either the donor or acceptor and weak hybridization across the bridge are observed for the other frontier orbitals as well: the LUMO sits on the acceptor, and LUMO+1
sits again on the acceptor. The HOMO-1 orbital is entirely localized on the thiol endgroup on the acceptor side, and thus it in particular would not be expected to affect junction transport properties. Observing that all frontier orbitals are spatially localized to one side of the molecule lends strong support to the simplified level diagram in Fig. 3.1.

Comparisons of UV-vis spectra of BPNDT in solution (Fig. 3.8b) support a picture of weak hybridization between donor and acceptor states in these molecules. A broad peak in BPNDT’s absorption spectrum is present at 3.4 ± 0.3 eV, similar to the naphthalenediimide constituent’s absorption maxima at 3.3 ± 0.1 eV and 3.5 ± 0.1 eV. Emission spectra are collected upon excitation at 3.80 ± 0.02 eV and increasing the excitation frequency results in negligible change in the spectra. A single peak in the BPNDT’s emission spectrum at 2.7 ± 0.3 eV closely resembles that of naphthalenediimide with a small blue shift. (The smaller peaks Fig. 3.8b at 325 nm and 650 nm are harmonics of the excitation.) The absorption peak of the donor constituent at ~4.1 eV is absent in the combined molecule, consistent with the DFT calculations which showed that the HOMO of the donor is strongly affected by the presence of the endgroup. Further, once hybridized with the phenylacetylene bridge and the thiol endgroup, and in the presence of solvent, the donor moiety absorption would be expected to red shift, resulting in an absorption peak on the donor side indistinguishable from the broad acceptor peak. Newly available “charge transfer” states, resulting from the HOMO of the donor and the LUMO of the acceptor, would be expected to appear at low energy in the absorption or emission spectra. The lack of an absorption or emission significantly red shifted suggests that such states have an extremely weak optical cross-section, resulting from a negligible overlap and a corresponding negligible dipole transition matrix. With these measurements and DFT calculations, I conclude that the phenylacetylene bridge moiety effectively decouples the donor and acceptor molecular orbitals.

| Table 3.1 | Δ-SCF results for the isolated fragments and the complete BPNDT molecule. |
|------------|------------------------|-------|-------|
|            | IP (eV) | EA (eV) | $E_{gap}$ (eV) |
| Donor Fragment*‡† | 7.42 | 0.81 | 6.61 |
| Acceptor Fragment*‖† | 8.63 | 2.50 | 6.13 |
| Complete BPNDT Molecule† | 7.04 | 2.55 | 4.49 |

*The calculations for the fragments are performed by separating the molecule in two parts and passivating the end with hydrogen. ‡The donor fragment consists of the thiol endgroup coupled to the bithiophene and the phenylacetylene bridge. †The acceptor fragment consists of the naphthalenediimide and a thiol endgroup. ‖All calculations were performed using the software Qchem, with the energy of the relaxed structures given by B3LYP approximation on the exchange and correlation.

The energy gap within the molecule will determine much of its transport characteristics. The computed gas-phase energy gap, or difference between ionization potential and electron affinity —which refers to the removal or addition of an electron— is 4.49 eV for BPNDT (see Table 3.1). Computed energy gaps of the thiol-donor-bridge and acceptor-thiol moities are 6.61 eV and 6.10 eV, respectively, and imply a gas-phase level offset between the donor HOMO and acceptor HOMO of ~1.5 eV. Upon junction formation, I expect that the gap will be further
reduced by static polarization from the metal electrodes. Using an electrostatic “image charge” estimate and different molecule-electrode geometries, I expect the electrode polarization narrows the gap by about 0.8 eV. Furthermore, cyclic voltammetry measurements of BPNDT in solution with a Pt electrode (similar work function to Au) would place the HOMO’s energy at 1.4 eV below the Fermi level. This suggest that, with the ±2 V bias window, at most one resonant level ~2 eV from the Fermi level will be observed, substantiating the hypothesis of a single transmission channel. Furthermore, if this resonant energy level is bias dependent, then the applied bias will force this resonant channel either into or away from the bias window, resulting in a rectifying behavior opposite of the expected mesoscopic behavior of a p-n junction. In this case, direct but highly asymmetric coupling between both electrodes and each the MOs is present, and rectification can be explained by a single bias-dependent frontier orbital energy level.

3.3.2 Single Diode Molecule Transport Model

Given the spectroscopy and DFT calculations above, a hypothesis of the junction electronic structure is posed in Fig. 3.1. With this junction electronic structure, a straightforward single-Lorentzian Landauer expression for the current-voltage characteristic, coupled with the DFT calculations and solution-phase spectroscopy, can explain the measured transport data. In the Landauer formalism, charge carriers tunnel coherently through the junction with an energy dependent probability given by the transmission function, \( \tau \), as discussed in Chapter 1. Neglecting inelastic scattering events, and assuming that the tunneling is fast compared with typical vibration frequencies, the current \( I_{1,2} \) induced by an applied bias \( V_{1,2} \) between electrode 1 and electrode 2 is given by

\[
I_{1,2} = \frac{2e}{h} \int_{-\infty}^{\infty} \tau(E, E_n)(f_1 - f_2) dE,
\]

where \( E \) is the energy of the electron participating in transport through a one-dimensional, single bias-dependent resonance level, \( E_n \), and \( f_1 \) and \( f_2 \) are the equilibrium occupation probabilities of electrons in electrodes 1 and 2 (for metallic contacts these are Fermi distributions \( f_i = \left(1 + e^{(E-E_i)/k_BT}\right)^{-1} \)). The difference in occupation probabilities \( f_1 - f_2 \) can be approximated as a top-hat under small symmetric biases at low temperatures, yielding the approximations

\[
I_{1,2} \approx \frac{2e}{h} \int_{-e\nu/2}^{e\nu/2} \tau(E, E_n) dE,
\]

Considering the case of well-separated molecular energy levels, one can write the transmission function as

\[
\tau = \frac{4\lambda \Gamma^2}{\left(1 + \lambda\right)^2 \Gamma^2 + 4\left(E - E_n\right)^2},
\]

where the coupling of the level to the closest lead is given by \( \Gamma \) and to the furthest lead by \( \lambda \Gamma \) where by convention \( \lambda < 1 \). Assuming that \( \Gamma \) and \( \lambda \) do not vary as a function of the bias (which is associated with the absence of variation of the wavefunctions with the bias) and performing the integration analytically, the current is given by
\[ I_{1-2} = \frac{4\lambda \Gamma e}{h(1+\lambda)} \left[ \arctan \left( \frac{eV_{1-2} + 2E_n}{\Gamma(1+\lambda)} \right) + \arctan \left( \frac{eV_{1-2} - 2E_n}{\Gamma(1+\lambda)} \right) \right]. \quad (3.4) \]

To develop a minimal physical model that explains the differential conductance and inverse rectification, first consider a linear dependence of the resonant transmission level with bias,

\[ E_n = \frac{\alpha}{2} eV_{1-2} + E_0 \quad (3.5) \]

where \( E_0 \) represents the position of the molecular orbital at zero-bias, and \( \alpha \) describes how the resonant energy level varies linearly with the bias. Here, \( \alpha = \pm 1 \) corresponds to the level moving rigidly with the chemical potential of an electrode (Tersoff-Hamann limit) while \( \alpha = 0 \) indicates that the energy of the molecular orbital is bias independent. Next, the differential conductance can be expressed, using the simple Lorentzian, as

\[
\frac{dI_{1-2}}{dV_{1-2}} = \frac{G_0}{2} \left[ \tau \left( \frac{-eV_{1-2}}{2}, E_n \right) + \tau \left( \frac{eV_{1-2}}{2}, E_n \right) \right] \\
+ \frac{\alpha G_0}{2} \left[ \tau \left( \frac{-eV_{1-2}}{2}, E_n \right) - \tau \left( \frac{eV_{1-2}}{2}, E_n \right) \right]. \quad (3.6)
\]

where \( G_0 \) is the quantum of conductance. The first part of this equation is symmetric with respect to the sign of the bias, and therefore does not contribute to the rectification. The second part is anti-symmetric with respect to the applied bias and is non-zero only when \( \alpha \neq 0 \) and \( E_n \neq 0 \). This simple model shows that only a bias-dependent position of the molecular orbitals results in rectification.

Expanding Eqn. 3.6, yields

\[
\frac{dI_{1-2}}{dV_{1-2}} = 2G_0 \lambda^2 \left[ \frac{1+\alpha}{\Gamma^2 (1+\lambda)^2 + \left( (1+\alpha)eV_{1-2} + 2E_0 \right)^2} \\
+ \frac{1-\alpha}{\Gamma^2 (1+\lambda)^2 + \left( (1-\alpha)eV_{1-2} - 2E_0 \right)^2} \right]. \quad (3.7)
\]

This shows, that the height of the peak at resonance in the differential conductance can be approximated as \( 4\lambda G_0/(1+\lambda)^2 \), which is experimentally close to \( 10^{-5} \) \( G_0 \) demonstrating that \( \lambda \ll 1 \) in the case of BPNDT. Using that simplification,

\[
\frac{dI_{1-2}}{dV_{1-2}} \approx 2G_0 \lambda^2 \left[ \frac{1+\alpha}{\Gamma^2 + \left( (1+\alpha)eV_{1-2} + 2E_0 \right)^2} \\
+ \frac{1-\alpha}{\Gamma^2 + \left( (1-\alpha)eV_{1-2} - 2E_0 \right)^2} \right]. \quad (3.8)
\]
To validate this picture, the numerical derivative of individual experimental IV data is performed to produce differential conductance traces. Histograms of these traces taken at discrete voltages are created and illustrated in a color map in Fig. 3.10. Equation 3.8 provides a good fit to the average differential conductance with the parameters: $\alpha = -0.19$, $\lambda = 3.8 \times 10^{-5}$, $\Gamma = 1.31$ eV and $E_0 = -1.9$ eV. Consistent with expectations, the molecular orbital energy is below the Fermi level, indicating that the transmission is dominated by the HOMO; and the field moves the HOMO with 19% efficiency, in line with the computed dipole matrix element in the gas-phase. The ratio $\lambda$ between the strongly and weakly coupled lead is $\sim 10^{-5}$, which follows from the strong spatial separation of the HOMO and LUMO computed from DFT. Thus overall, this fit is highly consistent with the DFT calculations, spectroscopy experiments, and electrochemical measurements on BPNDT.

Most importantly, the coherent tunneling model described above provides an explanation for the inverse rectification. From Fig. 3.1, the reverse polarization drives the HOMO of the donor towards the bias window, and the forward polarization pushes it away from the bias window, resulting in a larger current for reverse bias, as experimentally observed. The magnitude of the current is tied to the position of the resonance energy $E_0$ and coupling $\Gamma$; the level energy $E_0$ must be close enough to the chemical potential of the electrodes—and the

![Figure 3.10 Average differential conductance $dI/dV$ of the BPNDT molecule (red) and the underlying color map corresponds to histograms fit to the experimental data of the one level model (blue). Below: Schematics of the molecular orbitals under finite bias. Due to the electric field present in the junction at finite bias, the energy of the levels changes as a function of their coupling with the leads. The forward polarization tends to reduce the intramolecular dipole and pulls the levels out of the bias window (yellow dashed line). The reverse polarization increases the intramolecular dipole and pushes the orbitals inside the bias window.](image)
coupling $\Gamma$ must be large enough—to yield observable current. The low peak height ($<<G_0$) at resonance is rigorously connected to the small $\lambda$ associated with the donor’s HOMO being much more strongly coupled to the NP than to the substrate. This picture of transport suggests that rectifying behavior of BPNDT originates, in this case, with the strength and asymmetry of the orbital coupling, and the alignment of orbital energies with the junction chemical potential.

3.4 Single Diode Molecule Summary

In summary, a newly synthesized molecule constructed from a bithiophene donor, naphthalenediimide acceptor, and phenylacetylene bridge is demonstrated to operate as a bipolar molecule. Via a robust self-assembling CAFM technique, this molecule exhibits rectification in the reverse direction over a wide range of voltages. A simple single-level coherent tunneling model was able to explain the differential conductance and rectification. This suggests that both are highly sensitive to the position of the levels relative to the electrode chemical potential and the strength of electrode-orbital coupling and asymmetry. This work further suggests that a suite of molecules can be synthesized to further explore connections between junction electronic structure and rectification. For organic-inorganic hybrid thermoelectrics, this further illustrates the need for robust interfaces where both energy level alignment and strong, symmetrical, covalent bonds are required between the organic and inorganic components.
Chapter 4  Towards Polymer-based Thermoelectric Materials


Through the development of single-molecule thermoelectric transport, three principles for the development of bulk polymer-based hybrid thermoelectric materials are identified. First, low thermal conductivity (<1 W/m-K) can be achieved by the use of the polymer and/or the large acoustic (phononic) mismatch between the organic and the inorganic. Second, energy alignment between the discrete molecular orbitals of the organic and the chemical potential of the inorganic manifest the unique interfacial transport phenomena identified in single-molecules heterojunction. Finally, robust covalent bonds between the organic and inorganic moieties with a large fraction of repeating interfaces allow these interfacial phenomena to be realized in bulk materials. One such bulk material was first synthesized by See et al.95 and serves as a representative material for other hybrid polymer-nanoparticle composites which display many of the interfacial transport phenomena that I identified in the previous chapters.

In this chapter, the thermoelectric properties of a unique hybrid polymer-inorganic nanoparticle system consisting of tellurium nanowires (Te NWs) and a conducting polymer, poly(3,4-ethylenedioxythiophene) poly(styrenesulfonate) (PEDOT:PSS) is investigated. The vibrational modes in the Te NW and the PEDOT:PSS are largely mismatched which should facilitate a low thermal conductivity, consistent with the first principle. The work function of the inorganic (i.e., $\phi_{Te}=4.95$ eV) and the organic (i.e., $\phi_{PEDOT:PSS}=5.10$ eV) components align well, consistent with the second principle. And finally, the PEDOT:PSS is covalently bound to the surface of the NW; films consisting of these hybrid NWs allow interfacial phenomena to manifest in bulk, consistent with the third principle.

The thermoelectric properties of this material are investigated. The hybrid material has a highly conducting interface which results from the polymer becoming structurally doped at the surface of the NW (see Fig. 4.1). The thermoelectric properties of this material can then be optimized by both controlling the shape of the NW and the loading and doping of the polymer with polar solvents. This optimization results in considerable improvement in the power factor ($S^2\sigma$) above the first published results of this material.95 The mechanism for the improvement in power factor is attributed to the unique conducting nature of PEDOT:PSS, which exhibits a transition from a hopping transport-dominated regime to a carrier scattering-dominated regime upon doping with polar solvents. Near this transition, the electrical conductivity can be improved without significantly reducing the thermopower. Relying on this principle, the power factor optimization for this new thermoelectric material is experimentally carried out and found to exceed 100 $\mu$W/m-K$^2$, which is nearly five orders of magnitude greater than pure PEDOT:PSS.
Figure 4.1 Hybrid Te-PEDOT:PSS NW Material. (a) AFM image of a PEDOT:PSS coated Te NW film. (b) Cartoon of a crystalline Te NW coated in the polymer PEDOT:PSS. (c) TEM image of a single Te NW.

4.1 Polymer-based Thermoelectric Motivation

In the last decade and a half, thermoelectric material improvements have largely been realized by diminishing thermal conductivities via nanostructuring without sacrificing electrical performance. An alternative approach would be to start with a material that has an inherently low thermal conductivity, such as a polymer, and find ways of increasing its power factor. However, polymer materials tend to exhibit either hopping-like or band-like transport discussed in Chapter 1. In either of these types of transport, $S$ and $\sigma$ are anti-correlated; ways of increasing $\sigma$ result in a decrease in $S$. As a result, even for pure polymer are constrained by the decoupling challenge of thermoelectrics. Table 4.1 illustrates two classes of polymers: (i) common low $\sigma$ high $S$ polymers and (ii) common high $\sigma$ low $S$ polymers. From these examples, even though the thermal conductivity is low, it is clear that the power factor is not large enough. As a comparison, the most common commercially available thermoelectric material is doped Bi$_2$Te$_3$, which has a power factor of $\sim$4500 $\mu$W/m-K$^2$ and a thermal conductivity of $\sim$1.4 W/m-K yielding. While polymers have a thermal conductivity near $\sim$0.3 W/m-K, their power factors are $>2$ orders of magnitude smaller than Bi$_2$Te$_3$.

![Table 4.1](image)

Table 4.1 A few illustrative polymer thermoelectric properties.$^{96}$

<table>
<thead>
<tr>
<th>Material</th>
<th>$\sigma$ (S/cm)</th>
<th>$S$ (µV/K)</th>
<th>$S^2\sigma$ (µW/m-K²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Polycarbazolenevinylene</td>
<td>$5 \times 10^{-4}$</td>
<td>230</td>
<td>0.02</td>
</tr>
<tr>
<td>Doped Polyalkylthiophene</td>
<td>$1 \times 10^{-4}$</td>
<td>200</td>
<td>0.04</td>
</tr>
<tr>
<td>Doped Polyaniline</td>
<td>92</td>
<td>9</td>
<td>0.75</td>
</tr>
<tr>
<td>Doped Polyiithiophene</td>
<td>100</td>
<td>21</td>
<td>4.41</td>
</tr>
</tbody>
</table>

Low $\sigma$, High $S$

High $\sigma$, Low $S$
Is there a way to decouple $S$ and $\sigma$ in polymers and allow for simultaneous improvements? Examples exist where the anti-correlation between $S$ and $\sigma$ can be broken. One of those examples is a metal-molecule-metal heterojunction \cite{43,44,88} discussed in previous chapters. Another concept to improve the power factor that relies on energy alignment is the use of energy filtering.\cite{20-24} In energy filtering, energy dependent scattering (i.e., $t_s = t_s(E)$) is employed, and charge carriers are selectively scattered at interfaces, modestly reducing the electrical conductivity but greatly improving the thermopower. This increase in thermopower is caused by an increase in asymmetry in the distribution of mobile charge carriers, which in turn results from the asymmetry of the energy dependent scattering time about the chemical potential (i.e., $t_s(E)(E-\mu)$ is not symmetric about $\mu$). Because the power factor scales as $S^2$, this trade-off results in a net increase in the power factor.

Beyond energy dependent scattering, weakly or non-energy dependent scattering mechanisms (e.g., boundary, void, electron-phonon, and impurity scattering) still reduce the electrical conductivity, but they have little impact on the thermopower. To demonstrate this, the scattering mechanism can be separated into terms that are energy dependent, $t(E)$, and terms that are not energy dependent. These non-energy dependent scattering mechanisms may be functions of some characteristic scattering length, $L$ (such as in boundary, interface, or void scattering), or they may be functions of temperature (such as in phonon-electron scattering), and are written as $t(L,T)$. If the scattering times of the energy dependent mechanisms are much longer than those of the non-energy dependent scattering then, by application of Matthiessen’s rule, the following approximation can be made:

$$
\frac{1}{t_s} = \frac{1}{t(E)} + \frac{1}{t(L,T)} \approx \frac{1}{t(L,T)} \quad (4.1)
$$

Applying this approximation to the electrical conductivity and thermopower for band-like transport yields:

$$
\sigma_B = -\frac{e^2}{3} t(L,T) \int v^2 \frac{\partial f_0}{\partial E} g dE \quad (4.2)
$$

$$
S_B = -\frac{e}{4T} \int (E-\mu) v^2 \frac{\partial f_0}{\partial E} g dE \quad (4.3)
$$

where the scattering time only reduces the electrical conductivity and not the thermopower.

For hopping transport, a similar behavior is observed as the scattering effects are only captured in the $\sigma_0$ prefactor appearing in Eqn. 1.3 and not in Eqn. 1.4. Therefore, when non-energy dependent scattering dominates in either transport regime, the electrical conductivity is reduced while the thermopower remains largely unaffected. Similarly, if non-energy dependent scattering is reduced, then the conductivity will increase while the thermopower remains largely unaffected, resulting in an increase in the power factor.

One material system that may demonstrate some of these transport phenomena is the Te NWs coated in PEDOT:PSS. It has previously been shown\cite{97} that this material (i) has an electrical conductivity higher than either constituent component, (ii) maintains a high
thermopower, and (iii) retains the low thermal conductivity properties of the host polymer. Furthermore, the conductivity of PEDOT:PSS has been shown to increase by nearly four orders of magnitude with the addition of a small volume fraction (5 vol%) of polar solvents, such as ethylene glycol (EG) or dimethylsulfoxide (DMSO). Though the mechanism of this improvement (true electrical doping or a morphological effect) is still under debate, the use of polar solvents to enhance conductivity has already been adopted for application. Regarding the mechanism, one leading theory suggests that the solvent induces a structural change in the PEDOT and causes an elongation of individual polymer chains (sometimes referred to as extended or linear coils), as demonstrated in both solution and in solid state. These extended chains are thought to have higher conductivity because charge carriers travel further along the backbone of the polymer before encountering a scattering site (e.g., a kink in the polymer chain). One alternative theory is that the PEDOT and PSS can phase segregate producing larger, more conducting PEDOT domains absent of the insulating PSS phase. Another alternative theory is that the polar solvents behave like chemical dopants and increase the number of charges carried along the backbone of the polymer. Regardless of mechanism, the improved conductivity suggests PEDOT:PSS as an attractive thermoelectric material due to its potential low cost and processability with a power factor exceeding 10 µW/m-K. Herein, the effects on conductivity and thermopower associated with (i) the Te NW morphology, (ii) the use of EG and DMSO to improve the performance of the PEDOT:PSS, and (iii) the tunability with the amount of polymer in the composite are investigated. The standard synthesis procedures are modified to realize better performance in combination with the addition of EG and DMSO. This variation yields a natural systematic optimization in power factor. Finally, understanding this optimization facilitates an explanation for the unexpected large thermopower and electrical conductivity present in this material and other interfacial hybrid composite materials.

4.2 Hybrid Te-PEDOT:PSS Nanowire Investigation Methodology

Hybrid Te-PEDOT:PSS nanowires were synthesized based on the procedures previously described with a few variations. The two primary variations in the standard synthesis are (i) to control the amount of PEDOT:PSS used during synthesis and (ii) to add additional PEDOT:PSS after synthesis. Since the PEDOT:PSS coats the NWs it acts as a surfactant/ligand or structure directing agent. Similar to colloidal nanoparticle synthesis, having a high concentration of ligand results in smaller nanoparticles. Therefore, starting will with a high concentration of PEDOT:PSS should yield smaller NWs. Also, since it is presumed that the effect is an interfacial effect, dispersing the NWs by backfilling with additional polymer should demonstrate the degree of contribution from the interface. In other words, if the NWs are close together (i.e., high NW volume density) the interfacial effect should be more pronounced than if the NWs are further dispersed (i.e., low NW volume density). In this manner the composition (i.e., polymer or Te NW weight fraction), should be a measure for the interfacial transport contribution.

4.2.1 Synthesis of Hybrid Te-PEDOT:PSS NWs

As summarized in Fig. 4.2, 1 g of L-ascorbic acid (Sigma Aldrich, reagent grade) was dissolved in 45 mL of 20 MΩ Millipore water in a 100 mL round bottom flask. A 1” Teflon coated magnetic stir bar was used to stir the solution until the acid was fully dissolved. Next, a
commercially available solution of PEDOT:PSS (Clevios™ PH1000) was filtered through a 0.45 µm pore size PVDF syringe filter. Various amounts of PEDOT:PSS solution were added to the flask to achieve specified NW lengths: (i) for short wires (lengths nominally 300 ± 50 nm), 4 mL of the PEDOT:PSS solution was used, (ii) for medium wires (lengths nominally 450 ± 100 nm), 2 mL of the PEDOT:PSS solution was used, (iii) and for long wires (lengths nominally 900 ± 100 nm), 1 mL of the PEDOT:PSS solution was used. The resulting solution was dark blue. Next, 70 mg of sodium tellurite (Na₂TeO₃, 99%, Sigma Aldrich) was added to the solution. This resulting milky-white bluish solution was then stirred continually as the flask was heated to 90°C for 19 hours then allowed to naturally cool while stirring. The sensitivity of the reaction time was investigated by prematurely truncating the reaction at different times (e.g., 1 hour, 3 hours, 6 hours, and 12 hours). After 3 hours, the NWs had reached their terminal length as observed by AFM and SEM; after 6 hours, little batch-to-batch variation in the measured electrical properties was observed. Regardless, a 19 hour reaction time was used for consistency to the previously published synthesis.

**Figure 4.2** Schematic summary of synthesis procedures. Simple one-pot synthesis of the Te NW hybrid material requires modest heating. Centrifuging the resultant mixture separates the Te NWs from excess water and PEDOT:PSS.

After cooling, the terminal solution was transferred to two 1” centrifuge tubes (~25 mL in each) and centrifuged at 9000 rpm for 20 minutes. After centrifuging, the bluish-black supernatant was gently decanted, leaving a dark blue puck. The puck was re-dispersed in ~25 mL of 20 MΩ Millipore water, agitated with a vortexer, and centrifuged again at 9000 rpm for 20 minutes. The light bluish supernatant was then discarded. This puck was then re-dispersed in ~3 mL of 20 MΩ Millipore water and agitated with a vortexer, yielding the final product.

### 4.2.1.1 Structural Doping with DMSO or EG and Composition Control

To improve the conductivity of the PEDOT:PSS, DMSO (99.9% Sigma Aldrich) or EG (99.9% Sigma Aldrich) was added to the solution either (i) pre-synthesis or (ii) post-synthesis. In this manner, the pre-synthesis addition and the post-synthesis addition could be directly compared to each other and to the larger body of PEDOT:PSS literature. Note the same bottle of PEDOT:PSS solution was used for all samples in this study.
In the pre-synthesis addition, 5 vol% EG or DMSO was added to the PEDOT:PSS solution before the PEDOT:PSS solution was added to the reaction flask. This value was selected based on PEDOT:PSS concentration optimizations previously reported in literature.\textsuperscript{107,108} In detail, the PEDOT:PSS (Clevios™ PH1000) solution contained 0.65 wt% solid post-filtering (or 99.35 wt% water) as determined by thermogravimetric analysis (TGA); see Fig.\textsuperscript{4.3}. This is in agreement with the vendor’s claim that the dissolved solids are between 0.45 and 1.5 wt%. So in the pre-synthesis case, 5 mL of DMSO was added to 100 mL of PH1000 solution yielding a 5 vol% DMSO addition. Given that the specific density of the PH1000 solution is nearly 1 g/cm\textsuperscript{3}, this is 5 mL of DMSO to every 0.65 g of PEDOT:PSS.

In the post-synthesis cases, EG or DMSO was added after the final solution was prepared. Amounts of EG or DMSO were normalized to the amount (mass) of polymer present. In the post-synthesis case, the amount of PEDOT:PSS in the resulting dry hybrid material was also determined again by TGA where the amount of PEDOT:PSS was taken as the amount that decomposes at low temperature (100 °C < T < 350 °C) and the amount of Te was taken as the amount that decomposes at high temperatures (T > 350 °C). See sample TGA in Fig.\textsuperscript{4.3}. So for normalization, an equivalent amount of DMSO was used to match the pre-synthesis cases. For example, if the resulting dry hybrid material contained 0.01 g of PEDOT:PSS in 3 mL of product, then \((0.01/0.65)*(5 \text{ mL}) = 76.9 \mu\text{L}\) of DMSO would be added to the 3 mL of product yielding the equivalent of 5 vol% DMSO addition of the pre-synthesis case.

Furthermore, the composition of the resulting material can be controlled by backfilling with additional PEDOT:PSS (either un-doped PEDOT:PSS or PEDOT:PSS that has been augmented with DMSO or EG) post-synthesis. The compositional control is achieved by measuring the Te weight fraction in the synthesized hybrid Te-PEDOT:PSS NWs, \(\phi_0\), the weight fraction of PEDOT:PSS in the PH1000 solution, \(\alpha_0\), and the solid content of the hybrid Te-PEDOT:PSS NW solution, \(C_0\). Using these parameters, a simple algebraic relation can determine the amount of PEDOT:PSS solution, \((\rho V)_{\text{PEDOT:PSS}}\), that should be added to the initial amount of the hybrid NW solution, \((\rho V)_{\text{Hybrid}}\), to achieve a desired dry polymer weight fraction, \(\phi\):

\[
(\rho V)_{\text{PEDOT:PSS}} = \frac{C_0}{\alpha_0} \left( \frac{\phi - \phi_0}{1 - \phi} \right) (\rho V)_{\text{Hybrid}} .
\]  

(4.4)

After making solutions with various predicted polymer weight fractions, the actual weight fraction was measured with the TGA for verification and found to agree well (<2 wt%) with this algebraic relation.
4.2.1.2 Control Samples

A neat PEDOT:PSS solution was prepared as a control by filtering the PH1000 solution. Highly conducting polymer solutions were prepared by adding 5 vol% EG or DMSO to the filtered polymer solution. Analogously, control Te NWs were prepared following the same hybrid material synthesis above with the omission of PEDOT:PSS. Before heating, this solution was a milky-white color and at ~85 °C, the solution turned to a dark-grey. SEM images of the dried material revealed NWs that likely have a thin coat of ascorbic acid ligands, as seen in other nanoparticle syntheses. The control Te NWs may oxidize over time; however, it is not of central concern for the basis of the control comparison in this body of work.

4.2.1.3 Thin Films Casting

Thin films of these materials were cast on 1 cm x 1 cm, R-plane sapphire substrates. Substrates were pre-cleaned by sequential sonication in acetone, chloroform, and isopropyl alcohol each for 3 minutes. The substrates were then dried under nitrogen and cleaned with O₂-plasma (Harrick Plasma Cleaner PDC-32G) for 5 minutes to improve wettability. The substrates were then placed on a shiny aluminum block and 50-100 µL of solution were drop cast onto each substrate; the amount of solution was varied in order to obtain a nominal thickness of ~2.5 µm for the various concentrations of solution. A heat lamp was then used to heat the liquid and
facilitate slow evaporation. Resultant films were shiny and reflective after drying. The substrates were then transferred to a hot plate where they were annealed at 140 °C for 5 minutes.

4.2.2 Transport Measurements

The in-plane electrical conductivity (via the Van der Pauw technique), the in-plane thermopower (via the suspended Seebeck technique), and the through-plane thermal conductivity (via the 3-omega technique) were performed on the same sample as illustrated sequentially in in Fig. 4.4 a-c.

4.2.2.1 Thin Film Electrical Conductivity Measurements

Four Au electrical measurement contacts pads (~150 nm thick) were then deposited near the corners using a shadow mask in a thermal evaporator. To eliminate any edge-bead effects, a scribe and template were used to isolate the edges of the film (~1 mm around the entire substrate) from the uniformly flat center. Thickness of each film was then measured using a profilometer (Dektack 150) across the entire breadth of the film where the edge-scribed trenches served as the reference. Several identical samples from the same solution (and several identical solutions) were prepared to capture sample-to-sample (and synthesis-to-synthesis) variations of this material. Therefore, unless otherwise stated, the error bars in the transport measurements represent the sample-to-sample variation (not the measurement uncertainty, which is always much smaller).

Micromanipulators with tungsten tips were used to make electrical contact to the Au contacts pads. Ohmic behavior was always observed, and contact resistance was negligible compared to film resistance. In-plane electrical conductivity was acquired using the four-point van der Pauw technique. The substrates were placed on a temperature-controlled Peltier stage using thermal grease to ensure good thermal contact. The samples were then heated and cooled to reproducibly acquire the temperature dependent electrical conductivity; temperatures always remained well below the annealing temperature, which is also well below the degradation temperature (180 °C in atmosphere).

4.2.2.2 Thin Film Seebeck Measurements

The thermopower was measured by suspending the substrate between two temperature-controlled Peltier stages (separated ~3 mm) and applying a small temperature difference between the stages (ΔT < 10°C). These temperature-controlled stages can be independently heated or cooled, thus facilitating temperature dependent thermopower measurements. Again, thermal grease was used to ensure good thermal contact. The thermal conductivity of sapphire is sufficiently low (and the substrates are sufficiently thin) that there was minimal thermal shunting between the stages, permitting a temperature difference across the film. The thermoelectric voltage was measured between two Au contact pads on separate stages using micromanipulators and tungsten probe tips. The temperature of each pad was measured with a (k-type) thermocouple in close proximity to the probe tip. A small amount of thermal grease was applied to the thermocouple tips to insure that good thermal contact was made; there was no evidence that this grease influences the electrical measurements. The thermoelectric voltage versus temperature difference was always linear, yielding a positive thermopower (e.g., $S = -\Delta V/\Delta T$) for all (p-type) samples. An evaporated (99.99% pure) nickel film (100 nm thick) was used to verify this technique, and it had a measured thermopower of -11.2 μV/K, which is in good agreement with the accepted values of -11.5 μV/K at room temperature for nickel films. ¹¹⁷
4.2.2.3 Thin Film Thermal Conductivity Measurements

Through-plane thermal conductivity was measured using the differential 3-omega technique. For the through-plane 3-omega measurements, a 100 nm insulating layer of electrically insulating Parylene-N was deposited atop the films, followed by fabrication of the 3-omega heater lines via thermal evaporation of Au through a shadow mask. Heater lines were 2 mm long, 80 µm wide, and 60 nm thick. Thermal epoxy (Epoxy Technologies) was used to mount the substrates to a heat sink and Au wires were silver-epoxy-bonded to the contact pads of the heater lines. For the differential 3-omega technique a bare quartz substrate was prepared with Parylene-N alongside each sample. The reference contribution to the thermal signal, which gives the thermal conductivity of the pure Parylene-N film, was subtracted. Heating frequencies ranged between 100 Hz and 5 kHz.

In-plane thermal conductivity measurements of these films were attempted, but have not been successful. The self-heating suspended films technique was not successful because the thin-films are not sufficiently mechanically robust, and the variable heater line width method was not successful as lithographic developing liquids cause the films to swell, which prevents fabrication of the necessary narrow heater lines.

Figure 4.4 Thin Film Measurement Setup. (a) The Van der Pauw Technique is used to measure the in-plane electrical conductivity by sourcing a current and measuring a voltage in adjacent contact pads. All eight permutations are measured, and appropriately averaged, before solving the Van der Pauw equation for the sheet resistance. (b) In-plane thermopower measurements were performed using the suspended Seebeck technique. Two thermocouples in close proximity to the voltage probes measure the local temperature. Temperature controlled stages apply a small (<7 K) temperature difference. (c) Through-plane thermal conductivity measurements are performed using the 3-omega technique where current is sourced at a frequency \( \omega \) and the thermal voltage response at \( 3\omega \) is measured with a lock-in amplifier.
4.2.2.4 Anisotropy and NW Alignment

Measurements of the electrical conductivity and thermopower were performed in-plane and measurements of the thermal conductivity were performed through-plane. Given that these properties are measured in different direction, there may be a degree of anisotropy. However, other work, involving the thermoelectric performance of PEDOT:PSS investigated the difference in in-plane and through plane-thermal conductivity and noted at most an 11% variation. With the numerous interfaces inside the NW film, I expect more phonon scattering than the pure PEDOT:PSS. Regardless, the mean free path is still likely to remain much smaller than the film thickness (i.e., not attributed to 2D confinement), but rather anisotropy can come from NW alignment.

Glancing incidence small angle x-ray scattering (GISAX) can quantify the degree of alignment. However, due to the spread in NW length (i.e., 10%-20%), the scattering form-factor uncertainty is larger than the apparent shift in the scattering pattern due to alignment allowing for only a qualitative measure of the NW alignment. If the NWs were vertically aligned, the scattering pattern would have high intensity along the horizontal (q_y) direction. If the NWs were horizontally aligned, the scattering pattern would have a high intensity along the vertical (q_z) direction. As shown in Fig. 4.5, the NWs appear only slightly aligned parallel with the substrate, but the circular profile indicates that they are mostly randomly oriented, especially for higher weight fractions of Te. It is possible that the film thickness is biasing the NWs to lie parallel to the substrate; if the film thickness is comparable to (or smaller than) the nanowire length, then the nanowires may lie parallel to the substrate. However, no trend in thickness with through-plane thermal conductivity is observed over this range when thickness was comparable to the nanowire length. Measurement of in-plane thermal conductivity by varying the 3-omega heater line width were attempted but the lithographic techniques to pattern various heater line are not chemically compatible with PEDOT:PSS.

![Experimental Scattering Patterns](image)

*Figure 4.5 NW Alignment. Glancing incident x-ray scattering patterns for various polymer loading qualitatively suggest that NWs are slightly aligned parallel to the substrate.*
4.3 Hybrid Te-PEDOT:PSS Nanowire Investigation Results and Discussion

As previously reported,97 films of Te NWs coated in PEDOT:PSS (i) exhibit an electrical conductivity higher than either constituent component, (ii) maintain a high thermopower, and (iii) retain the low thermal conductivity of the host polymer. This combination of attributes makes this material an excellent thermoelectric candidate. However, until now, an understanding of the mechanism and a demonstration of the tunability and optimization of the transport properties had yet to be realized. In this discussion, I report the results of controlling (i) NW morphology, (ii) polymer structural doping, and (iii) polymer loading of this hybrid composite. Finally, I demonstrate how the transport properties of this material can be uniquely tuned and optimized.

4.3.1 PEDOT:PSS and Te NW Control Sample Results

To understand transport in this hybrid composite, it is first useful to understand the transport characteristics in the individual components. To that end, I investigated both control films of the pure polymer and of (uncoated) Te NWs, as described in the methodology section. The temperature-dependent thermopower and electrical conductivity of the PEDOT:PSS variants and the properties for the control Te NWs can be found in Fig. 4.6. For the control Te NWs, the thermopower was high (~400 µV/K) and relatively constant throughout the temperature range of interest; the electrical conductivity, however, was low: ~0.1 S/cm at room temperature and increases to ~0.2 S/cm at 80 ºC, consistent with the semi-metallic nature of Te having thermally activated conductivity. The morphology of these ascorbic acid coated NWs is very similar to the hybrid NWs, as illustrated in Fig. 4.7a. The conductivity of the pure PEDOT:PSS is low (~1 S/cm) and is insensitive to the addition of ascorbic acid (a reagent in the subsequent synthesis of the Te NWs). The conductivity increases with temperature (see Fig. 4.6), in agreement with hopping transport for polymers and is described well by Eqn. 1.3 with a negative temperature coefficient of resistance, TCR, (i.e., positive slope in $\sigma$ vs. $T$). With the addition of 5 vol% EG or DMSO, the conductivity increases by nearly four orders of magnitude and then exhibits a positive TCR (i.e., negative slope in $\sigma$ vs. $T$), as expected. This later, metallic-like behavior in PEDOT:PSS is not solely described by hopping transport but, like in metals, the decrease in electrical conductivity is attributed to increased carrier scattering. While the Debye temperature of PEDOT:PSS has not been measured or assigned to our knowledge, it is likely to be much lower than 0 ºC. (The Debye temperature is proportional to the speed of sound. The speed of sound for polymers is >5x smaller than most metals. The Debye temperature in metals is ~10² K, therefore, it is likely that the Debye temperature for PEDOT:PSS is smaller than 0 ºC.) Given that the degradation temperature is ~180 ºC (open to atmosphere), we believe it is justified to assign electron-phonon scattering as the dominant scattering mechanism near room temperature.
Figure 4.6: Temperature dependent properties of control samples. (a) PEDOT:PSS - The low electrical conductivity PEDOT:PSS (solid markers) are explained well by Mott’s variable range hopping. The high electrical conductivity PEDOT:PSS with EG and DMSO (open markers) have a metallic characteristic. In all cases, the thermopower remains characteristically low and relatively constant. (b) Ascorbic coated Te NWs - Temperature dependence of thermopower and electrical conductivity for Te NWs coated in ascorbic acid.

Interestingly for PEDOT:PSS, the thermopower does not decrease much upon addition of EG or DMSO while the conductivity increases significantly. The thermopower stabilization mechanism can be attributed to the transition from hopping transport to a band-like transport mechanism. The use of EG or DMSO structurally dopes PEDOT:PSS, allowing charge carriers to travel further by increasing the mean free path and/or mobility. This change induces a transition from hopping transport (where phonons assist in transport with a positive TCR) to a band-like transport (where charge carriers are more delocalized and phonons scatter charge carriers with a negative TCR). Going through this transition, the thermopower should initially decrease as the hopping range increases with the addition of EG or DMSO. Given the weak electron energy dependence on phonon scattering, additional phonon scattering should do little to change the thermopower past the transition. Thus, given that the thermopower of PEDOT:PSS is already nearly as low as some metals, drastically increasing the conductivity may not result in much of a further decrease in thermopower.

4.3.2 Hybrid Te-PEDOT:PSS NW Morphology Results

In addition, the NW morphology plays an important role that needs to be considered for the hybrid material. Nanostructure shape and size influence the electronic and phonon density of states in a way that is different from the bulk and can be advantageous for thermoelectrics. As described in the methodology section, the NW dimensions can be controlled by varying the
synthesis conditions. Most noticeably, the NW length can be increased by decreasing the amount of PEDOT:PSS present during synthesis (i.e., pre-synthesis addition). The PEDOT:PSS serves as the structure-directing agent, and therefore a higher concentration of PEDOT:PSS yields shorter NWs. AFM images of various NW lengths are shown in Fig. 4.7 b-g.

![AFM images of NW films](image)

**Figure 4.7** AFM images of NW films. (a) NWs formed in the absence of PEDOT:PSS are weakly coated with the ascorbic acid that is present during synthesis. NW lengths can be controlled by the amount of PEDOT:PSS added during synthesis: [4 mL of PEDOT:PSS- (b) L = 284 ± 46 nm, (c) L = 319 ± 35 nm (d) 391 ± 47 nm]; [2 mL of PEDOT:PSS- (d) L = 391 ± 47 nm (e) L = 595 ± 81 nm]; and [1 mL of PEDOT:PSS- (f) L = 867 ± 101 nm, (g) L = 970 ± 134 nm]. Adding DMSO or EG to the polymer prior to synthesis does not appear to alter the morphology for any of the NW lengths [4 mL of PEDOT:PSS- (h) with 5 vol% DMSO, L = 325 ± 51 nm, (i) with 5 vol% EG, L = 299 ± 49 nm]. All images have the same scale bar and height color map.

Lengths and diameters of these NWs were measured by analysis of AFM and SEM images of >30 NWs, and a normal distribution of length and diameter was observed. For the AFM image analysis, three dimensional coordinates (x,y,z) of the ends of NWs (for length measurements) and the edges (for diameter measurements) can be obtained directly. For the SEM images, only the lateral dimensions can be obtained (x,y). Since both ends of the NW must be visible for this measurement, it does bias toward NWs that are laying parallel to the substrate’s surface. However, the horizontal NWs should be a good representation of all NWs in the sample based upon the GISAX data. This allows for good agreement between the SEM with only (x,y) and the AFM with (x,y,z) coordinates. Also to verify this approach, a dilute solution of NWs was spun cast, allowing for the NWs to separate and lie parallel to the substrate. Upon analyzing several NWs, it is evident that the variation in length between separate NWs is much greater than any length measurement uncertainty (Δl = √2Δx) where the coordinate uncertainty,
\( \Delta x \), is primarily due to AFM tip broadening of <10 nm) as shown in Fig. 4.8. The distribution of NW lengths and diameters has a Gaussian profile and therefore the standard deviation in NW lengths is reported as the uncertainty in NW size.

In addition to the NW length varying, the NW diameter also increases with increasing length. The aspect ratio, \( \beta = L/D \), of these NWs decreases linearly from 8.0±2.1 in the longest NWs to 4.2±1.1 in the shortest NWs. While centrifuging is likely the best technique to separate the NWs from the solvent, inevitably some small fraction of polymer that is un-bound to NWs remains even after repeated centrifuging. As a result, while the amount of polymer (as determined by TGA) in the hybrid composite is directly related to the amount of PEDOT:PSS used in the synthesis (more PEDOT:PSS is used to produce shorter NWs), there is a small spread (<5%) in the exact amount of polymer present in the resulting hybrid composite.

![Example NW length measurement](image)

Figure 4.8 Example NW length measurement. Example AFM and SEM images of NW films used to measure the size of the NWs and an example histogram showing a Gaussian fit and the minor shift in distribution when correcting for AFM tip broadening.

Although these three variables (length, diameter, and polymer content) are inextricably linked in this synthesis, there is a clear trend in both thermopower and electrical conductivity, as
shown in Fig. 4.9. For simplicity, consider the properties a function of NW length. Linear trends in thermopower and electrical conductivity result with a slope of $153\pm31 \ \mu\text{V/K/\mu m}$ and $-20\pm2 \ \text{S/cm/\mu m}$, respectively. Extrapolating to a NW length of zero yields a thermopower and electrical conductivity of $31 \ \mu\text{V/K}$ and $26.1 \ \text{S/cm}$.

<table>
<thead>
<tr>
<th>Polymer Weight Percent</th>
<th>15%</th>
<th>13%</th>
<th>11%</th>
<th>9%</th>
<th>7%</th>
<th>5%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nanowire Diameter (nm)</td>
<td>62</td>
<td>77</td>
<td>92</td>
<td>108</td>
<td>123</td>
<td>139</td>
</tr>
</tbody>
</table>

**Figure 4.9** NW length dependent properties. Due to the synthesis and separation techniques, non-uniform length and polymer content convolute the data. AFM images of several NWs were used to determine a Gaussian distribution in length and diameter where the standard deviation in length is represented in the horizontal error bars. The post-synthesis polymer content varied linearly from 14.5 wt% polymer in the shortest NWs to 7.5 wt% in the longest NWs as determined by TGA. This is consistent with the short NW synthesis starting with more polymer and the long NW synthesis starting with less polymer. In addition, as the length increases the diameter of the wire also increases. Due to the synthesis procedures, it is impossible to separate these variables independently.

There are several explanations for these trends given the inextricable variables, and we present two plausible hypothetical explanations. The simpler explanation is that the trend follows a composite model as a function of the amount of polymer present. Linearly extrapolating to 0 wt% polymer yields a thermopower of $298 \ \mu\text{V/K}$. This is $\sim 25\%$ smaller than the value of the control Te NWs. Linearly extrapolating the electrical conductivity yields a non-physical, negative electrical conductivity and it is more likely that the conductivity approaches the value of intrinsic tellurium ($0.1-1 \ \text{S/cm}$). While a linear extrapolation is not the most appropriate, it illustrates the plausibility that the data can be explained by a parallel connected composite model with the ascorbic acid-coated Te NWs serving as one end point.
An alternate explanation is that a highly conductive interface is present around the nanowires. This highly conductive interface is caused by the hybridization between the Te and PEDOT:PSS. If a high conducting interface exists, then as the NWs get longer, the interface may get thinner, as evident by the increase in aspect ratio and decrease in the amount of polymer. A thinner conducting interface reduces the conductivity and augments the scattering interactions between the charge carriers in the polymer and NWs.

### 4.3.3 Hybrid Te-PEDOT:PSS NW Composition Dependence Results

In order to gain a better understanding of the explanation and mechanism, the composition control of the Te NW films is investigated. This is accomplished by the addition of PEDOT:PSS after synthesis (i.e., post-synthesis addition) as described in the methodology section. After synthesis, the interface component is the PEDOT:PSS that coats the Te NWs. By adding PEDOT:PSS post-synthesis, the relative degree of contribution of that interface region compared to the matrix PEDOT:PSS can be determined. For film morphology, the effect of additional matrix PEDOT:PSS causes the NWs to disperse therefore reducing any interface contributions between NWs as shown in Fig. 4.10.

![Figure 4.10](image)

Figure 4.10 AFM image of Te NW films. NW Density can be controled by the Te NW weight fraction. Weight fractions and RMS roughnesses are approximately: (a) 90%, 22.2 nm, (b) 70%, 18.8 nm, (c) 50%, 12.8 nm, (d) 30%, 10.8 nm, and (e) 10%, 7.3 nm, respectively. Backfilling with additional polymer spreads the NWs and decreasing the contribution of the interface.

If the interface region is more highly electrically conducting than the matrix PEDOT:PSS that is added, then a composite conductivity higher than either constituent (pure PEDOT:PSS
\( \sigma \approx 1 \text{ S/cm, and pure Te NW } \sigma \approx 0.1 \text{ S/cm) would be observed. This is exactly what is observed as shown in Fig. 4.11, where the higher electrical conductivity cannot be explained by percolation theory or effective medium theory. What does explain the data well is a three component mixture model consisting of (i) a Te NW core, (ii) a conducting PEDOT:PSS interface, and (iii) a matrix PEDOT:PSS component. Furthermore, the decrease in the thermal conductivity around 80 wt% Te, suggests the presence of void (i.e., air) between the NWs resulting in a low thermal conductivity, porous material; this void contribution can further help explain the decrease in electrical conductivity. Further note, how \( S \) and \( \sigma \) are positively correlated; increasing \( S \) results in an increase in \( \sigma \) consistent with the single-molecule, hybrid organic-inorganic motivation.}

**Figure 4.11** Composition dependent properties of Te NW hybrid. The thermal conductivity (black) electrical conductivity (blue) and Seebeck coefficient (red) are functions of the Te NW weight fraction. Vertical error bars represent the standard deviation between 6 identical samples; horizontal error bars represent the uncertainty in the weight fraction measurement (i.e., TGA analysis). The thermal conductivity is small and relatively constant over all compositions.
4.3.4 Hybrid Te-PEDOT:PSS NW Structural Doping

Returning to the morphology dependence (Fig. 4.9), the net result from either explanation is that longer NWs have a larger thermopower. This larger thermopower is attractive from an optimization perspective, and the electrical conductivity could further be improved by the use of structural dopants, such as EG or DMSO. As mentioned in the methodology section, EG and DMSO can be incorporated by either (i) pre-synthesis or (ii) post-synthesis addition. For the pre-synthesis addition, 5 vol% of EG or DMSO was added to the PEDOT:PSS solution before the PEDOT:PSS was added to the reaction vessel. The resulting transport properties as a function of NW length are reported in Fig. 4.12, and AFM images of the resulting NW films are shown in Fig. 4.7 h-i. For comparison, the lines from Fig. 4.12 are reproduced in Fig. 4.9 to represent the neat PEDOT:PSS case. For most lengths, there is a clear increase in electrical conductivity over the neat scenario, as demonstrated by the shaded regions that show the areas of improved conductivity and thermopower (i.e., above the neat line). Also note that for both EG and DMSO, linear trends in both conductivity and thermopower are present as a function of NW length. However, they appear to have different slopes, which suggests that DMSO and EG influence the interface region. The remaining polymer that may be present after centrifuging may also be influenced by the EG and DMSO, as the properties extrapolate to different values than the neat scenario.

![Figure 4.12 Solvent addition pre-synthesis length dependence. In most situations, adding DMSO or EG to the PEDOT:PSS solution prior to synthesis has a modest improvement in the power factor for a variety of NW lengths. The lines (neat) represent the average length dependent performance without the addition of DMSO or EG; therefore, the shaded regions above these lines represent areas of higher power factor.](image-url)
For the post-synthesis addition, various volume fractions of EG and DMSO were investigated, as shown in Fig. 4.13. In this situation, the volume fraction was normalized to the polymer content as discussed in the methodology section. The use of EG and DMSO have the same trend, but quantitatively, DMSO out performs EG in both thermopower and electrical conductivity. Here, it is observed that ~5 vol% addition yields an improvement in conductivity with only a minor decrease in thermopower. Adding even more EG or DMSO decreases the thermopower drastically and thus reduces the material’s performance. This result is expected as it is likely that EG or DMSO is still present even after drying due to the low vapor pressure of these solvents. Also note that regardless of adding the EG or DMSO pre-synthesis or post-synthesis, nearly the same values of electrical conductivity and thermopower are observed. This observation suggests that the polar solvents influence the conducting interface and not just the matrix polymer regardless of when they are added. This further supports the claim\textsuperscript{119} that this interface region is primarily responsible for the improvements in this system but the absolute magnitude of the conductivity may vary from 12 to 20 S/cm. While there is an improvement in conductivity (~15 S/cm), it is significantly less than the improvement observed in the PEDOT:PSS control samples (~800 S/cm) indicating that there is further room for optimization by controlling the polymer content in the composite by backfilling with the structurally doped PEDOT:PSS infused with EG or DMSO.

**Figure 4.13** Solvent addition post-synthesis dependence. Adding DMSO or EG after synthesis to the NWs has a modest improvement in the electrical conductivity at low volume percent (normalized to the PEDOT:PSS content) but drastically reduces the thermopower for all lengths of NWs; this data is for L = 861 ± 86 nm. The improvement in electrical conductivity is attributed to improving the conductivity of excess PEDOT:PSS that is not bound to the NW but is instead free in the solution.
4.3.5 Hybrid Te-PEDOT:PSS NW Temperature Dependence

Furthermore, it is insightful to consider the temperature dependent properties of the NW films with the addition of EG and DMSO. The subset of data shown is for the longest NWs that have the highest thermoelectric performance, but all NW lengths have similar characteristic trends. The temperature dependence on conductivity for the hybrid NWs shows a negative TCR where the conductivity increases strongly with increasing temperature and then begins to flatten between 40 and 60 °C. This result suggests that the hybrid NWs initially have an increase in conductivity caused by either (or both) the temperature dependence on hopping or by the thermal activation of carriers within the semiconducting NWs. However, at slightly higher temperatures, there is a flattening in conductivity, which is attributed to an increase in (electron-phonon or electron-boundary) scattering. Throughout this temperature range, there appears to be a slight increase in the thermopower.

![Figure 4.14](image)

**Figure 4.14** Temperature dependence of NW films. All NW films without DMSO or EG (solid markers) have a characteristic increase in conductivity with increasing temperature that is not well described by Mott’s variable range hopping\(^{104, 105}\). The NW films with DMSO or EG added to the polymer before the synthesis (open markers), initially increase, go through a maximum, and then decrease in conductivity with increasing temperature. NW films with additional polymer enhanced with DMSO or EG (not shown) have a steady decrease in conductivity similar to the high electrical conductivity polymer in Fig. 4.6.
With the addition of EG or DMSO, the resulting NW film reproducibly goes through a maximum in conductivity at slightly elevated temperatures and then decreases below the room temperature values. Going from a negative TCR to a positive TCR suggests that these hybrid NW composites may be near a transition, which could explain the simultaneously high thermopower and high electrical conductivity, consistent with the scattering description previously discussed. I attribute the transition in properties to the structural change of the PEDOT:PSS from the coil-like (benzoidal phase) to the linear (or extended)-like (quinoidal phase) morphology. As discussed in the methodology, EG or DMSO act as structural dopants. After structural doping, charge carries are able to travel along the polymer backbone farther before scattering. Since this scattering is primarily due to interfaces or boundaries, which is weakly dependent on the energy of the charge carrier, the thermopower is not reduced with the increase in electrical conductivity because the thermopower results from the asymmetry in the distribution of high and low energy charge carriers. Intuitively, if the conductivity is reduced by interface or boundary scattering along the length of the polymer backbone, then the conductivity can be increased by simply reducing this scattering. Since reducing the scattering is the same across all charge carrier energies, it does not change the energy distribution of charge carriers and the thermopower remains unaffected. This combination allows for enhanced power factor of the hybrid composite.

By tuning the amount of polymer present with the addition of highly conducting PEDOT:PSS that has been enhanced with either EG or DMSO, even greater improvement can be realized. This compositional tuning is similar to what has previously been done in literature, but now it is conducted with structurally doped polymer. This composition dependence is shown in Fig. 4.15 using the weight fraction of polymer present as determined by TGA. For comparison, the neat PEDOT:PSS data has been reproduced. Note that even with a small addition of the structurally doped PEDOT:PSS, the conductivity increases several orders of magnitude, approaching that of the pure polymer phase. In addition, the thermopower drops off quickly and also approaches that of the pure polymer phase. This trend is indicative of a parallel connected composite. In this model, the pure phases are taken as the structurally doped PEDOT:PSS (denoted by subscript 1) and neat hybrid NWs (denoted by subscript 2). The effective parallel thermopower is expressed as

$$S_{\text{effective, parallel}} = \frac{S_1 \sigma_1 x_1 + S_2 \sigma_2 (1-x_1)}{\sigma_1 x_1 + \sigma_2 (1-x_1)},$$

(4.5)

and the effective parallel electrical conductivity can be expressed as

$$\sigma_{\text{effective, parallel}} = x_1 \sigma_1 + (1-x_1) \sigma_2,$$

(4.6)

where $S_i$ is the thermopower, $\sigma_i$ is the electrical conductivity, and $x_i$ is the volume fraction of component 1 and 2. The volume fraction is related to the weight fraction through the ratios of the film density and component density.
Figure 4.15 Polymer content dependence. The lines represent a two-component parallel connected model where the pure materials are taken at the 0.1 and the 1.0 polymer weight fraction limits. This simple model does not account for carrier scattering between the materials which explains the reduction in electrical conductivity in the experimental data and it has little effect on the thermopower.

There is good agreement between this model and the experimental data, except near low concentrations of polymer where the conductivity is suppressed below that predicted from the parallel connected composite model. I attribute this suppression in conductivity to additional carrier scattering (electron-phonon or boundary scattering) that occurs due to the interactions between the two materials not accounted for by the simple two component parallel connected model or the contribution from void present in these porous films. This enhanced scattering decreases the electrical conductivity and does not appreciably affect the thermopower as discussed in the introduction to this chapter.

4.4 Towards Polymer-based Thermoelectric Materials Summary

Given the tradeoffs between thermopower and electrical conductivity apparent with varying morphology and composition of the hybrid Te-PEDOT:PSS NW composites, an optimum power factor is sought. The use of EG or DMSO can improve the conductivity of
PEDOT:PSS by nearly four orders of magnitude, and adding even a small amount of this highly conducting polymer to the hybrid composite results in a large improvement in the electrical conductivity at the sacrifice of the thermopower. However, when a small amount of EG or DMSO is added to the polymer pre-synthesis of the longest NW composites the conductivity is improved slightly without decreasing the thermopower.

Given these observations, a systematic improvement in power factor is carried out as shown in Fig. 4.16. Only the results of DMSO addition are shown because it out performs EG. Starting first with the pure PEDOT:PSS, the hybrid NW composite shows nearly a four order of magnitude improvement over the pure polymer. Varying the synthesis to produce longer NWs nearly doubles the power factor. The addition of 5 vol% DMSO to the PEDOT:PSS solution pre-synthesis shows another doubling in the power factor by simply doubling the electrical conductivity without much change to the thermopower. Finally, with the addition of a small amount of PEDOT:PSS already infused with 5 vol% DMSO (bringing the total polymer weight fraction to 16% as determined by TGA), the power factor can be increased to greater than 100 µW/m²-K. These systematic improvements more than double the average power factor previously reported in literature,97 yielding the highest power factor observed to date in this material system.

![Figure 4.16 Power factor improvements.](image)

Figure 4.16 Power factor improvements. Nearly a five order of magnitude improvement in the power factor of pure PEDOT:PSS can be obtained by introducing hybrid Te-PEDOT:PSS NW, controlled by the addition of high conductivity PEDOT:PSS infused with DMSO.
To summarize, I have demonstrated the tunability and optimization of a hybrid composite consisting of Te NWs dispersed in PEDOT:PSS. By varying the synthesis, the effect of NW morphology on transport properties was investigated. It was found that longer NWs have a larger thermopower but a lower electrical conductivity. The conductivity of PEDOT:PSS can be improved with the addition of polar solvents and shows a transition from hopping transport with a negative TCR to a transport regime that has a metallic characteristic with a positive TCR. This transition is also apparent in the hybrid material where carrier scattering is integral to the stabilization of a high power factor. By the addition of structurally doped polymer, the conductivity can be tuned to maximize the power factor. This mechanism allows for thermoelectric performance improvements while maintaining the low thermal conductivity of the host polymer, making this material system even more attractive for thermoelectric applications. Ultimately, this material demonstrates the potential that polymer-based materials have to be a low cost thermoelectric alternative to inorganic thermoelectrics.
While there will be continued scientific progress in developing higher efficiency hybrid organic-inorganic thermoelectric materials, practical engineering considerations are equally important when developing thermoelectric devices. The most important practical engineering consideration is undoubtedly cost on a $/W basis. The overnight capital cost of a thermoelectric generator and the amortized operating cost of a thermoelectric refrigerator will ultimately determine the impact of a thermoelectric device. Thermoelectric materials are typically compared using the dimensionless figure-of-merit $ZT$ because it relates directly to the device efficiency. However, for practical applications, the overnight capital cost – as governed by material, manufacturing, and heat exchanger costs – is a critical factor which is not captured in $ZT$.

In this chapter, a cost-performance metric for thermoelectric power generation is derived and an analysis of current thermoelectric material systems is presented. The dominant costs considered in this analysis are the material, manufacturing, and balance of system (i.e., heat exchanger) costs. The analysis yields the first expressions for optimizing the thermoelectric leg length, $L$, and the system fill factor, $F$, as a function of cost. This optimization yields the minimum $$/W value for thermoelectric power generation and a framework for comparing materials beyond $ZT$. Even very expensive thermoelectric materials have the potential to be the most cost effective at the system level, if incorporated with sufficiently short legs and small fill factor. Furthermore, an approximate scaling analysis delineates various cost dominant regimes with different priorities for materials development: (i) a heat exchanger cost dominated regime, the best case, where $ZT$ should be increased regardless of material or manufacturing costs; (ii) an areal cost, $C''$, dominated regime at fixed $F$, where $ZT/C''$ should be maximized, and (iii) a volumetric cost, $C'''$, dominated regime at fixed $F$, where $ZT/(kC''')$ should be maximized, reinforcing the need for low thermal conductivity, $k$.

The cost-performance framework derived in this work is then applied to a number of practical materials and manufacturing processes. Considered herein is a new thermoelectric power generation cost metric $G$, in $$/W], for power generation and the analogous operating cost metric $H$, in $$/kWh], for cooling applications. The tradeoff between efficiency and cost through electrical and thermal transport at the system level, raw material prices, system component costs, and estimated manufacturing costs for both bulk and thin film materials are considered. The results indicate that, for typical thermoelectric power generation applications at a hot-side temperature below 250 °C, most thermoelectric material costs are too high whereas above 500 °C many bulk thermoelectrics can achieve materials costs alone below $1/W. It is shown that the major barrier to economic thermoelectric power generation is due to the upfront systems costs for heat exchangers and ceramic plates. This is encouraging for polymer-based materials since their system costs have the potential to be lower for low temperature (<250 °C) applications.
Figure 5.1 Diagram of thermoelectric module and the equivalent thermal circuit. The n- and p-type thermoelectric materials are connected electrically in series with a metal (shown in orange). The thermoelectric legs are thermally in parallel between electrically insulating ceramic plates (shown in light grey). The analysis is conducted for constant hot and cold-side temperatures, \( T_H \) and \( T_C \). There are two thermal conductance terms between the junction temperatures \( T_1 \) and \( T_2 \) representing heat transfer through the thermoelectric material legs and in the gap between the legs. The internal heat generation term, \( I^2R/2 \), is the Joule heating component. The Peltier term is \( IS_{pn}T \).

5.1 Thermoelectric Cost Analysis Motivation

Thermoelectric generators have the potential to be used commercially for electric power generation in a variety of applications, such as distributed solar generation enabled by the development of more efficient solar thermoelectric generators. However, the efficiency of most thermoelectric devices is reportedly too low to be competitive with other energy conversion technologies. While efficiency is a useful metric, the cost of generating electricity is more important for the development of commercial devices. This is the case for photovoltaics, where component costs are expressed in the units of [$/W$]. More sophisticated photovoltaic materials give higher efficiencies resulting in higher power output, but this must be weighed against the increase in capital cost to determine the net effect on the overall system costs and the
merits of implementation. The same can be said about thermoelectric generators, where the overall system costs \[\$/W\] decrease as \(ZT\) increases, if holding all other parameters constant. For this reason, rankings of thermoelectric materials are almost universally given in terms of their \(ZT\) values. However, \(ZT\) does not capture device architectures, material costs, manufacturing costs, and the cost of the heat exchangers, all of which strongly influence the overall cost of a thermoelectric generator. These additional factors must be included in any cost-performance metric before a conclusion is made regarding the potential competitiveness of thermoelectric energy conversion and to select the best thermoelectric material for an application.

Some cost analyses for thermoelectrics have been reported previously.\(^{125-128}\) One earlier analysis considered the cost of fuel for generating heat and concluded that, when heat was essentially free, the thermoelectric generator should be designed to produce maximum power.\(^{126}\) While this finding is useful, a comprehensive assessment must also consider the material, manufacturing, and heat exchanger costs associated with the system. The cost of the raw materials has also been considered, by comparing the ratio of a material’s \(ZT\) to its molar specific cost.\(^{129}\) This work provided a limited comparison of the cost-performance of various thermoelectric materials, because it neglected the device architecture, manufacturing costs, and cost of the heat exchangers which as will be shown below dramatically influence the overall cost-performance. A third cost analysis focusing on device architecture found a geometric condition that first maximized the areal power density and then used this optimum geometry to consider the material cost.\(^{127}\) This analysis suggested a method to assign a \$/W value to a thermoelectric generator, although manufacturing and heat exchanger costs were not considered. Since a material’s thermoelectric performance has recently been improved by the use of potentially expensive nanostructuring techniques,\(^{1,130}\) appropriately accounting for the manufacturing cost is now necessary. Also one cannot neglect the cost and system-level influence of the heat exchangers, especially for applications where the fill factor is low. Finally, a prescription for determining the device dimensions that minimize the \$/W are currently missing from literature, and in general are different from the well-known optimized dimensions for maximizing efficiency or areal power density.

Thermoelectric technologies also face several commercialization challenges. Specifically, the cost of many thermoelectric materials is thought to be prohibitively high, largely due to the use of tellurium and germanium in the most common contemporary thermoelectric applications.\(^{131}\) Safety concerns preclude toxic materials such as lead.\(^{132}\) The weight and specific power of thermoelectric devices are particularly important for mobile applications such as vehicle waste-heat recovery,\(^{133}\) yet few weight minimization solutions have been proposed. While government funding of thermoelectrics research and development has expanded significantly in the past decade, the relative lack of private sector familiarity with the technology made early-stage financing in the private sector comparatively slow to follow.\(^{47}\)

In spite of the remaining challenges, there has been a rapid development of higher performance materials due in part to nanostructuring and novel crystal structures.\(^{1,4,6}\) Recent prototypes demonstrate the feasibility of thermoelectric devices for widespread, terrestrial, scalable applications.\(^{134-137}\) Multiple start-up companies have received recognition and funding while also forming partnerships with established academic and industrial research units.\(^{133,138-141}\)
The continued development and deployment of scalable thermoelectric devices depends on the device cost and energy conversion performance.\textsuperscript{1,127}

Herein, I derive the more comprehensive metric than $ZT$ for power generation, namely, the ratio of the thermoelectric system costs to the power generated, denoted by $G$ in units of $$/W. In addition, I also derive a more comprehensive metric for cooling applications, which is a function of the electricity consumption and amortized capital cost of the system, denoted by $H$ in units of $$/kWh. Accurately determining the material, manufacturing and heat exchanger costs is difficult and these uncertainties\textsuperscript{126,127,129} necessarily propagate into $G$ and $H$, but nevertheless these new metrics are more meaningful than $ZT$ for realistically comparing thermoelectric options.

For power generation, operating costs, fuel/heat costs, and parasitic heat losses are omitted and beyond the scope of this analysis, although they, in principle, can be incorporated with suitable generalizations. The analysis reveals a natural scale for $G$, given the symbol $G_0$, which is referred to as the cost-performance metric. $G_0$ describes a system’s $$/W value when the material costs dominate. In contrast, $G$ describes a system’s $$/W value when heat exchanger and areal manufacturing costs are also significant. $G$ and $G_0$ addresses many of the challenges currently present in ranking materials based solely on $ZT$ or $ZT$/mol.\textsuperscript{129} Furthermore, $G$ can also be used to compare thermoelectric systems against other power generation technologies on an overnight capital cost basis. This cost-minimization, performance-maximization in this chapter provides the first analytical design framework for a $$/W optimization of thermoelectric leg length and fill factor.

For refrigeration applications, operating costs and parasitic heat losses are omitted but the cost of electricity, which is purchased to operate the refrigerator, is included. Furthermore, unlike power generation, cooling applications do not consider the cost of heat exchangers but rather, the module is thought to be in intimate contact with the object being cooled. The analysis reveals that the cost of purchasing electricity dominates and as a result, the most efficient thermoelectric material has the lowest cost $H$. So unlike, power generation, there is not a tradeoff between cost-minimization and performance-maximization but rather the highest efficiency should be sought. This is the result of thermoelectric devices having effectively infinite-life since they are solid-state devices with no moving parts.

Finally, herein, this chapter applies the cost metrics $G$ and $H$ to thirty promising thermoelectric materials reported for seven material classes and four manufacturing classes in Table 5.1. These metrics enable an assessment of which materials may be most promising and sets targets for future thermoelectric development. The analysis is performed for five operating temperatures shown in Table 5.2 to reflect the myriad of potential thermoelectric applications.

**5.2 Thermoelectric Cost Analysis Methodology**

To derive the cost-performance metrics, I begin with a standard analysis of a thermoelectric power generator,\textsuperscript{142} as shown in Fig. 5.1, for a dual leg device. I make several common simplifying assumptions: (i) the n- and p-type legs have identical geometries and thermophysical properties (except the Seebeck coefficients which are equal in magnitude but opposite in sign), (ii) the thermal and electrical contact and metallization resistances are
negligible (the heat exchanger thermal resistance is considered separately), and (iii) the cross sectional areas of the thermoelectric legs do not vary along their length. The efficiency, $\eta_{th}$, of the device relates the electrical power output, $P$ [W], to the heat entering the thermoelectric generator, $Q_H$ [W]. The electric power can be expressed as a function of the current, $I$ [A], or the voltage, $V$ [V], the electrical resistance of the load, $R_L$ [\Omega], and of the module, $R$ [\Omega], as

$$P_{\text{gen}} = I^2 R_L = \left( \frac{V}{R_L + R} \right)^2 R_L = \left( \frac{S_{pn} (T_1 - T_2)}{R_L + R} \right)^2 R_L, \quad (5.1)$$

where $T_1$ [K] and $T_2$ [K] refer to the hot and cold junction temperatures $S_{pn}=S_p-S_n$ [V/K] is the junction Seebeck coefficient (the difference in Seebeck coefficients of the p-type and n-type semiconducting legs). As an additional assumption, (iv) the temperature dependence of material properties ($S$, $\sigma$, and $k$ which results in $Z$ being independent of $T$) are neglected over the temperature range between the hot and cold reservoirs. An energy balance at the hot-side junction in Fig. 5.1b (i.e., at $T_1$) gives

$$Q_H = K_T (T_1 - T_2) + S_{pn} IT_1 - \frac{1}{2} I^2 R = K_H (T_{H} - T_1), \quad (5.2)$$

where $K_T$ [W/K] is the thermal conductance of the module and $K_H$ [W/K] is the thermal conductance of the hot-side heat exchanger between $T_1$ and the hot reservoir at $T_H$. Likewise, the heat flowing out of the device is determined by an energy balance at the cold-side junction in Fig. 5.1b (i.e., at $T_2$),

$$Q_C = K_T (T_1 - T_2) + S_{pn} IT_2 + \frac{1}{2} I^2 R = K_C (T_2 - T_C), \quad (5.3)$$

where $K_C$ [W/K] is the thermal conductance of the cold-side heat exchanger. The efficiency relates the power generated and the heat entering the generator and can be expressed as

$$\eta_{th} = \frac{P_{\text{gen}}}{Q_H} = \frac{I^2 R_L}{K_T (T_1 - T_2) + S_{pn} IT_1 - \frac{1}{2} I^2 R}, \quad (5.4)$$

Since $P_{\text{gen}}$ depends strongly on the junction temperatures and the heat entering the device, the heat exchangers and the thermal conductance of each component are important. These conductances are lumped parameters that also account for the temperature drops across the insulating ceramic plates and any thermal contact resistance present in thermoelectric devices. The heat transfer coefficient, $U$ [W/m²K], of the heat exchanger describes the series conductances through $K=UA$, where $A$ [m²] is the area of the ceramic plate that joins the thermoelectric generator to the heat exchanger. Also in many applications the hot- and cold-side heat exchangers have approximately the same heat transfer coefficient, so for simplicity I take $U_H=U_C=U$, $A_H=A_C=A$, and $K_H=K_C=K$ for the remainder of this analysis.

The conductance of the thermoelectric device, $K_T=K_{||}+K_{TE}$, depends on the conductance of the thermoelectric legs, $K_{TE}$, and the parallel thermal conductance, $K_{||}$, between legs (i.e., convection, conduction, and/or radiation across the gap between the plates). These conductances describe the heat flowing through the device which is divided into the portion that conducts through the legs, $Q_{TE}=K_{TE}(T_1-T_2)$, and the portion that goes around the legs, $Q_{||}=K_{||}(T_1-T_2)$. $K_T$ can be expressed as

$$K_T = \frac{k_p A (1 - F)}{L} + \frac{k_p A F}{2L} + \frac{k_n A F}{2L}, \quad (5.5)$$
where $F = A_{TE}/A$ is the fill factor (see Fig. 1a) and $L$ [m] is the thermoelectric leg length. The cross sectional area of one leg is then $A_{c,n} = A_{c,p} = \frac{1}{2} AF$ and the legs have thermal conductivities $k_n$, and $k_p$, respectively. The parallel thermal conductance is represented using an equivalent thermal conductivity $k_P$, which could also represent linearized radiation and/or natural convection.

Here for simplicity I make the idealization that the heat flowing around the legs is negligibly small ($i.e., K_|| << K_{TE}$). In practice, more detailed calculations\(^{14}\) show this is valid for most applications with $F>0.1$ because the thermal conductance through radiation and the gas is found to be much less than that through the thermoelectric legs. For applications with $F<0.1$ additional measures ($e.g.,$ evacuated tubes and radiation management strategies) are used to minimize the thermal leakage conductance. Neglecting $K_||$ and taking $k_p = k_n = k$, the module conductance simplifies to

$$K_T \approx \frac{kAF}{L}. \quad (5.6)$$

Likewise, the electrical resistance of the device is

$$R \approx \frac{2L}{\sigma_p AF} + \frac{2L}{\sigma_n AF} \approx \frac{4L}{\sigma AF}, \quad (5.7)$$

under the approximation that the electrical contact resistance and metallization resistances are negligible and $\sigma_p = \sigma_n = \sigma$.

5.2.1 Derivation of $ZT$

With these simplifications, the efficiency of the device is ultimately determined by the load on the generator. With the algebraic simplification $m = R_L/R$,

$$P_{gen} = \frac{S_{pn}^2 (T_1 - T_2)^2}{R} \left( \frac{m}{(m+1)^2} \right), \quad (5.8)$$

and the efficiency of a generator under a variable load can be expressed as

$$\eta_{th} = \left( \frac{m}{1/2 \left( \frac{T_2}{T_1} - 1 \right) + K_T R \frac{(m+1)^2}{S_{pn}^2 T_1} + (m+1)} \right) \left( \frac{T_1 - T_2}{T_1} \right), \quad 0 < m < \infty. \quad (5.9)$$

This expression does not include the familiar thermoelectric figure of merit, $ZT$. To introduce $ZT$, consider a collection of terms in the denominator where

$$ZT = \frac{S_{pn}^2 T}{K_T R}, \quad (5.10)$$

known as the module figure of merit. This derivation can be extended from a dual leg device to a module consisting of $N$ pairs of legs electrically in series with minor modifications to Eqn. 5.1 and carried through to yield

$$ZT = \left( \frac{N S_p - N S_n}{NK_T} \right)^2 T \frac{S_{pn}^2 T}{(NK_T)(NR) K_T R}. \quad (5.11)$$
Note that Eqn. 5.9 is a function of $K_T R$; therefore, to maximize the efficiency, the minimum value $K_{TE} R$ is sought.

$$K_{RE} = \frac{k_p}{\sigma_p} + \left( \frac{k_n}{\sigma_p} \right) \left( \frac{A_{c,n} L_p}{A_{c,n} L_n} \right) + \left( \frac{k_p}{\sigma_n} \right) \left( \frac{A_{c,p} L_n}{A_{c,n} L_p} \right) + \frac{k_n}{\sigma_n},$$  \hspace{1cm} (5.12)

where the length, $L_i$, and cross sectional areas $A_{c,i}$ of each leg (e.g., $i = p$ for p-type leg) may differ from one another. Minimizing Eqn. 5.12 by taking the derivative with respect to $A_n L_p / A_p L_n$ and setting the result equal to zero yields the condition

$$\left( \frac{A_{c,n} L_p}{A_{c,p} L_n} \right) = \left( \frac{\sigma_p k_p}{\sigma_n k_n} \right)^{1/2}.$$  \hspace{1cm} (5.13)

This is the condition for an optimum geometry of the device which minimizes Eqn. 5.12

$$\left( K_{RE} R \right)_{min} = \left[ \left( \frac{k_n}{\sigma_n} \right)^{1/2} + \left( \frac{k_p}{\sigma_p} \right)^{1/2} \right]^2.$$  \hspace{1cm} (5.14)

The minimum of value $K_{TE} R$ can be used to determine the maximum value of $ZT$ which is expressed as

$$Z_{max} T = \frac{(S_p - S_n)^2 T}{\left( \left( \frac{k_n}{\sigma_n} \right)^{1/2} + \left( \frac{k_p}{\sigma_p} \right)^{1/2} \right)^2}.$$  \hspace{1cm} (5.15)

Allowing for the simplification that $k_n = k_p = k$, $\sigma_n = \sigma_p = \sigma$, and $S_p = -S_n = S$, the material $ZT$ is expressed as:

$$ZT = \frac{S^2 \sigma T}{k}.$$  \hspace{1cm} (5.16)

This shows the number of idealized steps, geometry constraints, and simplifications that are made to obtain this commonly used material $ZT$ which serves as the figure of merit for thermoelectrics. For this chapter, the material $ZT$ will be used to identify the materials in the figures while the module $ZT$ is used in the analysis under the simplification that the n- and p-type legs have the same thermopower magnitude, same electrical conductivity, and same thermal conductivity. Finally, the figure of merit can be included to simplify the efficiency expression of Eqn. 5.4 and 5.9 to

$$\eta_{th} = \frac{m ZT_i}{ZT_m + m ZT_i + (m + 1)^2} \left( \frac{T_1 - T_2}{T_1} \right) = \eta_{Module} \eta_{Carnot},$$  \hspace{1cm} (5.17)

where $T_m = (T_1 + T_2)/2$ is the average junction temperature. The thermal efficiency of a thermoelectric generator is the product of the module efficiency, $\eta_{module}$, and the Carnot efficiency, $\eta_{Carnot}$.

### 5.2.2 Thermoelectric Efficiency Selection

Thermoelectric generators can be operated at maximum power or maximum efficiency or anywhere in between. In applications where the heat source is essentially free (e.g., solar...
thermal, nuclear power, or waste heat recovery), the minimum overall $/W$ cost is achieved by operating at maximum power, as shall be confirmed below. On the other hand, when heat is costly (e.g., fossil fuel combustion), operating much closer to the maximum efficiency condition may be preferred. In both cases, operating at either maximum power or maximum efficiency is achieved by varying the electrical load resistance on the generator as compared to the internal resistance of the module. The present analysis, however, will be limited to the former case where heat is abundant/free and therefore the maximum power condition is preferred. This condition is determined by the value of $m$ that maximized Eqn. 5.8, which by inspection is $m=1$. It has recently been suggested that, due to thermal feedback from the load resistance affecting the junction temperatures, $m$ should be somewhat greater than unity even at maximum power.\textsuperscript{143,144} Although this higher-order feedback effect could be incorporated here for better accuracy, for algebraic simplicity the analysis below will use the more conventional load matching condition of $m=1$. In this case the efficiency is given by

$$
\eta_{mp} = \frac{ZT}{ZT_m + ZT + 4}\left(\frac{T_1 - T_2}{T_1}\right),
$$

(5.18)

If $ZT$ is small, Eqn. 5.18 simplifies to

$$
\eta_{mp} \approx \left(\frac{1}{4} ZT\right)\left(\frac{T_1 - T_2}{T_1}\right).
$$

(5.19)

Equation 5.19 is an upper bound to the efficiency in Eqn. 5.18.

The efficiency at maximum power is different from the maximum possible efficiency. The value of $m$ that maximizes the efficiency in Eqn. 5.17 is $m = \sqrt{1 + ZT_m}$ which give an efficiency of

$$
\eta_{max} = \frac{\sqrt{1 + ZT_m} - 1}{\sqrt{1 + ZT_m + \frac{T_2}{T_1}}}\left(\frac{T_1 - T_2}{T_1}\right).
$$

(5.20)

5.2.3 Thermal Impedance Matching

It is important to consider how the temperature drop is distributed through the device. Clearly, heat exchangers with high $U$-values are desirable. Having fixed $U$, if the thermoelectric legs are made too short then the temperature drop across the module, and thus the power output, would be small (Eqns. 5.8). On the other hand, if the thermoelectric legs are too long then the total thermal resistance (Eqn. 5.11) also becomes large, reducing $Q_H$, and furthermore the electrical resistance would be large (Eqn. 5.12), both tending to reduce the power output. Therefore there is some intermediate leg length that optimizes this tradeoff, referred to as thermal impedance matching.\textsuperscript{145} A simplified optimization published previously\textsuperscript{144} argued that having half of the temperature drop occur across the thermoelectric is ideal, and a more detailed optimization\textsuperscript{145} that also considered the effects of asymmetric heat exchangers arrived at the same conclusion.

A simplified derivation of this result follows, and will be referred to later. For a typical application with $T_1/T_2 \approx 2$ and $ZT_1 \approx 1$, from Eqn. 5.19 the overall efficiency is $\eta < 13\%$. Thus, from
elementary thermodynamics, >87% of the heat entering the device exits the device on the cold-side. Therefore, to within accuracy of order $\eta$, it can be shown that the heat flows $Q_H$, $Q_{TE}$, and $Q_C$ are all approximately equal,

$$K_H (T_H - T_i) \approx K_T (T_i - T_z) \approx K_C (T_z - T_C).$$

(5.21)

Then the temperature drop across the module can be expressed simply as

$$T_i - T_z \approx \frac{K_H K_C}{K_C K_T + K_H K_T + K_H K_C} (T_H - T_C).$$

(5.22)

This major benefit of this approximation is the resulting analytical simplicity, which is necessary to obtain the key closed form results in the remainder of this paper. It should also be noted that Eqn. 5.22 introduces errors typically at the ~10% level, although this is a minor correction as compared to the order-of-magnitude variations in the $$/W$ metrics that will be seen below. Further analytical refinement might be possible by accounting for the Peltier and Joule heating terms using an effective thermal conductivity. Proceeding, because here the hot and cold heat exchangers are matched ($K_C=K_H=K=UA$), with the use of Eqns. 5.6, 5.7, 5.8, and 5.22 the power can be expressed as

$$P = \frac{S_{m}}{4} \sigma (T_H - T_C)^2 \frac{AF}{(m+1)^2} \left( \frac{m}{2L_T F + L} \right)^2.$$  

(5.23)

with the leg length that maximizes the power being

$$L = 2FL_T.$$  

(5.24)

where $L_T [m]$ is a characteristic thermal length defined as

$$L_T \equiv \frac{k}{U}.$$  

(5.25)

For $F \approx 1$, when $L_T$ is much larger than the thermoelectric leg length $L$, the heat exchangers dominate the thermal resistance and temperature drop in the device. This thermal length parameter is a useful normalization condition and will be used as a characteristic length scale for comparison throughout this chapter. Once a material and an application (including heat exchanger type) are selected, $L_T$ is a known constant. Equation 5.24 is known as the thermal impedance matching condition and is referenced as such in this chapter. At this condition Eqn. 5.22 yields

$$T_i - T_z \approx \frac{1}{2} (T_H - T_C),$$

(5.26)

which shows that the maximum power output is obtained when half the temperature drop occurs across the module.

### 5.2.4 Series and Parallel Thermal Resistances

The series thermal resistances ($1/K_H$ and $1/K_C$) are critical for the application of thermoelectric generators. For comparison of materials, typical heat exchanger $U$-values were selected from literature based upon the application temperature and are summarized in Table 5.2. The metallization layers and electrically insulating plates also add series thermal resistances. To approximate the metallization layers, copper with a thermal conductivity of $k_f=400$ W/m-K and a thickness of $t_f=25.4$ µm were selected. For the electrical insulating, top and bottom ceramic plates, alumina silicate with a thermal conductivity of $k_2=30$ W/m-K and a
thickness of $t_2=0.38$ mm, was selected. All these series resistances are summed together as inverses to yield the overall series resistances:

$$\frac{1}{K_{H}} = \frac{1}{U_{CA}} \frac{t_1}{k_1A} + \frac{t_2}{k_2A} \quad (5.27)$$

$$\frac{1}{K_{C}} = \frac{1}{U_{CA}} \frac{t_1}{k_1A} + \frac{t_2}{k_2A} \quad (5.28)$$

The thermal model does not consider the radial heat spreading/constriction resistance that may be important in some more novel thermoelectric module designs with small $F$.

The parallel thermal conductance, $K_{||}$, also has a significant effect on the module performance and must be accounted for correctly as it scales with $F$. In many applications, the volume between the thermoelectric legs is likely to be occupied by a gas (e.g., air). In these situations, conduction, convection, and radiation all contribute to the parallel thermal conductance.

For conduction, the inside of the TE module can be treated as an enclosure where the Rayleigh number, $Ra_L$, which is a measure of the buoyant forces to viscous forces, is appropriate to determine the contribution of natural convection. A thermally unstable condition, where advection within the cavity becomes important, occurs when $Ra_L>1708$. Otherwise, conduction through the gas dominates. In this application, the length scale used in the $Ra$ number is taken as the thermoelectric leg length. In general this dimension should be the length in the direction of gravity. Since the aspect ratio of the legs for conventional generators is near unity, and the pitch between legs is near this dimension, orientation is not overly important. Therefore, the module thickness dimension is a valid first order approximation for the characteristic length. In most applications, dry air (or possibly even pure nitrogen) will occupy that volume. If the advection condition is met, then convection contribution can be approximated as

$$\frac{h_L}{k} = 0.069 Ra_L^{1/3} Pr^{-0.074} \quad 3 \times 10^5 \leq Ra_L \leq 7 \times 10^9 \quad (5.29)$$

and

$$K_{||,\text{conv}} = \frac{k_{\text{air}} (1-F) A}{L} \left(0.069 Ra_L^{1/3} Pr^{-0.074}\right) \quad (5.30)$$

where $h$ is the convective heat transfer coefficient. If the advection condition is not met, then conduction through the gas dominates the parallel thermal leakage and can be expressed as

$$K_{||,\text{cond}} = \frac{k_{\text{air}} (1-F) A}{L} \quad (5.31)$$

For most leg lengths, conduction will dominate, but at large leg lengths convection does contribute. Correcting for this convective contribution does not significantly change the results but should be accounted for nonetheless to accurately determine the parallel thermal conductance.

In addition to conduction and convection, radiation exchange may produce a non-negligible contribution to the parallel thermal conductance. The configuration view factor and the surface emissivities parameters dominate the radiation heat transfer between the hot and cold
surfaces and are largely unknown across many thermoelectric applications. To a first approximation, the radiative exchange between the thermoelectric legs and the hot and cold surfaces can generally be neglected relative to conduction/convection along/between the legs. However, to include this contribution in a simplified analysis, the configuration view factor for radiation exchange between two parallel plates is approximated as

\[
VF = \left( \sqrt{1 + \frac{L^2}{A}} - \frac{L}{\sqrt{A}} \right)^2
\]

which is motivated by the 1D configuration view factor for two infinitely long, parallel plates of identical finite widths.\textsuperscript{147} Thus, the radiation component of the parallel leakage can be approximated as

\[
K_{||,\text{rad}} \approx \frac{\sigma_{sb}T_m^3(1-F)A}{\left( \frac{1-\varepsilon_1}{\varepsilon_1} + \frac{1-\varepsilon_2}{\varepsilon_2} + \frac{1}{VF} \right)} \approx \frac{\sigma_{sb}T_m^3(1-F)A}{1 + \frac{1}{VF}},
\]

where \(\sigma_{sb}\) is the Stefan-Boltzmann constant, and \(\varepsilon_i\) is the emissivity of the parallel plates. The emissivity is assumed to be constant for both plates with a value \(\varepsilon = 2/3\) which is comparable to the emissivity of alumina. Combining the radiation and convection/conduction contributions, the total parallel thermal leakage conductance can be determined.

### 5.2.5 Power Generation Cost Metric

The present analysis considers overnight capital costs while neglecting operating, maintenance, and fuel costs (i.e., heat is treated as free). Thus, the total cost of a thermoelectric generator system can be divided into (i) volumetric module costs, (ii) areal module costs, and (iii) heat exchanger costs. The volumetric module costs, \(C'''\) [\$/m\(^3\)], include the cost of the thermoelectric material, volumetric manufacturing costs (e.g. ball milling and hot pressing), and any other costs that scale with the amount of thermoelectric material. The areal module costs, \(C''\) [\$/m\(^2\)], include the cost of the metallization, areal manufacturing costs (e.g., dicing and cutting), and any other costs that scale with the area of the module. Although many materials have similar \(C'''\) and \(C''\), a few (e.g. microfabricated nanowires, superlattices grown from molecular beam epitaxy) can have much larger costs due to their specialized manufacturing techniques. While numerical values for \(C'''\) and \(C''\) are generally difficult to obtain, they are reported for thirty common thermoelectric materials in a concurrent paper.\textsuperscript{14}

The costs of heat exchangers, \(C_{HX}\), are typically normalized to their heat transfer coefficient and expressed with units [\$/(W/K)].\textsuperscript{148} For a specific class of heat exchangers and ratio of heat load to temperature drop, \(C_{HX}\) is constant to a good approximation. Therefore, the areal cost of the heat exchanger can be expressed as \(C_{HX}U\) [\$/m\(^2\)].

In this manner, the total cost of the device, \(C\) [\$], can be expressed as

\[
C = \left( C'''L + C'' \right) AF + C_{HX}UA
\]

which scales with the area and fill factor. Dividing this cost by the power generated yields the cost on a [\$/W] basis, defined above as \(G\). Using Eqns. 5.23 and 5.34, I obtain
Finally, using Eqn. 5.22 and matched heat exchangers, the unknown junction temperatures \( T_1 \) and \( T_2 \) can be substituted out in favor of the known reservoir temperatures \( T_H \) and \( T_C \), leading to

\[
G \approx \frac{4}{S_{pn}^2 \sigma (T_H - T_C)^2} \left( \frac{(m+1)^2}{m} \left( 2 \frac{K_T}{K} + 1 \right)^2 \left( C'' + C'' + C_{UL} \frac{UL}{F} \right) \right) \quad (5.36)
\]

Again, the value of \( m \) that minimizes \( G \) is clearly the load matching condition \( m=1 \), corresponding to maximum power. Assuming that heat is free, operating at any other load condition results in higher cost. If heat is not free and fuel costs are significant, then a different optimal load condition will balance the capital cost and fuel costs as discussed elsewhere. The exact temperature difference and therefore the exact \( G \), for a load matched \((m=1)\) device, can be determined by performing energy balances at the hot and cold junctions. This yields a system of coupled non-linear equations

\[
K_H (T_H - T_1) - K_T (T_1 - T_2) - \frac{S_{pn}^2 (T_1 - T_2) T_1}{2R} + \frac{S_{pn}^2 (T_1 - T_2)^2}{8R} = 0 \quad (5.37a)
\]

\[
\frac{S_{pn}^2 (T_1 - T_2)^2}{4R} - K_H (T_H - T_1) + K_C (T_2 - T_C) = 0 \quad (5.37b)
\]

which can be solved numerically for the temperature difference \( T_1 - T_2 \).

Equation 5.35 and the approximate form of Eqn. 5.36 are useful for evaluating the overall cost of the thermoelectric system. These expressions allow for direct comparisons between thermoelectric power generation and other electricity generation technologies on the same $/W basis. The approximations in Eqn. 5.22 and 5.36 will always over-predict the actual temperature difference and power generated. Therefore, the approximate \( G \) from Eqn. 5.36 will always be less than the exact value from Eqn. 5.35, making Eqn. 5.36 a lower \( \text{(i.e. optimistic)} \) bound for the $/W cost of a thermoelectric system.

Using the electric power and the cost of the device, Eqn. 5.35 can be evaluated in units of $/W as a function of \( L \) for a chosen \( F \) as shown in Fig. 5.2a for a doped bismuth telluride example (Material ID #2). By selecting a fill factor, an optimum length, \( L_{\text{opt}} \), exists which minimizes \( G \). The heat flowing into the hot-side, \( Q_{\text{H}} \), and the thermal efficiency, \( \eta=P_{\text{gen}}/Q_{\text{H}} \), are determined as a function of leg length as shown in Fig. 5.2b and the electric power density, \( P_{\text{gen}}/A \), generated is determined as a function of leg length as shown in Fig. 5.2c. The leg length which minimizes \( G \) is different from the leg length that maximizes efficiency or the leg length that maximizes the electric power output. Figure 5.2 shows the difference between designs optimized for efficiency or power and an alternative design that optimizes \( G \).
Figure 5.2 System parameters vs. thermoelectric leg length. Example of optimum leg length $L_{opt}$ and cost $G$ minimization for power generation using Material ID #2 in Table 5.1 (bulk Bi$_{0.52}$Sb$_{1.48}$Te$_3$) with $F_{opt}=0.21$ and parameters in the Low Temperature Scenario of Table 5.2. The leg length that results in the minimum cost (a: $L_{opt}=4.4$ mm) is not the same length that maximizes the efficiency (b: $L_{max,\eta}=24$ mm) or output power (c: $L_{max,P}=7.3$ mm). Note (a) is on a linear scale while (b) and (c) are on a log scale. The black and blue $\eta$ curves in (b) are nearly indistinguishable.

The cost, efficiency, and electric power output are functions of the load condition $m$ as illustrated by the different color lines in Fig. 5.2. In situations where there is excess heat (i.e., fuel/heat is free) the maximum power condition $m=1$ is most appropriate and yields the lowest cost. In situations where heat is costly, the maximum efficiency condition may be more appropriate. Evaluating fuel costs is beyond the scope of this work but has been investigated elsewhere.\textsuperscript{126} The unmatched condition (i.e., $m$ is arbitrary) may also be acceptable depending on the application or cost of power electronic conditioning circuits necessary to load match.
5.2.5.1 Power Generating Electronics

Power electronic conditioning circuits match the resistance of the load to the resistance of the module in order to maintain either the maximum power condition \( m=1 \) or the maximum efficiency condition \( m = \sqrt{1+ZT_m} \). It is useful to consider the additional costs on a $/W basis for operating at a load condition other than at maximum power, \( m=1 \). This cost can be considered the opportunity cost for not properly load matching. Power electronics can be used to load match. If the capital cost of the power electronics system costs more than is recoverable by correcting for the opportunity cost, then it is not cost advantageous to use power electronics. The opportunity cost as a percentage of the capital cost is useful and can be defined as

\[
\text{Opportunity Cost} = \frac{G - G_{m=1}^G}{G_{m=1}^G}.
\]

Assuming fixed junction temperatures, only terms which are a function of \( m \) remain after this normalization. The hot-side heat \( Q_H \) from Eqn. 5.2 can be expressed as

\[
Q_H = \frac{ZT_1}{m+1} - \frac{Z(T_1-T_2)}{2(m+1)^2}
\]

for generic \( m \) with \( Z \) representing the module figure of merit. Thus, the opportunity cost is

\[
\frac{G - G_{m=1}^G}{G_{m=1}^G} = \frac{G}{G_{m=1}^G} - 1 = \frac{\eta Q_H}{\eta G_{m=1}^G} - 1.
\]

By using Eqns. 5.17, and 5.38-5.40, opportunity cost due to operating at a generic \( m \) is expressed as

\[
\frac{G - G_{m=1}^G}{G_{m=1}^G} = \left[ \frac{\frac{ZT_1}{Z T_m + ZT_1 + 4}}{mZT_1 \left( \frac{ZT_m + mZT_1 + (m+1)^2}{ZT_m + mZT_1} \right)^{\frac{1}{2}}} \right] \left[ 1 + \frac{\frac{ZT_1}{ZT_m + ZT_1 + 4}}{mZT_1 \left( \frac{ZT_m + mZT_1 + (m+1)^2}{ZT_m + mZT_1} \right)^{\frac{1}{2}}} \right] - 1
\]

where the opportunity cost due to operating at maximum efficiency is

\[
\frac{G_{m=1}^G - G_{m=1}^G}{G_{m=1}^G} = \left[ \frac{\frac{ZT_1}{Z T_m + ZT_1 + 4}}{\sqrt{1+ZT_m}} \right] \left[ 1 + \frac{\frac{ZT_1}{ZT_m + ZT_1 + 4}}{\sqrt{1+ZT_m}} \right] - 1
\]

The cost-necessity of these circuits is evaluated in Fig. 5.3. The lack of a proper load condition results in an opportunity cost for power generation which is plotted as a function of \( ZT_m \). The opportunity cost is expressed as a percentage of the capital cost of the device. The \( m=1 \) (horizontal blue line) case is the ideal situation where there is no opportunity cost. Other arbitrary load conditions (horizontal red lines) represent different degrees of opportunity costs. The black curve in Fig. 5.3 is the percent difference between \( G \) with \( m = \sqrt{1+ZT_m} \) and \( G \) with \( m=1 \); this is the opportunity cost for operating at the maximum efficiency condition rather than
the load matched condition. The black circles represent the position of materials considered in this chapter along the maximum efficiency line. For most materials, $ZT_m$ is low enough that operating at the maximum efficiency or maximum power makes little difference. However, at larger $ZT_m$ this difference becomes significant. For a device operating at a condition other than $m=1$, the opportunity cost is higher, and the added cost of power electronics should be considered. For example, if a material has a $ZT_m=1$, and throughout normal operation $m$ fluctuates to 1.5 for a large fraction of generating time, then an opportunity cost of 4% of the capital cost is incurred in the absences of conditioning circuits. If the conditioning circuit costs less than 4% of the capital cost of the device, then the additional power delivered warrants the cost of the conditioning circuit. This varies with each material/system as they have different capital costs. For inexpensive systems the additional system cost of conditioning circuits is not justified; whereas, this cost may be justified for expensive systems.

![Figure 5.3](image.png)

**Figure 5.3** Opportunity cost associated with non-optimized load conditions. The opportunity costs are percentages of the total capital cost of the module. Designing the module to operate at the maximum power condition or introducing a power electronics conditioning circuit to load match has appreciable cost benefit. The horizontal lines represent specific load conditions $m=R_L/R$: (blue: $m=1$) maximum power condition, (black: $m=\sqrt{1+ZT_m}$) maximum efficiency condition, (red: $m=1.50, 1.75, 2.00$) unmatched load conditions. The circles represent the practical maximum efficiency conditions of the materials investigated in this study. The optimum load is the matched load ($m=1$), which produced the maximum power and the zero opportunity cost.
5.2.5.2 Levelized Cost of Electricity

The levelized cost of electricity (LCOE) is often used to compare the value of different electricity generating technologies; the lower the LCOE value, the lower the cost to generate electricity. This metric is complex and is typically a function of several variables including the overnight capital cost, the ongoing fuel costs, and the recurring maintenance costs. These costs are spread over the lifetime of the system at a specified capacity factor (uptime) and financial discount rate. The units of LCOE are typically $/kWh, and determining the LCOE value is application-specific because of the number (and specificity) of input parameters. The analysis in this manuscript only calculates the overnight capital cost of the generator (related to $G$), which is only one input parameter for the LCOE value.

A simplified methodology for calculating the LCOE is presented below which provides a way of converting the $/W$ value into a $/kWh$ value using more specific parameters which are beyond the scope of this manuscript. First, several input parameters must be selected for a given application and applied to

\[
\text{LCOE} = \frac{C + \sum_{t=1}^{n} F_t + M_t}{\sum_{t=1}^{n} E_t (1+r)^t}.
\]

(5.43)

The terms are as follows: (i) $C$ [$] = G$ [$W$]·$P_{\text{gen}}$ [$W$] is the overnight capital cost, (ii) $F_t$ [$]$ is the annual fuel costs, (iii) $M_t$ [$]$ is the annual maintenance cost, (iv) $r$ [3\%=0.03] is the annual discount rate, (v) $\alpha_t$ [90\%=0.90] is the annual capacity factor, (vi) $n$ [yrs] is the system lifetime, and (vii) $E_t$ [kWh] = $\alpha_t$ [%]·$P_{\text{gen}}$[W]·(8.76 [kWh/W]) is the annual energy generated. Here, $P_{\text{gen}}$ is the output of the generator in W, and the conversion factor in (vii) is the number of hours in a year divided by 1000 to convert from W to kWh. Systems with low $G$ also tend to have low LCOE. As a simple example, if $F_t$, $M_t$, and $\alpha$ are assumed constant, and $n$ is very large, it is easily shown that

\[
\text{LCOE} = rG_{\text{eff}},
\]

(5.44)

with $G_{\text{eff}} = C_{\text{eff}}/P_{\text{eff}}$, where $P_{\text{eff}}=\alpha P_{\text{gen}}$ is the average power output, $C_{\text{eff}} = C + (F_t + M_t)/r$ is an effective capital cost including the present value of all future fuel and maintenance expenses, and $r$ carries units of 1/yr. The limiting form of Eqn. 5.44 illustrates the close relationship between an LCOE analysis and the current $G$ analysis. The simplified expression of Eqn. 5.44 ignores several financial factors, including a corporate tax rate, end-of-life salvage value, and projected system degradation, which other more sophisticated LCOE analyses consider.

5.2.6 Thermoelectric Cooling Cost Metric

The device physics of thermoelectric coolers are similar to those of generators except that electric power is supplied rather than being generated. It is usually desirable to operate thermoelectric coolers at the maximum COP since electricity is continually purchased. For thermoelectric cooling the goal is to maintain a specified temperature difference at the junctions of the module. The hot- and cold-side heat exchangers act as additional thermal resistances. The cold-side junction $T_2$ needs to be colder than $T_C$, and the hot-side junction $T_1$ needs to be hotter than $T_H$. This over cooling/heating places an extra burden on the thermoelectric module design as the cold-side junction needs to be cooled below the target reservoir temperature. To remove this...
burden, the thermoelectric junction should be in intimate contact with the object being cooled. Therefore as a simplification, ideal hot-side and cold-side heat exchangers are considered here (i.e., \( U_f = U_c = \infty \)). However, the series thermal resistances of the ceramic plates and metal shunts are still included, so \( K_H \) and \( K_C \) are finite. This simplification fixes the temperature of the exteriors of the ceramic plates to be the reservoir temperatures. The fill factor \( F \) is approximately one because the device should be covered in as much active thermoelectric material as possible in order to pump heat.

Under these simplifications \( (U = \infty, F = 1) \), the mean junction temperature is approximated as the mean reservoir temperature, \( T_m \approx (T_H + T_C)/2 \), enabling an explicit solution for the junction temperatures by performing an energy balance on the cold-side junction. This yields a quadratic equation

\[
\left( -\frac{S_{pm}^2 \sqrt{1 + ZT_m}}{R \left( \sqrt{1 + ZT_m} - 1 \right)^2} \right) T_2^2 + \left( \frac{S_{pm}^2 T_m \left( \sqrt{1 + ZT_m} + 1 \right)}{R \left( \sqrt{1 + ZT_m} - 1 \right)^2} + K_T + \frac{K_C}{2} \right) T_2 + \left( -\frac{S_{pm}^2 T_m^2}{R \left( \sqrt{1 + ZT_m} - 1 \right)^2} - K_T T_m - \frac{K_C T_C}{2} \right) = 0
\]

for which the smallest root is the cold-side junction temperature, and the hot-side junction temperature is determined using \( T_f \approx 2T_m - T_2 \). These junction temperatures are used to determine the COP and supplied power \( P_{sup} \).

\[
\operatorname{COP} = \frac{T_2}{T_1 - T_2} \left[ \frac{\sqrt{1 + ZT_m} - T_1}{T_2} \right]^{1/2}
\]

\[
P_{sup} = \frac{2S_{pm}^2 (T_1 - T_2)^2}{R \left( \sqrt{1 + ZT_m} - 1 \right)}
\]

Both of these equations are functions of leg length and can be evaluated numerically.

Just like thermoelectric generators, there is a tradeoff between the capital cost of the module and the efficiency. In order to reduce the capital cost of the module, shorter leg lengths are used. However, this reduces the efficiency of the thermoelectric cooler. Since thermoelectric coolers consume electricity and provide a cooling service, the cost of electricity is important, so a thermoelectric module with a large coefficient of performance, COP, is desirable. The COP is the ratio of the cooling power removed from the cold-side to the electric power consumed. Electricity is purchased on a $/kWh basis, so the most appropriate metric is the operating cost expressed in units of $/kWh where the subscripts represent electric and thermal (cooling) energy, respectively. The capital cost of the thermoelectric cooler is amortized over the lifetime and added to the operating cost. Operating continuously and purchasing electricity hourly over
the lifetime allows for a simplification in the amortization where the capital cost is multiplied by the amortization (discount) rate, \( r \), on an hourly basis. This allows for both capital cost and operating costs to be considered for cooling applications. The appropriate operating cost metric is

\[
H = \frac{C_e}{\text{COP}} + r \frac{C}{\text{COP} \cdot P_{sup}},
\]

(5.48)

where \( C_e \) represents the price of electricity. The price of electricity varies. In the United States,\(^{37} \) the average industrial user purchases electricity at a price of $0.068/kWh\(_{e}\), and residential users purchase electricity at a price of $0.12/kWh\(_{e}\). The average price of electricity is taken as $0.098/kWh\(_{e}\) in this analysis and is bounded by the industrial and residential prices (i.e., the error bars). The product of the COP and \( P_{sup} \) is the thermal cooling power delivered, in kWe\(_{th}\), and yields the thermal energy delivered in kWh\(_{th}\) once divided by \( r \). Finally, using the cost expression in Eqn. 5.34 and neglecting the cost of the heat exchanger (i.e., \( C_{HX} = $0.00/(W/K)\)), the cooling cost metric can be expressed as

\[
H = \frac{C_e}{\text{COP}} + r \frac{C}{\text{COP} \cdot P_{sup}} \left( \frac{C}{\text{COP}} \right) \sqrt{1 + ZT_m} - 1
\]

(5.49)

where the junction temperature difference and COP are determined by solving the quadratic equation in Eqn. 5.45. In power generation and thermoelectric cooling, the thermal conductance of the device, the electrical resistance, and overall cost are complex functions of the leg length \( L \) and fill factor \( F \).

### 5.2.6.1 Thermoelectric Cooling Coefficient of Performance

The analysis for thermoelectric cooling is similar to the analysis of a thermoelectric generator with the same approximations: (i) thermal and electrical contact/junction resistance are negligible, (ii) the cross-sectional areas are constant along the length of each leg, (iii) the material properties \( S, k, \sigma, Z \) are evaluated at the mean temperature and are temperature independent near this nominal temperature, and (iv) the electrical resistance of the metallization layer and shunt are negligible.

For the cooling analysis, the resistive load in the dual leg thermoelectric generator in Fig. 5.1 is replaced with a voltage supply, \( V_{sup} \), which drives the current in the reverse direction of the arrows in Fig. 5.1. The thermoelectric cooler coefficient of performance, COP, relates the cooling power removed from the cold-side to the electrical power supplied.

\[
\text{COP} = \frac{Q_C}{P_{sup}}
\]

(5.50)

The electric power supplied can be expressed as a function of current, thermopower, and module resistance

\[
P_{sup} = \left( S_{pn} \left( T_1 - T_2 \right) + IR \right) I = S_{pn} \left( T_1 - T_2 \right) + I^2 R
\]

(5.51)

The cooling power removed from the cold-side can be determined by a net energy balance of the cold-side node \( T_2 \) under reverse bias

\[
Q_C = S_{pn} T_2 I - K_T \left( T_1 - T_2 \right) - \frac{1}{2} I^2 R
\]

(5.52)

Combining Eqns. 5.50-5.52, the COP can then be expressed as
\[
\text{COP} = \frac{S_{pm} T^2 - K_f (T_1 - T_2) - \frac{1}{2} I^2 R}{S_{pm} f (T_1 - T_2) + I^2 R}.
\]  \tag{5.53}

Simplifying this equation by introducing \( f \) yields
\[
\begin{align*}
f & \equiv \frac{IR}{S_{pm}} = \frac{V_{sup}}{S_{pm}}, \\
\text{COP} &= \frac{fT_2 - \frac{1}{2} f^2 - K_f R (T_1 - T_2)}{f (T_1 - T_2) + f^2}.
\end{align*}
\]  \tag{5.54}

This is the most general COP equation and the module figure of merit defined in Eqn. 5.11 can be re-introduced.

\[
\text{COP} = \frac{fT_2 - \frac{1}{2} f^2 - (T_1 - T_2)/Z}{f (T_1 - T_2) + f^2}.
\]  \tag{5.55}

It is also useful to determine the maximum COP which is accomplished in an analogous manner to the maximum efficiency given there is no parallel leakage heat loss (i.e., \( K_f = 0 \) and \( K_f = K_{TE} \)), and the optimized geometry of Eqns. 5.13 are used. The result is
\[
\begin{align*}
\text{COP}_{\text{max}} &= \frac{\left(T_1 - T_2\right)}{\sqrt{1 + ZT_m} - 1} \Rightarrow \text{COP}_{\text{max}} = \frac{T_2}{(T_1 - T_2)} \left[ \frac{\sqrt{1 + ZT_m} - T_1}{T_2} \right] \frac{1}{\sqrt{1 + ZT_m} + 1}.
\end{align*}
\]  \tag{5.56}

5.2.6.2 Amortized Capital Cost

For most cooling applications, the cost of electricity over the lifetime of the module dominates the overall cost. An example of a typical commercial TE module\(^\dagger\) illustrates this point. The module costs \$16.60 and consumes 45 W\(_e\) of electric power. It would cost \$775 to operate this continuously for 20 years at a fixed price of \$0.098/kWh\(_e\). It is appropriate to amortize the cost of the module over the lifetime and add this to the cost of electricity since the module cost is not negligible. The capital cost is normalized by the power consumption, \( \text{CAP} = \$16.60/0.045\text{kHz}_e = $368.89/\text{kHz}_e \), and divided into payments, \( \text{PMT} \), with the appropriate amortized payment period being hourly since electricity is sold on a kWh\(_e\) basis. This is expressed as
\[
\text{PMT} = \text{CAP} \frac{r (1+r)^n}{(1+r)^n - 1},
\]  \tag{5.58}

where \( r \) is the period discount rate taken at 3% annually or 0.00034% hourly (using simple interest) corresponding to an average inflation rate, and \( n \) is the number of hours in 20 years (i.e., 175,200 hours in 20 years). Since this approaches the limit of large \( n \) (i.e., amortized continuously), this expression simplifies to \( \text{PMT} \approx r \text{CAP} \), so 0.00034% of the normalized capital cost is added to the cost of electricity. In the current example of a commercial module, the amortized cost is \$0.0013/kWh\(_e\) which is 1.3% of the cost of electricity. Because the uncertainty

in the projected price of electricity over time (especially due to regional and seasonal variations) is much larger than this amortization, accounting for the capital cost of the module becomes more important in modules requiring expensive materials or manufacturing techniques.

5.2.7 Cost Considerations

In addition to the device physics, both material and manufacturing costs influence the overnight system cost. The cost, \( C \) in Eqns. 5.35 and 5.48, is a function of the bulk raw material cost \( C_B \) [\$/kg], the processing bulk material cost \( C_{M,B} \) [\$/kg], the areal manufacturing cost \( C_{M,A} \) [\$/m\(^2\)], and the cost of both heat exchangers \( C_{HX} \) [\$/W/K] as summarized in Table 5.2.\(^\ddagger\)

The overall cost \( C \) is also dependent on the heat exchanger heat transfer coefficient \( U \), the density of the active material \( \rho \), the leg length, and area of the ceramic plates, \( A \):

\[
C = \left( \frac{C_B + C_{M,B}}{C'''} \rho L + \frac{C_{M,A}}{C''} \right) AF + C_{HX} UA \tag{5.59}
\]

The collection of terms in the first expression is a volumetric cost \( C''' \) [\$/m\(^3\)], and the second term is an areal cost \( C'' \) [\$/m\(^2\)] as discussed with Eqn. 5.34. The cost of the extracted raw, bulk material \( C_B \) captures the fundamental differences in material costs. The material cost is determined from the 2011 price of each element as reported by the U.S. Geological Survey; it is based on the worldwide production of the element and represents the average price an industrial consumer would pay.\(^1\)\(^5\) Manufacturing costs are divided into two categories based on the method of material processing. Processes enacted on the entire bulk volume of material such as ball milling and spark plasma sintering have costs denoted by \( C_{M,B} \). Other processes like dicing and metallization depend on the area of material processed; these costs are indicated by \( C_{M,A} \). The cost is calculated by dividing the equipment capital cost by the equipment lifetime and throughput.

The materials in Table 5.1 are separated by common material types: chalcogenides, silicides, clathrates, half heusler alloys, skutterudites, and oxides. The polymer PEDOT:PSS, doped with DMSO, was also included.\(^1\)\(^5\)\(^1\)\(^5\) The areal manufacturing costs associated with the polymer material are unique since a polymer device would likely be made using a process like screen printing. A solution printing process can also be used for the metallization layer in these cases, eliminating the need for dicing. Hence, \( C_{M,A} \) for polymer or solution-processed materials could be significantly lower than other materials.

The costs of heat exchangers are typically reported in units of dollars per thermal conductance [\$/W/K] which can be expressed in units of [\$/m\(^2\)] by multiplying \( C_{HX} \) by the heat exchanger’s \( U \)-value. The resulting areal cost of real heat exchangers\(^1\) is linear with the \( U \)-value as shown in Fig 5.4. Approximating each line as passing through the origin, the slope is the \( C_{HX} \) value for that class of heat exchangers and for that specific design demand conductance (i.e,

\[^\ddagger\] Justification for cost estimates can be found in Saniya LeBlanc, Shannon K. Yee, Matthew L. Scullin, Chris Dames, and Kenneth E. Goodson, “Material and Manufacturing Cost Considerations for Thermoelectrics,” submitted, 2013.
\( \frac{Q}{(T_H-T_i)} \); different heat exchanger types and different design requirements will have different \( C_{HX} \) values.

Figure 5.4 Heat exchanger costs. Typical areal cost as a function of heat transfer coefficient for tube and shell (open points) and plate and fin heat exchangers (solid points). The cost depends on the heat flow \( Q_H \) and temperature difference \( (T_H-T_i) \). For \( K_{H} = \frac{Q_H}{(T_H-T_i)} \) = 5 kW/K (circles), 10 kW/K (triangles), and 30 kW/K (squares). Data extracted from Ref. 148.
Table 5.1 Material Identification Table. Color coding identifies material types: red for chalcogenides and SiGe, blue for silicides, purple for clathrates, green for skutterudites, black for oxides, yellow for half heuslers, and grey for others

<table>
<thead>
<tr>
<th>Material Class</th>
<th>ID #</th>
<th>Material Name</th>
<th>Manufacturing Class</th>
<th>Density $\rho$ (kg/m$^3$)</th>
<th>$C_B$ ($/kg$)</th>
<th>$C_{M,B}$ ($/kg$)</th>
<th>$C_{M,A}$ ($/m^2$)</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chalcogenides &amp; SiGe</td>
<td>1</td>
<td>Bi$_2$Te$_3$</td>
<td>Bulk</td>
<td>8098</td>
<td>109.85</td>
<td>0.00</td>
<td>168.23</td>
<td>151,152</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>Bi$<em>{0.52}$Sb$</em>{1.48}$Te$_3$</td>
<td>Bulk</td>
<td>6900</td>
<td>125.47</td>
<td>0.00</td>
<td>168.23</td>
<td>153</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>Bi$<em>{0.52}$Sb$</em>{1.48}$Te$_3$</td>
<td>Nanobulk</td>
<td>6900</td>
<td>125.47</td>
<td>2.03</td>
<td>168.23</td>
<td>153</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>Bi$<em>{0.54}$Te$</em>{0.46}$</td>
<td>Nanowire</td>
<td>8582</td>
<td>83.77</td>
<td>1,072.96</td>
<td>168.23</td>
<td>154</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>(Na$<em>{0.0283}$Pb$</em>{0.9767}$Te$<em>{0.9733}$)(Ag$</em>{1.11}$Te$_{0.555}$)</td>
<td>Nanobulk</td>
<td>9214</td>
<td>81.14</td>
<td>0.06</td>
<td>168.23</td>
<td>155</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>Bi-doped PbSe$<em>{0.98}$Te$</em>{0.02}$/PbTe</td>
<td>Superlattice</td>
<td>8820</td>
<td>55.10</td>
<td>3,991.10</td>
<td>168.23</td>
<td>156</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>AgPb$<em>{1.3}$Sb$</em>{2.7}$Te$_{2.0}$</td>
<td>Bulk</td>
<td>9273</td>
<td>83.81</td>
<td>0.00</td>
<td>168.23</td>
<td>157</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>SiGe</td>
<td>Bulk</td>
<td>4486</td>
<td>678.76</td>
<td>0.00</td>
<td>168.23</td>
<td>158</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>Si$<em>{0.9}$Ge$</em>{0.1}$</td>
<td>Nanobulk</td>
<td>3504</td>
<td>371.00</td>
<td>1.10</td>
<td>168.23</td>
<td>158</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>SiGe</td>
<td>Nanowire</td>
<td>4486</td>
<td>678.76</td>
<td>1,072.96</td>
<td>168.23</td>
<td>159</td>
</tr>
<tr>
<td>Silicides</td>
<td>11</td>
<td>Mg$<em>2$Si$</em>{0.8}$B$_{0.15}$</td>
<td>Nanobulk</td>
<td>4309</td>
<td>6.67</td>
<td>1.10</td>
<td>168.23</td>
<td>160</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>Mg$<em>2$Si$</em>{0.98}$S$_{0.04}$</td>
<td>Bulk</td>
<td>4166</td>
<td>4.04</td>
<td>0.00</td>
<td>168.23</td>
<td>161</td>
</tr>
<tr>
<td></td>
<td>13</td>
<td>Si</td>
<td>Nanobulk</td>
<td>2330</td>
<td>3.09</td>
<td>1.10</td>
<td>168.23</td>
<td>162</td>
</tr>
<tr>
<td></td>
<td>14</td>
<td>Si</td>
<td>Nanowire</td>
<td>2330</td>
<td>3.09</td>
<td>1,072.96</td>
<td>168.23</td>
<td>163</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>MnS$_{1.75}$</td>
<td>Bulk</td>
<td>5022</td>
<td>1.46</td>
<td>0.00</td>
<td>168.23</td>
<td>164</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>Mn$_{1.8}$</td>
<td>Nanobulk</td>
<td>4210</td>
<td>1.51</td>
<td>1.10</td>
<td>168.23</td>
<td>164</td>
</tr>
<tr>
<td>Clathrates</td>
<td>17</td>
<td>Ba$<em>6$Ga$</em>{16}$Ge$_{23}$Zn$_2$</td>
<td>Bulk</td>
<td>5068</td>
<td>615.03</td>
<td>1.26</td>
<td>168.23</td>
<td>165</td>
</tr>
<tr>
<td></td>
<td>18</td>
<td>Ba$<em>6$Ga$</em>{16}$Ge$_{20}$</td>
<td>Bulk</td>
<td>5015</td>
<td>644.02</td>
<td>0.06</td>
<td>168.23</td>
<td>166</td>
</tr>
<tr>
<td></td>
<td>19</td>
<td>Ba$_3$Sr$_1$Al$_2$Si$_3$</td>
<td>Bulk</td>
<td>3240</td>
<td>1.64</td>
<td>0.01</td>
<td>168.23</td>
<td>167</td>
</tr>
<tr>
<td>Skutterudites</td>
<td>20</td>
<td>CeFe$<em>{3}$Sb$</em>{12}$</td>
<td>Bulk</td>
<td>6776</td>
<td>37.45</td>
<td>1.26</td>
<td>168.23</td>
<td>168</td>
</tr>
<tr>
<td></td>
<td>21</td>
<td>Yb$<em>{0.2}$Ho$</em>{0.8}$Co$<em>{2}$Sb$</em>{12}$</td>
<td>Bulk</td>
<td>7683</td>
<td>23.95</td>
<td>1.26</td>
<td>168.23</td>
<td>169</td>
</tr>
<tr>
<td></td>
<td>22</td>
<td>Ca$<em>{0.14}$Co$</em>{1.97}$Ni$<em>{0.03}$Sb$</em>{12.41}$</td>
<td>Bulk</td>
<td>6491</td>
<td>13.23</td>
<td>1.10</td>
<td>168.23</td>
<td>170</td>
</tr>
<tr>
<td>Oxides</td>
<td>23</td>
<td>(Zn$<em>{0.06}$Al$</em>{0.94}$)$_2$O</td>
<td>Bulk</td>
<td>5920</td>
<td>2.30</td>
<td>1.10</td>
<td>168.23</td>
<td>171</td>
</tr>
<tr>
<td></td>
<td>24</td>
<td>Ca$<em>{2.4}$B$</em>{0.98}$Ni$<em>{0.1}$Co$</em>{2}$O$_9$</td>
<td>Bulk</td>
<td>5559</td>
<td>30.01</td>
<td>1.10</td>
<td>168.23</td>
<td>172</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>InGaZnO</td>
<td>Nanowire</td>
<td>6875</td>
<td>510.59</td>
<td>1,072.96</td>
<td>168.23</td>
<td>155</td>
</tr>
<tr>
<td></td>
<td>26</td>
<td>Na$<em>{0.5}$Co$</em>{2}$O$_{2.8}$</td>
<td>Bulk</td>
<td>5387</td>
<td>36.37</td>
<td>0.00</td>
<td>168.23</td>
<td>173</td>
</tr>
<tr>
<td>Half-Heuslers</td>
<td>27</td>
<td>Zr$<em>{0.25}$Hf$</em>{0.75}$Ni$<em>{0.2}$In$</em>{0.8}$Sn$_{0.06}$</td>
<td>Bulk</td>
<td>8296</td>
<td>9.71</td>
<td>0.01</td>
<td>168.23</td>
<td>174</td>
</tr>
<tr>
<td></td>
<td>28</td>
<td>Zr$<em>{0.5}$Hf$</em>{0.5}$Ni$<em>{0.2}$Pd$</em>{0.2}$Sn$_{0.01}$</td>
<td>Bulk</td>
<td>9335</td>
<td>8.51</td>
<td>1.26</td>
<td>168.23</td>
<td>175</td>
</tr>
<tr>
<td></td>
<td>29</td>
<td>Ti$<em>{0.4}$Hf$</em>{0.6}$NiSn</td>
<td>Bulk</td>
<td>8077</td>
<td>10.70</td>
<td>0.00</td>
<td>168.23</td>
<td>176</td>
</tr>
<tr>
<td>Polymer</td>
<td>30</td>
<td>PEDOT:PSS</td>
<td>Polymer</td>
<td>1500</td>
<td>0.34</td>
<td>0.00</td>
<td>4.76</td>
<td>177</td>
</tr>
</tbody>
</table>
5.3 Thermoelectric Cost Analysis Results and Discussion

With knowledge of thermoelectric costs and device physics, the coupled thermoelectric cost performance (both power generation and cooling) can be analyzed. The analysis of thermoelectric power generation is particularly interesting as it suggests new design for thermoelectrics that minimize the $/W cost. Specifically, a non-dimensionalization of the governing cost function, $G$, provides new insight into thermoelectric tradeoffs. This insight can then be applied to promising thermoelectric materials to ultimately compare thermoelectric options for specific applications. In this analysis, one refrigeration application and four power generation applications were considered as summarized in Table 5.2.

For hybrid organic-inorganic materials or polymer-based materials, this analysis suggests new geometries and future directions for low cost thermoelectric power generation.

### Table 5.2 Scenario parameters, device temperatures, $U$-values, and heat exchanger (HX) costs. Representative applications are provided for each temperature scenario.

<table>
<thead>
<tr>
<th>Applications</th>
<th>Scenarios</th>
<th>Low temperature recovery</th>
<th>Solar thermal generator</th>
<th>Automotive exhaust heat recovery</th>
<th>Industrial furnace heat recovery</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temperature</td>
<td>Scenario #1</td>
<td>Scenario #2</td>
<td>Scenario #3</td>
<td>Scenario #4</td>
<td></td>
</tr>
<tr>
<td>Hot-side temperature, $T_H$ (°C)</td>
<td>15</td>
<td>100</td>
<td>250</td>
<td>500</td>
<td>800</td>
</tr>
<tr>
<td>Cold-side temperature, $T_C$ (°C)</td>
<td>5</td>
<td>20</td>
<td>20</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>Average temperature, $T_m$ (°C)</td>
<td>10</td>
<td>60</td>
<td>135</td>
<td>275</td>
<td>425</td>
</tr>
<tr>
<td>Hot-side $U$-value, $U_H$ (W/m²-K)</td>
<td>$\infty$</td>
<td>102</td>
<td>102</td>
<td>120</td>
<td>120</td>
</tr>
<tr>
<td>Cold-side $U$-value, $U_C$ (W/m²-K)</td>
<td>$\infty$</td>
<td>105</td>
<td>105</td>
<td>105</td>
<td>105</td>
</tr>
<tr>
<td>HX &amp; Plate Costs, $C_{HX}$ ($/(W/K)$)</td>
<td>-</td>
<td>18.48</td>
<td>18.48</td>
<td>18.48</td>
<td>18.48</td>
</tr>
</tbody>
</table>

5.3.1 Non-dimensionalization

$G$ captures the coupled economic and thermal-electrical nature of the technology. To provide additional insight I simplify the analysis using non-dimensionalization and scaling arguments. First, it is necessary to identify the pertinent dimensionless groups, summarized in Table 5.3. In many applications the heat exchangers (and therefore the $U$-value) and the thermoelectric material (and therefore $k$) are pre-selected and held as design constants. As a result the thermal length $L_T$ (Eqn. 5.25) is often fixed, so I adopt it as the main normalizing factor, indicated with an over-tild. The first dimensionless group is

$$\tilde{L} \equiv \frac{L}{L_T} = \frac{UL}{k},$$

which can also be referred to as a device Biot number. This group quantifies the distribution of the temperature drops in the device. At the thermal impedance matching condition, $\tilde{L}=2F$. For $\tilde{L}>2F$, the temperature drop is primarily across the module while, for $\tilde{L}$ less than this, the temperature drop is primarily across the heat exchangers.

Another useful length scale is the module cost length, $L_C$ [m], defined as the ratio of the module’s areal and volumetric costs.
\[ L_C \equiv \frac{C''}{C'''} . \] (5.61)

Referring to the total cost in Eqn. 5.34, when \( L_C >> L \) the module’s volumetric costs can be neglected. When \( L_C << L \) the module’s areal costs can be neglected. \( L_C \) can be normalized by \( L_T \) to form another helpful group,

\[ \tilde{L}_T = \frac{C'' U}{C'''} k . \] (5.62)

Finally, the last useful length is the ratio of the heat exchanger areal cost to the module volumetric cost, termed the heat exchanger cost length, \( L_{HX} [m] \)

\[ L_{HX} \equiv \frac{C_{HX} U}{C'''} . \] (5.63)

Referring to Eqn. 5.33, when \( L_{HX} << LF \), the heat exchanger costs can be neglected compared to the module's volumetric costs. When \( L_{HX} >> LF \), the heat exchanger cost dominates the module's volumetric costs. Normalizing to \( L_T \) gives the dimensionless group

\[ \tilde{L}_{HX} = \frac{C_{HX} U U}{C'''} k . \] (5.64)

These three dimensionless groups help simplify Eqns. 5.35 and 5.36. To proceed with an exact solution, the temperature drop across the thermoelectric legs (i.e., \( T_1-T_2 \)) can be solved numerically from the non-linear system Eqn. 5.37. However, to retain analytical insight with only a modest loss of accuracy, I proceed by invoking the same approximations used in Eqn. 5.22. As discussed earlier, this approximation gives a lower bound on the costs. With the help of Eqns. 5.36, 5.60-5.64, the cost can now be expressed as a product of dimensionless groups

\[ \frac{G}{G_0} \approx \frac{1}{4} \left( \frac{(m+1)^2}{m} \right) \left( 2F + \tilde{\gamma} \right) \tilde{\gamma} \tilde{\gamma} \] (5.65)

where

\[ G_0 = \frac{16C''' L_T^2}{S_n \sigma (T_H-T_C)^2} . \] (5.66)

and \( \tilde{L}_C \) and \( \tilde{L}_{HX} \) are understood to be constants once a material and heat exchangers have been selected.

The parameter \( G_0 \) has units of \$/W and can be used as a new cost-performance metric for comparing thermoelectrics. This metric incorporates the material cost, application temperatures, heat exchanger performance, and thermoelectric material properties. Ultimately, the minimum value of \( G \) determines the cost when comparing power generating options. However, since \( G_0 \) is a characteristic scale for \( G \), comparing \( G_0 \) values can also be useful. Furthermore, when a system is dominated by its material costs, and \( F \) is limited while \( L \) is arbitrary, the optimization for \( G \) yields \( G = 4G_0 F^2 \). The values for \( G \) and \( G_0 \) can differ by orders of magnitude; \( G_0 \) represents the material cost while \( G \) represents the entire system cost.
While $G_0$ arose naturally from the mathematics, it can also be recast in a more intuitive form

$$G_0 = \frac{C''' L_T A}{\frac{1}{4} ZT_H \left( \frac{T_H - T_C}{T_H} \right) U A (T_H - T_C)}$$  

(5.67)

This form is readily seen to be the natural scale for $G$ of a thermally-impedance matched system ($L=2FL_T$) with $F=1$ and dominated by the material’s volumetric costs. For such a system, the numerator of the first term is the material cost, while the denominator of the first term is a scale for the system efficiency in the small $ZT$ limit (Eqn. 5.19). Furthermore, the denominator of the second term gives a measure of the heat flow [W] that can be delivered by this application. To achieve small $G_0$, a low volumetric cost and low thermal conductivity are necessary. The device must also have large $ZT$ and therefore high efficiency. Finally, the heat exchangers should have large $U$-values in order to allow for large thermal power density.

### Table 5.3 Summary of key dimensional and non-dimensional quantities.

<table>
<thead>
<tr>
<th>Dimensional</th>
<th>Module Length</th>
<th>Module Areal Cost</th>
<th>Heat Exchanger Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>[m]</td>
<td>$L$, $L_T \equiv \frac{k}{U}$</td>
<td>$L_C \equiv \frac{C''}{C'''}$</td>
<td>$L_{HX} \equiv \frac{C_{HX}U}{C'''}$</td>
</tr>
<tr>
<td>Non-dimensional</td>
<td>$\tilde{L} \equiv \frac{L}{L_T} = \frac{UL}{k}$</td>
<td>$\tilde{L} \equiv \frac{L}{L_T} = \frac{C''U}{C'''}k$</td>
<td>$\tilde{L} \equiv \frac{L}{L_T} = \frac{C_{HX}U}{C'''}k$</td>
</tr>
</tbody>
</table>

### 5.3.2 Cost-Performance Optimization

We now consider the minimization of $G$ with respect to the design parameters $m$, $L$, and $F$. The $m$ optimization is trivial and Eqns. 5.36 and 5.65 are minimized for $m=1$. But, what are the optimal values of $L$ and $F$? To answer this question, Figure 5.5 depicts a $G$-surface as a function of $F$ and $L$. Although Fig. 5.5 is generated using realistic properties based on a Bi$_2$Te$_3$ application (see caption), the figure can also be cast using universal, material-independent axes (see section 5.3.2.4). This figure shows there is no global minimum in the $G(L,F)$ function, excluding the impractical $L=0$ and $F=0$ point where there is no device. However, there is a trough along the thermal impedance matching line $2F=L$. Whereas $L$ or $F$ approaches zero, $G$ approaches $8G_0L_{HX}$. This trough results from a competition between cost and thermoelectric performance. As the device is made thinner (smaller $L$ at constant $F$), or the leg density more sparse (smaller $F$ at constant $L$), less material is used, thus reducing the cost. However, decreasing $L$ at fixed $F$ also reduces the temperature drop across the device, resulting in less electrical power generated. Similarly, as the device is made sparse (smaller $F$, fixed $L$), the internal electrical resistance increases, and less electrical power is generated. This is another example of the trade-off between cost and power output: a lower power device may be preferred if the cost savings are good enough on a $$/W basis.
Figure 5.5 Example cost-design field for Bi$_2$Te$_3$.\textsuperscript{152,153} This figure was calculated for a specific application of Bi$_2$Te$_3$ (outer pair of axes). As discussed in the text, this $G$ surface can also be expressed in a material-independent form using scaled universal axes (inner pair). The parameters are: $S_{pn}=464$ µV/K, $\sigma=682$ S/cm, $k=1.57$ W/m-K, $C'''=50.89$/cm$^3$, $C'''=0.017$/cm$^2$, $C_{opt}''=18.48$/cm, $U=100$ W/m$^2$-K, $T_H=100$ °C, $T_C=20$ °C. The contours represent lines of constant $G/G_0$ as given by the surface in the inset. For fixed $F$, optimizing $G$ with respect to $L$ gives the dark red curve; likewise, optimization at fixed $L$ gives the dark blue curve. Both converge at low $F$ and $L$. The characteristic point is taken as the intersection of the two asymptotes (light lines). The low cost design region is along the thermal impedance matching line $F=L(2L_T)$ but below the characteristic point; there is little further benefit in $G$ if $F$ and $L$ are decreased further.

While there is no minimum in $G$, there is a point of diminishing returns. This is a characteristic point below which further decreasing $L$ or $F$ has only marginal benefit, and this point will be discussed more fully in section 5.3.2.3. First, consider minimizing $G$ with respect to $F$ while holding $L$ fixed. After solving $\frac{\partial G}{\partial F} \bigg|_L = 0$, the resultant condition on $F$ is the solid blue line in Fig. 5.5 given as

$$F_{opt} = \sqrt{\frac{L}{4}}.$$

For small and large $L$ this can be approximated as
Similarly, minimizing $G$ with respect to $L$ for fixed $F$ gives the solid red line in Fig. 5.5 and

$$L_{\text{opt}} = \frac{4FL_T \sqrt{F_i^\sim}}{\sqrt{F_i^\sim}} \approx 8G_0 \tilde{i}.$$  

(5.70)

which can be approximated for small and large $F$ as

$$F \to 0: \quad L_{\text{opt}} = 2L_T F \quad \Rightarrow \quad G\bigg|_{F=L_{\text{opt}}} \approx 8G_0 \tilde{i}$$

$F \to \infty: \quad L_{\text{opt}} = L_T \sqrt{F_i^\sim} \quad \Rightarrow \quad G\bigg|_{L=L_{\text{opt}}} \approx 4G_0 F^2,$  

(5.71)

The two optimum conditions (Eqn. 5.68 and 5.70) converge at low values of $L$ and $F$ along the design condition

$$2F = \frac{L}{L_T} = \tilde{i},$$  

(5.72)

which is exactly the thermal impedance matching condition in Eqn. 5.25 and the light red line in Fig. 5.5. Under this condition and the load matching condition $m=1$, Eqn. 5.36 simplifies to

$$\frac{G}{G_0} \bigg|_{F=\frac{L}{L_T}} \approx 4\left(4\tilde{i}^2 + 2z^\sim \right),$$  

(5.73)

or equivalently

$$\frac{G}{G_0} \bigg|_{F=\frac{L}{L_T}} \approx 4\left(\tilde{i}^2 \right),$$  

(5.74)

which shows $G$ as a direct function of either $F$ or $L$ (the latter through $L/L_T$). These forms are useful because they highlight the benefit of reducing $F$ and $L$ together to minimize $G$. The three terms in Eqn. 5.73 and 5.74 can be tracked back to Eqn. 5.34. The first term represents the module volumetric cost, the second term represents the module areal cost ($i.e., \tilde{i}$), and the third term represents the heat exchanger cost ($i.e., z$).

### 5.3.2.1 Example Calculation for Bi$_2$Te$_3$

To illustrate this new framework, I present an example calculation for Bi$_2$Te$_3$ using the material and application properties given in the caption of Fig. 5.54 and comparing the exact (Eqn. 5.35: numerical) and approximate (Eqn. 5.36: analytical) calculations. This same analysis is applied to 30 materials and 4 different applications shortly. By way of illustration for Bi$_2$Te$_3$, I perform the approximate analysis for a fixed fill factor of $F_{\text{opt}} = 0.18$, whose origin will be shown later in Eqn. 5.78. At this $F$, Eqn. 5.70 gives an optimum leg length of $L_{\text{opt}} = 3.5$ mm, and Eqn. 5.36 returns a minimum cost of $G = $55.45/W. For this same fill factor of 0.18, the exact analysis
(Eqn. 5.35) can be evaluated using the exact junction temperatures. This numerical solution now gives $L_{opt} = 4.5$ mm and a minimum cost of $G = 97.64$/W. While these $$/W$ values may appear large, they incorporate the entire system cost including a specified heat exchanger (with $U = 100$ W/m$^2$-K at a cost of $C_{HX} = 18.48/(W/K)$). The scenario of a free heat exchanger will yield much smaller $$/W$ values and is presented later. Furthermore, this scenario has a very modest reservoir temperature difference of 80 °C, and $G$ scales as $(T_H - T_C)^2$. The approximate cost always under predicts the exact calculation, providing a lower (i.e., optimistic) bound for what is achievable. This level of agreement between approximate and exact analyses is typical for materials with $ZT \sim 1$, and I have confirmed that the two analyses converge as $ZT \to 0$, consistent with the discussion around Eqn. 12. This agreement to within tens of percent confirms that the analytical simplifications made above are reasonable and prove helpful both for physical insight and for rapid screening of candidate materials.

As long as $L_{opt}$ and $F_{opt}$ are practically achievable (e.g., manufacturable, have sufficient mechanical robustness, etc.) for the application, the total cost is limited only by the heat exchanger, and this design would approach the best possible $$/W$ given the input parameters. On the other hand, if these calculated values of $L_{opt}$ and/or $F_{opt}$ are considered impractically small (e.g., due to manufacturability, mechanical robustness, non-negligible contact resistances or thermal parasitics, etc.), then the optimization must be repeated with the minimum allowable $L$ and/or $F$ (see heavy blue and/or red lines in Fig. 5.5), and the cost contributions from $C''$ and/or $C'''$ can no longer be neglected in the final design.

5.3.2.2 Special Case: “Free” Heat Exchanger and Prescribed $F$

In some cases it may be appropriate to exclude the cost of the heat exchangers when performing the overall $$/W$ optimization. For example, the cost of the heat exchangers may be excluded when incorporating thermoelectric power generation into a solar hot water heater since the heat exchanger hardware already exists. This scenario is instructive because it isolates the cost of only the thermoelectric module. However, even a small heat exchanger cost can have a dramatic effect on the system optimization, including $L$, $F$, and $G$, so proper cost accounting is essential.

In this special case, the third term in the cost equation can be dropped, and Eqn. 5.36 reduces to

$$
\frac{G}{G_0} \approx \frac{1}{4} \left( \frac{m+1}{m} \right)^2 \left( 2F + \frac{1}{m} \right) \left( 1 + \sqrt{1 + 16F/m} \right) \tag{5.75}
$$

In contrast to Eqn. 5.36 and Fig. 5.5, Eqn. 5.75 does not exhibit an optimum or even a diminishing returns region in its $G(L, F)$ surface. Therefore, I focus on situations where the value of $F$ is fixed. For example, $F$ can be fixed by some other practical constraint excluded from the above analysis (e.g., mechanical robustness, parasitic heat losses, manufacturability, etc.), or it can be fixed to the asymptotic value in Fig. 5.5. Holding $F$ fixed and optimizing for $L$ yields

$$
L_{opt} = \frac{4L_1 F}{1 + \sqrt{1 + 16F/m}} \tag{5.76}
$$
which is a simplification of Eqn. 5.70 with $\tilde{L}_{HA}=0$. This optimum leg length produces the best cost-power tradeoff for a fixed $F$ and "free" heat exchanger. Making the leg length longer than this increases the cost $C$. Making the legs shorter, while reducing $C$, reduces the temperature drop across the module and therefore decreases the power.

In this fixed-$F$ condition the limiting behavior for large and small $\tilde{L}_C$ is

\[
\tilde{L}_C \approx \begin{cases} 
L & \text{large} \\
\frac{1}{2}L & \text{small}
\end{cases}
\]

In the large $\tilde{L}_C$ limit, the thermal impedance matching condition is recovered: since the total cost is dominated by the $C''$ term, there is no additional cost penalty in setting $L$ equal to the full thermal-impedance-matched value to maximize power. In the small $\tilde{L}_C$ limit, $L_{\text{opt}}$ is the geometric mean of $FL_T$ and $L_C$, which reflects the compromise between thermal efficiency and cost. In this case, a smaller $G$ is achieved by reducing $L$ well below the thermal-impedance-match value of $2FL_T$ with the reduction in power more than offset by the reduction in cost. The optimum leg length and cost results of Eqns. 5.75 and 5.76, along with their asymptotic approximations from Eqn. 5.77, are shown in Fig. 5.6 in non-dimensional form. Consistent with the criteria of Eqn. 5.77, the transition between these extremes happens around $L_C=2F$.
Figure 5.6 Dimensionless cost analysis for the special case of a “free” heat exchanger. (a) The dimensionless optimum length and (b) dimensionless S/W cost evaluated at the optimum length, both given as functions of $F$ and the dimensionless parameter $\tilde{C}$. For most realistic materials and applications, $\tilde{C}$ typically ranges between 0.001 and 0.1 (shaded region), in which case the cost considerations force the optimal leg length to be well below the usually assumed thermal impedance matching condition.

For most currently available materials and manufacturing processes, a detailed survey shows that $\tilde{L}_c$ typically ranges between 0.001 and 0.1 (shaded region in Fig. 5.6). Practical values of $F$ also range widely, from close to unity down to ~0.01. Therefore, Eqn. 5.77 shows the small $\tilde{L}_c$ limit is most common. Thus, if the heat exchanger cost is ignored, S/W minimization in real systems will typically result in an optimal leg length far smaller than the traditional thermal impedance matched condition. For example, a typical case with $\tilde{L}_c = 0.01$ and $F=0.1$ should use an $L_{opt}$ over 6 times shorter than $2F L_T$.

Finally, the dimensionless results are recast in dimensional form (Fig. 5.7) to help graphically determine the optimum leg length for the case $F=1$ (Eqn. 5.76). The shaded regions are the domains where typical materials, costs, and applications reside. The red line indicates the asymptotic behavior for a system dominated solely by areal costs (i.e., inexpensive thermoelectric material). With the cost length, $L_c$, and the thermal length, $L_T$, for a specific material-application combination, the optimum leg length can be determined from this plot. Returning to the example of Bi$_2$Te$_3$, in this special case of a “free” heat exchanger with a chosen...
fill factor of $F=0.18$, the approximate solution (Eqn. 5.75) gives $G=7.90/W$ (with $L=0.69$ mm). This is also in reasonably good agreement with the exact numerical solution which gives $G=14.63/W$ (with $L=0.77$ mm). These costs are quadratically sensitive to $T_H-T_C$ through $G_0$ (Eqn. 5.66), and thus can be improved substantially by increasing the reservoir temperature difference beyond the modest value of 80 °C used here. Most importantly, the $L$ and $G$ values obtained here for a free heat exchanger are all at least 5x smaller than those found in section 5.3.2.1 for a realistic heat exchanger cost of $18.48/(W/K)$. These large differences again emphasize the major impact that the heat exchanger costs have on both geometry and costs for a thermoelectric power generator.

![Optimum Leg Length vs. Lc](image)

**Figure 5.7** Optimum thermoelectric leg length as a function of $L_T$ for various $L_c$, for the special case of a free heat exchanger and $F=1$. This is a dimensional representation of Fig. 5.6a. Using these curves, the optimum length of the thermoelectric leg can be determined graphically. The data point corresponds to a Bi$_2$Te$_3$ application with the same properties as in Fig. 5.5. The uppermost red line corresponds to the traditional thermal impedance matching condition, but this figure shows that $L_{opt}$ for realistic materials and applications will generally be much smaller.

### 5.3.2.3 Characteristic Points

As shown in Fig. 5.5, $G/G_0$ decreases with decreasing $F$ and $\tilde{L}$ along the thermal impedance matching line $\tilde{L}=2F$. As a characteristic point representing the transition to diminishing returns, I take the intersection of the light red and blue lines in Fig. 5.5 which returns the coordinate
Although this is not a true optimum, the shorthand “opt” is used for convenience. Alternatively, using the universal axes given in the figure, this is exactly the coordinate (1,1), which is valid for most materials and heat exchangers (see section 5.3.2.4). In the Bi₂Te₃ example of Fig. 5.5, the diminishing returns point is \( L_{\text{opt}} = 5.7 \text{ mm} \) and \( F_{\text{opt}} = 0.18 \). Importantly, these numerical values are well within the range of practicality. This confirms the appropriateness of this derivation’s key assumptions, including neglecting contact resistances and parallel heat leakage (\( K_\parallel \)). Equation 5.78 shows how the optimal system design depends strongly on the costs of both material and heat exchanger, via \( \tilde{L}_{\text{HX}} \).

The cost-dominant regime map in Fig. 5.8 is created by considering the additive cost terms in Eqn. 5.34. Comparing the areal cost to the heat exchanger cost produces the conditional statement that

\[
\text{if } C^* AF \gg \tilde{C}^*_{\text{HX}} \Rightarrow \\
\text{if } C^* AF \gg \tilde{C}^*_{\text{HX}} \Rightarrow .
\] (5.79)

This is the case when heat exchanger costs dominate areal costs. Similarly, comparing the volumetric costs to the areal costs produces the conditional statement that

\[
\text{if } C^* LAF \gg \tilde{C}^*_{C} \Rightarrow \\
\text{if } C^* LAF \gg \tilde{C}^*_{C} \Rightarrow .
\] (5.80)

Finally comparing the volumetric costs to the heat exchanger costs produces the conditional statement that

\[
\text{if } C^* LAF \gg \tilde{C}^*_{\text{HX}} \Rightarrow \left( \frac{C_{\text{HX}}} {C_{C}} \right)^{-1} \\
\text{if } C^* LAF \gg \tilde{C}^*_{\text{HX}} \Rightarrow \left( \frac{C_{\text{HX}}} {C_{C}} \right)^{-1}.
\] (5.81)

which is a diagonal line on the log-log plot.

The most general case is when the heat exchanger costs dominate. At the coordinates of Eqn. 5.78, \( G/G_0 \approx 12\tilde{L}_{\text{HX}} \), which is 50% greater than the ultimate best-case value of \( 8\tilde{L}_{\text{HX}} \) (Eqns. 5.69 and 5.71). The physical significance of this limit is understood by expanding it as

\[
G = 8G_0 \tilde{L}_{\text{HX}} = \frac{C_{\text{HX}}UA} {\frac{1}{2} ZT_H \left( \frac{T_H - T_C} {T_H} \right) UA(T_H - T_C)}. \]
(5.82)

The numerator is within a numerical constant of the heat exchanger cost, which is the dominant cost in this limit. As long as the application and manufacturing constraints are amenable to having sufficiently small \( F \) and \( L \), it is possible to design the thermoelectric generator such that the module costs are negligible and only the heat exchanger costs remain. To make the costs as small as reasonably achievable, \( L \) and \( F \) should be set to values below Eqn. 5.78 subject to the condition \( 2F = L/L_T \). For example, \( G \) can be improved to within 12.5% of the best-case value by reducing \( F \) and \( L \) both by another factor of two. However, \( F \) and \( L \) cannot be reduced without bound because manufacturing limitations, mechanical robustness, contact resistance issues, and thermal parasitics will eventually become important.
Next, I consider the special case where the heat exchanger cost is neglected ($\tilde{L}_{\text{HX}} \rightarrow 0$), and $F$ is fixed at some minimum value as in Section 5.3.2.2. This leads to two sub-cases (Eqn. 5.77), depending on the tradeoff between volumetric and areal costs. When the minimum allowed value of $F$ is small (compared to $\tilde{L}_{c}/16$), the areal cost dominates and

$$ G = 8G_{0}\tilde{i} \frac{C'' AF}{\frac{1}{2} ZT_{H} \left( \frac{T_{H} - T_{C}}{T_{H}} \right) UA (T_{H} - T_{C})} $$

(5.83)

Here $F$ should be made as small as practical, followed by setting $L=2FL_{T}$.

A third regime exists where the module volumetric costs (i.e., material costs) dominate, corresponding to $C_{\text{HX}} \rightarrow 0$ and $C'' \ll C'''L$. In this case, $G \approx G_{0} \left(2F + \tilde{i}\right)$. If $F$ is practically limited or fixed, then the leg length should be made smaller than $2FL_{T}$ and specifically set to $L_{opt} = L_{T} \sqrt{\tilde{F}_{i}}$, which shows that both $C'''$ and $C''''$ are important in determining the leg length. Furthermore, Eqn. 25 simplifies to

$$ G = 4G_{0}F^{2} = 2 \frac{C'''V}{\frac{1}{2} ZT_{H} \left( \frac{T_{H} - T_{C}}{T_{H}} \right) UA (T_{H} - T_{C})} $$

(5.84)

where the numerator is the volumetric cost of the module for an active volume of $V=AF\cdot2FL_{T}$. A corresponding expression for constrained $L$ and arbitrary $F$ can be obtained by replacing $F \rightarrow LU/2k$ in Eqn. 5.84.

There are a number of limiting conditions depending on which cost term dominates Eqn. 5.34 and whether there are any practical constraints limiting $F$ and/or $L$. The three cases considered here are for: (i) when heat exchanger costs dominate (Eqn. 5.82), (ii) free heat exchangers, fixed $F$, and when areal manufacturing costs dominate (Eqn. 5.83), and (iii) free heat exchangers, fixed $F$, and when the material costs dominate (Eqn. 5.84). It is noteworthy that Eqns. 5.82-5.84 all take a similar form with the numerator representing each regime’s dominant cost. Knowing the dominant costs provides useful feedback to designers regarding what changes could have the greatest reduction in cost. This comparison is summarized in the cost-dominant regime map of Fig. 5.8. The horizontal axis gives the ratio of volumetric to areal costs and is separated at 1. The vertical axis is the ratio of areal and heat exchanger costs and is also separated at 1. The diagonal line represents the comparison between volumetric costs and heat exchanger costs. Finally, at (1,1) all three costs are equal. Figure 5.8 allows for graphical determination of the dominant cost, and it can quickly provide the relative cost break down for a given design.
Figure 5.8 Simplified regime map showing which component of Eqn. 5.34 dominates the overall system cost. Also indicated in each sector are algebraic expressions for its minimum $G$ and the corresponding material-specific quantity to maximize. The expressions obtained for the areal and volumetric sectors assumed fixed $F$ and arbitrary $L$, but different constraints would give different expressions and materials guidelines. If both $F$ and $L$ can be made sufficiently small, the only remaining cost is that of the heat exchanger, consistent with the trough of Fig. 5.5.

5.3.2.4 Universal Axis Justification

The universal axes in Fig. 5.5 are motivated by recognizing that, with $m=1$, Eqn. 5.36 can be recast as:

$$\frac{G}{G_0} \sim \left( x \right)^2 \left( 1 + \frac{a}{x} + \frac{2}{xy} \right) \quad (5.85)$$

where

$$x \equiv \sqrt{F} \quad (5.86)$$

and

$$a \equiv \sqrt{\frac{C''}{\tilde{C}_{\text{HX}}}} \quad (5.87)$$
For most realistic materials and applications, $a \ll 1$ or is at most on the order of 1.\textsuperscript{14} Plotting Eqn. 5.85 for different $a$ shows that the differences in Fig. 5.5 between the cases $a=0$ and $a=1$ are only at the level of tens of percent in the vicinity of the characteristic point of diminishing returns. Such errors may be considered negligible for the present analysis, considering the large overall variations in $G$ by factors of 10 or more. Setting $a$ to 0 in Eqn. 5.85 shows that

\[
\frac{G}{G_0 L_{HY}}
\]

becomes purely a function of the dimensionless quantities $x$ and $y$ defined in Eqn. 5.86, thus justifying the universal axes used in Fig. 5.5 of the main text. In other words, as long as a given material and application correspond to $a$ of around 1 or smaller, the $G$ surface in Fig. 5.5 can be applied directly and quantitatively by using the universal axes. For any such scenario with negligible $a$, the characteristic point of diminishing returns is $(x,y)=(1,1)$, and Eqn. 5.85 can be simplified to

\[
\frac{G}{G_0} x^2 \left(1 + \frac{2}{xy}\right) \quad (5.88)
\]

This convenient form can be used to quantify the behavior near the point of diminishing returns. For example, along the line $x=y$ (equivalent to $F=L/2$ and corresponding to the trough of Fig. 5.5), at $x=y=1$, Eqn. 5.88 shows that $G$ will be within 50% of its ultimate best case. Selecting smaller values of $x$ and $y$ will bring $G$ closer to this ultimate limit; for example, at $x=y=\frac{1}{2}$, $G$ is only 12.5% greater than the best case.
5.3.3 Comparison of Thermoelectric Material Options

The contribution of manufacturing, material, and heat exchanger costs differ by the manufacturing and material classes. Figure 5.9 depicts the cost of power generation for typical bulk, nanobulk, nanowire, and superlattice thermoelectric materials that have approximately the same $ZT$. A similar breakdown can be performed for thermoelectric cooling, but it is less interesting since the cost of electricity dominates. For power generation, the cost of the ceramic plates and heat exchangers are a dominant cost for most manufacturing classes. Although their contribution to the overall cost is substantial, heat exchangers can increase the device performance since they improve heat transfer to and from the hot and cold reservoirs. This analysis suggests that a major reduction in overall system cost can be achieved by making inexpensive heat exchangers ($<$1.00/(W/K)) with high $U$-values ($>$200 W/m²-K). Ceramic plates, typically used as substrates in planar thermoelectric modules, provide the necessary electrical insulation and mechanical support for the device and represent a significant cost. A reduction in overall system cost could be achieved by making an inexpensive ($<$0.10/cm²), thermally conducting ($k$>$40$ W/m-K), electrically insulating, and structurally suitable substrate that can operate at the given application temperature.

5.3.3.1 Manufacturing Costs

![Figure 5.9 Example system cost breakdown for various manufacturing classes on a S/W basis. These values correspond to the $F = F_{opt}$ case in Fig. 5.10a. The low temperature case (Scenario #1) was used, and the cost was evaluated for the optimum fill factor and leg length ($F = F_{opt}, L = L_{opt}$) for each material. For nanowire materials, the value $2,500/m²$ approximating early production microfabrication cost was used in the analysis and corresponds to about $1/g for processing silicon. For the superlattice material, $1,800/m²$ corresponding to $40/g$ for processing lead telluride was used. Areal manufacturing cost (in green) represents the cost of dicing and the metallization of thermoelectric material. The electrically insulating ceramic plate and heat exchanger costs are a substantial portion of the overall cost for all thermoelectric devices.

The advantage of nanobulk materials is evident in Fig. 5.9 as illustrated with a nanostructured bismuth telluride material (Material ID #3) compared to the similar bulk material
(Material ID #2). The nanobulk material has a lower thermal conductivity than its bulk counterpart, so it has a lower $/W$ value. By nanobulk processing, a hierarchy of length scales relevant for thermal and electrical transport can be engineered to produce a better thermoelectric material.¹⁷⁸ These processing techniques are still affordable and demonstrate the benefit of a slight increase in manufacturing cost that results in an overall reduction in the $/W$ value. This example demonstrates a ~17% overall cost reduction on a $/W$ basis.

However, the cost of manufacturing both nanowire and superlattice material are sufficiently high that the improvement in thermoelectric performance does not outweigh the added costs. Nanowire materials may require microfabrication processes like those used in semiconductor manufacturing. In semiconductor device manufacturing, cost typically scales with the number of fabrication steps involving lithographic patterning and etching, so there is a range in microfabrication costs. The minimum of this range corresponds to a high-volume process similar to the current state of silicon photovoltaic fabrication. The maximum of this range corresponds to multi-mask processes used to make complementary metal oxide semiconductor (CMOS) devices. In the middle cost range are fabrication steps that are used to make micro-electro-mechanical systems (MEMS); this is the cost used for nanowire manufacturing in this analysis. Nanowire material may be cost competitive if their manufacturing costs are able to approach the high-volume processing limit with the maturation of the industry. Superlattices are made using molecular beam epitaxy (MBE) which requires many hours to deposit a typical thickness of material, so the cost associated with achieving sufficiently thick thermoelectric legs is high. Since the manufacturing costs associated with thin film materials are significantly higher than those for bulk materials, the increase in power output achieved by these materials must far outweigh the additional cost.

Metallization and dicing costs are areal manufacturing costs; they are applied to all materials considered herein equally since both are required for the traditional approach of assembling individual legs into modules. The metallization category denotes the deposition of diffusion barriers and metallization to improve contact to the electrical shunt. This cost includes both the cost of the equipment and an approximate cost of the metal deposited. An important exception to traditional metallization and dicing processes is the relatively novel polymer thermoelectric material processing. The metallization and formation of individual leg structures would likely be done entirely through screen printing processes or a similar process commensurate with the unique fabrication of polymers. The impact of this exception is evident in the final $G$ values computed for this material where the heat exchanger cost is neglected, and the system parameters used are $L = 100$ mm, $F = 8$, $T_H = 100$ °C. The screen printing approach would lead to an estimated polymer thermoelectric module cost of $140/W$ as opposed to $550/W$ if traditional metallization and dicing costs were applied.

Large mismatch in costs can yield interesting new results. Specifically, the inexpensive material and manufacturing costs associated with the polymer and its low thermal conductivity, results in an optimum fill factor greater than one. This occurs because the cost of the heat exchanger is much larger than the cost of the material (i.e., $C_{UXU} \gg C''k$). While a fill factor greater than one does not adhere to traditional thermoelectric architecture, it is not unimaginable. In this analysis, the same heat exchanger was used to compare all materials. This heat exchanger
(primarily its cost) is not suitable for polymers. This analysis suggests polymers require different geometries and heat exchangers than traditional thermoelectric materials.

5.3.3.2 Thermoelectric Power Generation

The cost-performance analysis for thermoelectric power generators demonstrates their cost competitiveness when using different thermoelectric materials. Table 5.4 provides an overview of the material/application properties and optimal geometries. In this table, the optimal geometries and $ZT$ are reported for a specific temperature application (identified in Table 5.2 and defined by either “low” or “high”) where that material performs best. Other temperatures will have a different optimum leg length and fill factor for each material. In some cases, particularly nanowire and superlattice materials (e.g., Material ID # 6 and 14), only low temperature material property data is available, but the optimal $ZT$ values may be at higher temperatures.

There are complex interplays between the thermal transport properties, electrical transport properties, and costs that influence the thermoelectric leg length. For example, a low thermal conductivity material allows for shorter legs, which results in lower electrical resistances and lower volumetric costs. The consequence of high thermal conductivity is starkly illustrated by nanobulk silicon (Material ID #13) where the high thermal conductivity (>10 W/m-K) results in an optimum thermoelectric leg length of over 90 mm. A high electrical conductivity permits longer legs, which results in larger output power and lower $$/W cost. There are also complex interplays between manufacturing areal cost, heat exchanger cost, heat exchanger thermal conductance, and material thermal conductivity that influence the fill factor. For example, expensive materials favor small fill factors to reduce costs while low thermal conductivity materials favor larger fill factors. However, the fill factor is commonly fixed by other system constraints, and an optimal thermoelectric leg length is sought.

This optimum leg length is the length that minimizes the cost for a given fill factor (typically $F_{opt}$) and is determined for each material and temperature scenario. This optimum leg length is not the diminishing returns point in Eqn. 5.78 but rather the true leg length that minimizes the system cost in Eqn. 5.35 for a fixed fill factor. The optimum leg length is used to calculate the values reported in Figs. 5.9 and 5.10. Three fill factor cases are presented in Fig. 5.10 for each of the temperature scenarios. The first case is for $F=1$, and the second case is evaluated at the optimum fill factor $F=F_{opt}$ (Eqn. 5.78). The last case is a minimum achievable cost where $F$ is fixed at the same $F_{opt}$ value as the second case (i.e., $G_{min}=4G_{0}F_{opt}^{2}$, when $K_{||}$ is negligible). This minimum cost is reached when the system costs of ceramic plates and heat exchangers ($C_{HX}$) as well as the metal shunts and manufacturing costs ($C''$) are eliminated, and only the material cost ($C'''$) for the thermoelectric device is considered. The gap between this minimum cost case and the other cases represent the room for improvement in manufacturing and system costs.
Table 5.4 Summary of material properties and results for power generation and cooling

<table>
<thead>
<tr>
<th>ID #</th>
<th>Material Name</th>
<th>Power Generation</th>
<th>Cooling</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$S$ (μV/K)</td>
<td>$\sigma$ (S/cm)</td>
</tr>
<tr>
<td>1</td>
<td>Bi$_2$Te$_3$</td>
<td>-232</td>
<td>682</td>
</tr>
<tr>
<td>2</td>
<td>Bi$_0$Te$<em>0.52$Sb$</em>{1.48}$Te$_3$</td>
<td>212</td>
<td>923</td>
</tr>
<tr>
<td>3</td>
<td>Bi$_0$Te$<em>0.52$Sb$</em>{1.48}$Te$_3$</td>
<td>235</td>
<td>547</td>
</tr>
<tr>
<td>4</td>
<td>Bi$<em>{0.54}$Te$</em>{0.46}$</td>
<td>-32</td>
<td>729</td>
</tr>
<tr>
<td>5</td>
<td>(Na$<em>{0.02}$Pb$</em>{0.045}$Te$<em>{0.975}$)(Ag$</em>{1.11}$Te$<em>{0.885}$) Bi-doped PbSe$</em>{0.05}$Te$_{0.95}$/PbTe</td>
<td>300</td>
<td>153</td>
</tr>
<tr>
<td>6</td>
<td>AgPb$<em>{0.9}$Bi$</em>{0.1}$Te$_{20}$</td>
<td>-219</td>
<td>711</td>
</tr>
<tr>
<td>7</td>
<td>SiGe</td>
<td>190</td>
<td>518</td>
</tr>
<tr>
<td>8</td>
<td>Si$<em>{90}$Ge$</em>{20}$</td>
<td>187</td>
<td>558</td>
</tr>
<tr>
<td>9</td>
<td>SiGe</td>
<td>182</td>
<td>399</td>
</tr>
<tr>
<td>10</td>
<td>Mg$<em>2$Si$</em>{0.85}$Bi$_{0.15}$</td>
<td>218</td>
<td>642</td>
</tr>
<tr>
<td>11</td>
<td>Mg$<em>2$Si$</em>{0.6}$Sn$_{0.4}$</td>
<td>-197</td>
<td>1072</td>
</tr>
<tr>
<td>12</td>
<td>Si</td>
<td>-147</td>
<td>1646</td>
</tr>
<tr>
<td>13</td>
<td>Si</td>
<td>317</td>
<td>551</td>
</tr>
<tr>
<td>14</td>
<td>MnTe$_{1.75}$</td>
<td>210</td>
<td>76</td>
</tr>
<tr>
<td>15</td>
<td>Mn$<em>{15}$Si$</em>{32}$</td>
<td>131</td>
<td>291</td>
</tr>
<tr>
<td>16</td>
<td>Ba$<em>3$Ga$</em>{16}$Ge$_{28}$Zn$_2$</td>
<td>-240</td>
<td>139</td>
</tr>
<tr>
<td>17</td>
<td>Ba$<em>3$Ga$</em>{16}$Ge$_{30}$</td>
<td>-103</td>
<td>810</td>
</tr>
<tr>
<td>18</td>
<td>Ba$<em>3$Si$</em>{1.6}$Al$<em>{1.4}$Si$</em>{30}$</td>
<td>-53</td>
<td>1129</td>
</tr>
<tr>
<td>19</td>
<td>CeFe$<em>2$Sb$</em>{12}$</td>
<td>145</td>
<td>1520</td>
</tr>
<tr>
<td>20</td>
<td>Yb$<em>{0.8}$In$</em>{0.2}$Co$<em>2$Sb$</em>{12}$</td>
<td>-205</td>
<td>976</td>
</tr>
<tr>
<td>21</td>
<td>Ca$<em>{0.18}$Co$</em>{1.7}$Ni$<em>{0.03}$Sb$</em>{12}$</td>
<td>-187</td>
<td>1279</td>
</tr>
<tr>
<td>22</td>
<td>(Zn$<em>{0.8}$Al$</em>{0.2}$)O</td>
<td>-150</td>
<td>655</td>
</tr>
<tr>
<td>23</td>
<td>Ca$<em>{2.8}$Bi$</em>{0.2}$Na$_{0.3}$Co$_2$O$_3$</td>
<td>173</td>
<td>118</td>
</tr>
<tr>
<td>24</td>
<td>InGaZnO</td>
<td>-439</td>
<td>35</td>
</tr>
<tr>
<td>25</td>
<td>Na$<em>{0.2}$Co$</em>{0.8}$O$_3$</td>
<td>144</td>
<td>2115</td>
</tr>
<tr>
<td>26</td>
<td>Zr$<em>{0.3}$Hf$</em>{0.7}$Si$<em>{0.9}$Ni$</em>{0.008}$Sb$_{0.006}$</td>
<td>-275</td>
<td>786</td>
</tr>
<tr>
<td>27</td>
<td>Zr$<em>{0.8}$Hf$</em>{0.2}$Ni$<em>{0.8}$Pd$</em>{0.2}$Sb$<em>{0.09}$Sb$</em>{0.01}$</td>
<td>-156</td>
<td>1240</td>
</tr>
<tr>
<td>28</td>
<td>Ti$<em>{0.8}$Hf$</em>{0.2}$Ni$<em>{0.8}$Sb$</em>{0.01}$</td>
<td>-173</td>
<td>791</td>
</tr>
<tr>
<td>29</td>
<td>PEDOT:PSS</td>
<td>15</td>
<td>550</td>
</tr>
</tbody>
</table>

*See Table 5.2 for scenario values
~1: Materials with $F_{opt}$~1, have high thermal conductivities which suggests that heat exchangers with larger $U$-values should be used.
~8: The cost of polymers and their manufacturing technique are so different from other thermoelectric materials, that a different geometry than conventional TE should be considered.
Figure 5.10 Minimum cost of thermoelectric power generation, $G$, in $$/W for materials indicated in Table 5.1. Comparisons are presented for the four scenarios in Table 5.2. Horizontal lines represent costs of competitive electricity generation technologies. The data point colors represent material class and correspond to the color legend in Figs. 5.11 and 5.12. The $F=1$ line represents a fill factor of one; the $F=F_{opt}$ line represents a module design with the optimum fill factors from Table 5.4. At these same $F=F_{opt}$ values, the Mat'l Cost line ($G=4G_0F_{opt}^2$, if $K_o$ is negligible) represents the lowest obtainable cost if the heat exchanger costs and areal manufacturing costs are considered negligible. Equivalent material-only costs for other fill factors can be estimated using the Mat'l Cost values presented here. The $F_{opt}$ values tabulated in Table 1 can be divided out to yield $4G_0$ for each material, and another value for $F$ can be inserted ($4G_0F^2$). Hence the material-only costs can be smaller than those plotted by more than an order of magnitude for the smallest practical $F$ values (~0.01 to ~0.05). †, ‡, and ‖ correspond to Ref. 180, 181, and 182, respectively.
While there are many materials that can operate at low temperatures for energy scavenging applications, their thermoelectric materials costs alone are above $1/W (Fig. 5.10a). The materials with the lowest minimum cost for the low temperature scenario, $T_m = 60^\circ$C, are predominately bismuth telluride-based chalcogenides (Material ID #1-3) although the bismuth telluride nanowire material (Material ID #4) has high costs. The presence of certain nanowire (Material ID #14) and superlattice (Material ID #6) materials at the bottom of the range presented for the minimum cost in Fig. 5.10a highlights the potential of nanostructured materials to also be cost competitive. However, the gap between the minimum cost points and the other cases indicate that the heat exchanger, ceramic plate, and areal manufacturing costs must be reduced (to <$1.00/(W/K)$, <$1.00/cm$^2$; and <$0.01/cm$^2$, respectively, see section 5.3.3.1) for most thermoelectric materials to be competitive. One option to reduce manufacturing costs of nanomaterials may be to use solution-synthesized nanostructures, such as hybrid organic-inorganic materials like the one presented in chapter 4, since they do not require specialized microfabrication equipment and processes. Nanostructured bulk material made with processes like ball milling also have lower manufacturing costs than nanowire and superlattice materials. The combined effects of cost and performance are responsible for this result; the thermoelectric efficiency improvements outweigh the additional costs.

Certain materials are clearly promising for the mid- to high-temperature applications as shown in Fig. 5.10c. The lead telluride-based, half-heusler, skutterudite, and silicide materials designated by Material ID #5, 7, 27, 21, and 12, respectively, have consistently low costs (<$6/W). In fact, a factor of two reduction in the system costs for these materials would make them highly competitive waste-heat recovery solutions as compared to Rankine or organic Rankine cycles at $4-5/W$, especially when factors such as installation costs, reliability, and maintenance are also considered. A notably high-cost material type is the oxide category (Material ID #23, 24). In spite of the low bulk material cost, the $ZT_m$ is too low, largely due to the high thermal conductivity.

These results should be placed in perspective considering the costs of competing electricity generation technologies, especially with respect to the heat source temperature.\textsuperscript{7,124} The horizontal lines on Fig. 5.10 indicate the cost of competing technologies. When the full optimization is performed, Figs. 5.10a-d show that current thermoelectrics are primarily competitive for mid- to high-temperature applications. As shown in Eqn. 5.66, $G_0$ is related to the inverse of the reservoir temperature difference squared, $(T_H-T_C)^{-2}$, which makes the cost of thermoelectric power generation sensitive to the reservoir temperature difference.

Thermoelectric power generating systems are more costly than primary power generation sources including coal, natural gas, solar, and geothermal. Primary electricity generating sources such as coal and natural gas power plants cost less than $3/W\textsuperscript{179}$ so it is unlikely that thermoelectric power generation would be considered as an alternative to these power sources, especially considering the relatively low efficiencies of thermoelectrics compared to modern Rankine and Brayton cycles. Through cost reductions, renewable energy technologies have recently become more competitive. The current cost target for photovoltaics is ~$1/W, and the photovoltaic module cost is projected to reach $0.50/W.\textsuperscript{125,180} Although higher at $3-4/W, the costs of concentrated solar power\textsuperscript{180} and geothermal power\textsuperscript{179} are still competitive and preferable to the costs associated with thermoelectric power generation. Key exceptions are cases where
compactness and portability of the generator are critical, and many alternatives to thermoelectric power generation are not feasible due to resource availability, size, weight, and system complexity.

Thermoelectrics are especially cost competitive compared to other waste-heat recovery technologies. A competitive waste-heat recovery technology is the organic Rankine cycle (ORC) system as shown in Fig. 5.10b. The cost for ORC systems is approximately $4-5/W.\textsuperscript{181} Both ORCs and thermoelectrics can be used to recover unused heat. Thermoelectrics can even be complimentary to ORCs and scavenge additional heat not recovered by the organic Rankine system.\textsuperscript{182} The capital costs, system footprint, and maintenance costs for organic Rankine systems are considerable, so thermoelectric devices may be preferable for waste-heat recovery, particularly where reliability is paramount.

**5.3.3 Thermoelectric Power Generation Module Costs**

In Fig. 5.11, the materials can be compared considering two parameters of interest: the total areal costs of the module

\[
C_{\text{module}}^* = C_{\text{opt}}^* + C^*
\]

and the figure of merit $ZT_m$. The dotted reference lines are drawn for comparison to chalcogenide materials: bismuth telluride and lead telluride for low and high temperature ranges, respectively. These plots provide an image of the current materials landscape and can illustrate targets for future materials research. There is a paucity of materials in the lower right-hand quadrant which indicates new materials are needed that are less expensive ($C_{\text{module}}^*<$0.05/cm\textsuperscript{2}) and higher efficiency ($ZT>1$) than the chalcogenide reference. The clustering of points below the chalcogenide comparison material cost point indicates significant research and development work should consider material cost while improving thermoelectric efficiency. For example, nanowire-based thermoelectric materials requiring microfabrication processes are not currently competitive options as shown of Fig. 5.11b-c. Materials which lie in the upper right-hand quadrant may be desirable in some instances; military applications such as mobile power sources for soldiers or space applications such as space vehicle power generators are two examples.

An important challenge is the selection of materials within a given quadrant. When faced with selecting between materials which lie in relatively close proximity to one another in Fig. 5.11, there are a variety of application-specific factors that govern the selection between, for example, a material having lower cost and performance and another having higher cost and performance. Such decision-making will likely rely on additional parameters related to feasibility such as material stability with respect to time, temperature, and compatibility with the operating environment, material toxicity, mechanical properties, and compatibility with metallization and other module materials, none of which are considered in this analysis.
Figure 5.11 Module areal cost vs. $ZT_m$ for select thermoelectric materials with plots showing (a) the legend and (b)-(d) the various scenarios. The horizontal and vertical lines represent comparisons to reference chalcogenide materials. Materials ID# 2 and 5 from Table 5.1 are used for low/medium and high temperature applications, respectively. The shapes represent the manufacturing class of the material (bulk, nanobulk, nanowire, or other), and the color represents the material class.

5.3.3.4 Thermoelectric Cooling

Thermoelectric cooling is an application where thermoelectrics have performed well in the market. Much of this success can be attributed to the room temperature performance of bismuth telluride alloys. However, other thermoelectric materials may also be attractive alternatives. The cost analysis discussed previously, Eqns. 5.48 and 5.49, was performed on the materials listed in Table 5.1 and is presented in Fig. 5.12. Not all materials are able to achieve the targeted $\Delta T = T_1 - T_2$ associated with the example application. Eqn.5.46 shows that if a material does not have a sufficiently large $ZT$ for a given $\Delta T$, then the COP is negative indicating that cooling to that $\Delta T$ cannot be achieved. The operating cost in Fig. 5.12 is expressed for each material at the optimum leg length that minimizes Eqn. 5.49 (reported in Table 5.4). Materials are listed by their material identification number and are ordered by increasing $ZT$. There is a clear trend that larger $ZTs$ have lower operating cost. This is because $ZT$ directly influences the COP and the COP is the strongest driving parameter given that the purchased electricity dominates the cost.
Figure 5.12 Operating costs of a thermoelectric cooler for various materials and the scenario described in Table 5.2. Colors represent material class; shapes represent material structure resulting from different manufacturing techniques. The materials are organized from left to right in order of increasing $ZT_m$. The error bars represent the variability in electricity price with the average at 9.83 C/kWh. The lower bound is for industrial applications with an electricity cost of 6.77 C/kWh, and the upper bound is for residential applications with an electricity cost of 11.54 C/kWh. In this analysis $F=1$ and the heat exchanger costs are neglected. In the Ideal TE, the material is completely free and $ZT_m=\infty$; this is equivalent to a Carnot refrigerator operating with only the cost of electricity being significant, giving 0.24 - 0.41 C/kWh.

The cost of thermoelectric cooling can be compared against the operating cost of absorption refrigeration and air conditioning,\textsuperscript{183,184} and many of the chalcogenides are cost competitive. Material ID #6 has the potential to be the least expensive even considering its costly MBE process. The primary challenge is making high quality superlattices with thickness approaching 130 µm, which is the optimum length as determined by this analysis. Material ID #3 also shows that the improvements in thermoelectric power output and associated cost reduction caused by nanostructuring compensate for the additional manufacturing expenses. Given the straightforward relationship to $ZT$, an ideal material with $ZT=\infty$ can have a cost of $0.004$/kWh for $\Delta T=10$ °C. This suggests there is still room for material improvements in cooling applications to reduce the cost even further. Cost reduction can be achieved by increasing $ZT$ with a system capital cost that is recovered by the operating cost savings over the lifetime of the device.

5.3.3.5 Thermoelectric Device Targets Summary

The key targets for thermoelectric devices pertain to system parameters and costs. Meeting or exceeding these targets would lead to lower cost values than those determined here. As suggested by $G_0$ in Eqn. 5.66, both large $ZT$ and small volumetric costs $C'''$ are desirable, but
they need not occur simultaneously. Materials with low $ZT$ and low volumetric costs can have a lower $$/W$ value than those having high $ZT$ and high costs. Hence, there is no unique target for $ZT$ or volumetric cost, but approximate targets can be set for current state-of-the-art system components. The heat exchanger and ceramic plate dominate the overall cost for most devices, and $ZT$ becomes much more important than $C'$. The $1/(W/K)$ target for heat exchanger cost is below the existing minimum cost, and $U$-values above 200 W/m$^2$K are desirable. Ceramic plates with thermal conductivity above 40 W/m$K$ and cost below $0.10/cm$ are desirable. Any additional areal processing costs would increase this value, and gains in other parameters would need to mitigate the additional cost.

Polymer-based thermoelectric materials have the potential to be a low cost option for thermoelectrics if their $ZT$ can be improved while maintaining their low thermal conductivity and polymer processability. Currently, the thermoelectric performance of polymers is the limiting parameter and much research into their transport properties is necessary if future improvements in $ZT$ are to be made.

5.4 Thermoelectric Cost Analysis Summary

This work investigates a new thermoelectrics cost analysis which incorporates material properties, device physics, material costs, manufacturing costs, and system costs. This analysis leads to a new design optimization where the ratio of overnight capital cost to power output/energy expenditure is minimized, as opposed to an optimization of efficiency or power output alone. This work evaluates the status of thermoelectric materials, including the polymer PEDOT:PSS, relative to their cost competitiveness for power generation and refrigeration. The results of this work point to necessary design considerations for polymer-based materials where the low cost, low thermal conductivity and processability of polymers is advantageous. However, to develop polymer-based devices understanding of the cost structure of a device is necessary.

Towards that goal, this work derives a new cost-performance metric, $G_0$, and a system-level cost metric $G$ both with units of $$/W$. The new cost-performance metric $G_0$ is useful in defining the minimum material cost for an application. The system-level metric $G$ goes beyond ranking materials by $ZT$ (i.e., thermoelectric efficiency) and also accounts for the heat exchanger’s thermal conductance and the overnight capital cost of the system. Just as the material $ZT$ is useful in describing the module $ZT$, $G_0$ describes the material cost scale for $G$. The analysis focuses on the case where heat is free, so fuel costs have not been included. Analytical results for the optimum thermoelectric leg length and module fill factor are obtained and reflect an inherent trade-off between cost and thermoelectric performance. Several cost-dominant regimes have been identified, as summarized in Fig. 5.8: (i) a heat exchanger cost dominated regime, where $G_0\tilde{L}_{HX}$ should be minimized; (ii) a module areal manufacturing cost dominated regime, where at fixed $F$, $G_0\tilde{L}_F F$ should be minimized; and (iii) a volumetric material cost dominated regime, where at fixed $F$, $G_0 F^2$ should be minimized. Focusing specifically on recommendations for manufacturing and materials development, the relevant material figures-of-merit which should be maximized in each regime are (i) $ZT$ regardless of cost; (ii) the ratio $ZT/C''$; and (iii) the ratio $ZT/(kC''')$. Additional regimes and special-case optimizations can
also be identified for other system constraints, such as fixed $L$ or non-negligible contact resistances.

Ultimately, this chapter presents the framework for a detailed analysis comparing thirty materials and four different applications. When applied to several traditional and new thermoelectric material classes, the analysis demonstrates the paucity of materials which are both higher performing and lower cost than standard chalcogenides. Novel nanowire and superlattice materials have the potential to have a low $$/W value if improvements in $ZT$ are made above what is reported, but with the currently reported values they are not competitive in the near-term due to the large costs associated with microfabrication/MBE manufacturing techniques. Polymers also have the potential for low $$/W$ values if improvements in $ZT$ are made while maintaining the low thermal conductivity and processability inherent to polymers. However, there are other thermoelectric materials in which could yield systems that are affordable and competitive with other forms of power generation; the key challenges for these materials will be in both engineering devices around them and scaling their production. The utility of the cost metrics presented here will evolve as factors like resource availability and energy costs change over time demonstrating the need to revisit this analysis periodically. The realization of commercial thermoelectric devices depends on the simultaneous improvement and optimization of material properties, system design, system costs, and material and manufacturing costs.
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Appendix A  Synthesis of the BPNDT Molecule

These synthetic produces were developed by collaborator Dr. Jibin Sun for the synthesis of the BPNDT molecule discussed in Chapter 3.

First, Compound 1 (2,2-bithiophene-5-thiol) was prepared according to literature.\textsuperscript{185} Next (as shown in Fig. A.1) Compound 3 was synthesized by combining Compound 1 (35.0 g, 0.18 mol), KO\textsubscript{Bu} (20.8 g, 0.19 mol) and 200 mL THF/CH\textsubscript{3}OH (v/v = 1:1) in a 500 mL flask with a reflux condenser. This solution was refluxed for 120 minutes and allowed to cool to room temperature. The solvent was then removed under vacuum leaving 41.0 g of Compound 2 as a yellow solid (98% yield) which was used without further purification. Compound 2 (6.5 g, 27.6 mmol) was then dissolved in 150 mL solution of a CH\textsubscript{3}OH and THF (10 mL) before TMSCCBr (5.0 g, 27.6 mmol) was added quickly at 0 °C. The resulting yellowing solution was refluxed overnight. The solvent was then removed and the orange solid was extracted by hexanes; the hexanes were removed and the resulting crude product was passed through a silica gel plug (30 cm). 7.6 grams of a light yellow oil (92% yield) was obtained as a pure product. \textsuperscript{1}HNMR (300 MHz, CDCl\textsubscript{3}) δ 0.05 (s, 9H), 0.96 (m, 2H), 2.90 (m, 2H), 7.05 (m, 3H), 7.21 (t, 1H), 7.25 (d, 1H). \textsuperscript{13}C NMR (75.5 MHz, CDCl\textsubscript{3}) δ -1.4, 17.9, 35.6, 124.1, 124.87, 128.2, 134.3, 134.5, 137.4, 140.8. Anal. Calcd for C\textsubscript{13}H\textsubscript{18}S\textsubscript{3}Si: C, 52.30; H 6.08. Found: C, 52.47; H 6.13.

Compound 4 was synthesized by mixing Compound 3 (3.15 g, 10.5 mmol) and NBS (1.88 g, 10.6 mmol) in 30 mL of THF at 0 °C. The solution was stirred at room temperature for 4 hours. The solvent was then removed and the product was purified by a silica gel column with hexanes as the eluent to isolate 3.50 g of Compound 4 as a yellow oil (88% yield). \textsuperscript{1}HNMR (400 MHz, CDCl\textsubscript{3}) δ 0.02 (s, 9H), 0.93 (m, 2H), 2.87 (m, 2H), 6.88 (d, 2H), 6.97 (m, 3H). \textsuperscript{13}C NMR (75.5 MHz, CDCl\textsubscript{3}) δ -1.5, 17.6, 34.1, 111.5, 124.1, 124.3, 130.9, 134.1, 135.2, 138.8, 139.5. M.S.: 378.01 (M\textsuperscript{+}).

Compound 5 was synthesized by mixing Compound 4 (3.20 g, 8.5 mmol), 4-ethynylaniline (1.0 g, 8.5 mmol), Pd(Ph\textsubscript{3})\textsubscript{2}Cl\textsubscript{2} (0.32 g, 0.46 mmol), Cul (0.16 g, 0.84 mmol), and PPh\textsubscript{3} (0.48 g, 0.92 mmol) together in 100 mL of NEt\textsubscript{3}. The solution was de-aired by bubbling N\textsubscript{2} for 30 minutes and stirred at 100 °C for 24 hours. The solvent was then removed under vacuum. The resulting brown solid was extracted with diethyl ether. The solvent was then removed and the crude product was purified by a silica gel column with CHCl\textsubscript{3} as the eluent to isolate 2.84 g of Compound 5 (81% yield) as an orange oil. \textsuperscript{1}HNMR (300 MHz, CDCl\textsubscript{3}) δ 0.04 (s, 9H), 0.96 (m, 2H), 2.90 (m, 2H), 3.85 (br, 2H), 6.62 (d, 2H), 7.02 (m, 3H), 7.13 (d, 1H), 7.39 (d, 2H). \textsuperscript{13}CNMR (75.5 MHz, CDCl\textsubscript{3}) δ -1.4, 17.9, 35.1, 81.0, 95.8, 112.1, 115.1, 123.3, 123.9, 124.4, 132.3, 133.2, 134.1, 135.1, 137.9, 140.1, 147.4. M.S.: 413.25 (M\textsuperscript{+}).
Compound 7 was synthesized by mixing Compound 5 (1.0 g, 2.4 mmol) and 1,4,5,8-naphthalene-tetracarboxylic dianhydride (4.0 g, 15.3 mmol) together in 50 mL of DMF. The solution was de-aired by bubbling N₂ for 30 minutes and stirred at 145 °C for 12 hours. The solution was then cooled down and excess 1,4,5,8-naphthalene-tetracarboxylic dianhydride was removed by filtering finally yielding a dark brown solution as Compound 6. The Compound 6 solution was then mixed with 2-aminoethanethiol (2.0 g, 26.0 mmol). This resulting solution was de-aired by bubbling N₂ for 30 minutes and stirred at 145 °C for another 12 hours. The solvent was then removed under vacuum. The resulting brown solid was purified by using a silica gel column with CHCl₃ as the eluent to isolate 0.62 g of Compound 7 (33% yield) as a brown solid. ¹H NMR (400 MHz, CDCl₃) δ 0.02 (s, 9H), 0.92 (m, 2H), 1.57 (m, 2H), 2.91 (m, 4H), 3.10 (br, 1H), 6.99 (d, 1H), 7.03 (d, 1H), 7.05 (d, 1H), 7.20 (d, 1H), 7.30 (d, 2H), 7.68 (d, 2H), 8.81 (br, 4H). Anal. Calcd for C₃₇H₃₀N₂O₄S₄Si: C, 61.67; H 4.18; N 3.87. Found: C, 61.22; H 4.14; N 3.92. Compound 7, was the final P-N molecule that was used in experiments.

Figure A.1 Synthesis of BPNDT Molecule. Compounds 1 through 7 of the synthesis of the BPNDT.
Appendix B  MATLAB Scripts for Cost Analysis

Evaluation of the Power Generation Cost Metric, $G$

```matlab
function [G]=CostG(L,F,m,Th,Tc,S,sigma,k,rho,Cm,CMm,CMA,Chx,Uh,Uc)
%%This function calculates the $/W G value of a thermoelectric system
% L is the thermoelectric leg length, m
% F is the fill factor
% m is the load condition m=RL/R
% Th is the hot reservoir temperature, K
% Tc is the cold reservoir temperature, K
% S is the material Seebeck coefficient, V/K
% sigma is the material electrical conductivity, S/m
% k is the material thermal conductivity, W/m-K
% rho is the density of the material, kg/m^3
% Cm is the specific material cost, $/kg
% CMm is the specific manufacturing cost, $/kg
% CMA is the areal manufacturing cost, $/m^2
% Chx is the heat exchanger cost, $/(W/K)
% Uh is the hot side heat exchanger conductance, W/m^2-K
% Uc is the cold side heat exchanger conductance, W/m^2-K

%%---------------------------------

%%GEOMETRY CONDITIONS
A=1; %m^2 %This is arbitrary

%%HOT AND COLD SIDE
t1=25.4E-6; %m
k1=400; %W/m-K copper
k2=30; %W/m-K alumina silicate
Kh=((Uh*A)^-1+(k1*A/t1)^-1+(k2*A/t2)^-1)^-1; %W/K
Kc=((Uc*A)^-1+(k1*A/t1)^-1+(k2*A/t2)^-1)^-1; %W/K

%%Air Gap
ka=0.03; %W/m-K
eps=2/3; %emissivity
sb=5.67E-8; %W/m^2-K^4
Pr=0.7;
g=9.81; %m/s^2
Beta=2/(Th+Tc); %K^-1
alpha=29.9E-6; %m^2/s
v=20.92E-6; %m^2/s

%%---------------------------------

%%MODULE TRANSPORT PROPERTIES
VF=(sqrt(1+L.^2/A)-L/sqrt(A)).^2;
Krad=4*sb*VF*((Th+Tc)/2)^3/(2*(1-eps)/eps+1./VF)*(1-F)*A;
Kcond=ka*A*(1-F)/L;
Ra=g*Beta*(Th-Tc)*L.^3/(v*alpha);
if Ra>1708
   Kcon=ka*A*(1-F)/L*(0.069*Ra.(1/3)*Pr^0.074);
else
```
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Kcon=Kcond;
end
Kp=Kcon+Krad; \%W/K
KT=k*A*F./L+Kp; \%W/K for both legs
Spn=S-(S); \%V/K Sp=-Sn=S
R=4*L/(sigma*A*F); \%Ohms

%%%APPROXIMATE TEMPERATURE CALCULATIONS (comment or uncomment for execution)
% T1=Th-(1/Kh)./(1./KT+1/Kc+1/Kh)*(Th-Tc); \%K
% T2=Tc+(1/Kc)./(1./KT+1/Kc+1/Kh)*(Th-Tc); \%K
% dT=Kh*Kc./(Kc*KT+Kh*KT+Kc*Kh)*(Th-Tc); \%K
% Tm=(T1+T2)/2; \%K

%%%EXACT TEMPERATURE CALCULATIONS (comment or uncomment for execution)
y0=[Th;Tc];
options=optimset('Display','off');
[y,fval]=fsolve(@(y)[Kh*(Th-y(1))-KT*(y(1)-y(2))-... 
    Spn^2*(y(1)-y(2))^2.*y(1)/(2*R)+Spn^2*(y(1)-y(2))^2./(8*R);... 
    Spn^2*(y(1)-y(2))^2.-(4*R)-Kh*(Th-y(1))+Kc*(y(2)-Tc)],y0,options);
T1=y(1); \%K
T2=y(2); \%K
Tm=(T1+T2)/2; \%K
dT=T1-T2; \%K

%%%PERFORMANCE METRICS
Cost=((Cm+CMm)*rho*L+CMA)*A*F+Chx*mean([Uh,Uc])*A; \%$
%Cost=((Cm+CMm)*rho*L+CMA)*A; \%$ (without heat exchanger costs)
Z_s=S^2*sigma/k; \%K^-1
Z=Spn^2./(KT.*R); \%K^-1

%%%GENERAL THERMAL EFFICIENCY
I=Spn*dT./(R.*(m+1)); \%Amps
eta=(1-T2./T1).*(m*Z.*T1./((Z.*Tm+m*Z.*T1+(m+1)^2));
qh=KT.*dT+Spn*I.*T1-1/2*I.^2.*R; \%W
P=m*I.^2.*R; \%W
%Z_s*(T1+T2)/2

%%%COST METRIC
G=Cost./P; \%$/W
%%%---------------------------------------------------------------
Evaluation of the Cooling Cost Metric, $H$

```matlab
function [H] = CostMin_Cooling_Alt(L, Th, Tc, S, sigma, k, rho, Cm, CMM, CMA)
%% This function calculates the $/kWh H value of a thermoelectric system
%% L is the thermoelectric leg length, m
%% Th is the hot reservoir temperature, K
%% Tc is the cold reservoir temperature, K
%% S is the material Seebeck coefficient, V/K
%% sigma is the material electrical conductivity, S/m
%% k is the material thermal conductivity, W/m-K
%% rho is the density of the material, kg/m^3
%% Cm is the specific material cost, $/kg
%% CMM is the specific manufacturing cost, $/kg
%% CMA is the areal manufacturing cost, $/m^2
%%------------------------------------------------------------------------

%%GEOMETRY CONDITIONS
F=1; %fill factor
A=1; %m^2
Ac=A*F/2; %m^2 for one leg

%%HOT AND COLD SIDE
t1=25.4E-6; %m
k1=400; %W/m-K copper
t2=0.38E-3; %m
k2=30; %W/m-K alumina silicate
Uh=inf; %W/m^2-K
Uc=inf; %W/m^2-K
Kh=((Uh*A)^-1+(k1*A/t1)^-1+(k2*A/t2)^-1)^-1; %W/K
Kc=((Uc*A)^-1+(k1*A/t1)^-1+(k2*A/t2)^-1)^-1; %W/K

%%AIR GAP
ka=0.03; %W/m-K
eps=2/3; %emissivity
Pr=0.7;
g=9.81; %m/s^2
Beta=2/(Th+Tc); %K^-1
alpha=29.9E-6; %m^2/s
v=20.92E-6; %m^2/s
%%------------------------------------------------------------------------

%%MODULE TRANSPORT PROPERTIES
VF=(sqrt(1+L.^2/A)-L/sqrt(A)).^2;
Krad=4*sb*VF*((Th+Tc)/2)^(3/2)*((1-eps)/eps+1./VF)*(1-F)*A;
Kcond=ka*A*(1-F)./L;
Ra=g*Beta*(Th-Tc)*L.^3/(v*alpha);
if Ra>1708
    Kcon=ka*A*(1-F)./L*(0.069*Ra.^(-1/3)*Pr^0.074);
else
    Kcon=Kcond;
end
Kp=Kcon+Krad; %W/K
KT=k*A*F./L+Kp; %W/K for both legs
Spn=S-(S);
Sp=-Sn=S
R=2*L/(sigma*Ac); %Ohms
```
%%PERFORMANCE METRICS
Cost=(Cm+CMin)*rho*L+CMA; \$/m^2
Z_s=S^2*sigma/k; \%K^-1
Z=Spn^2./(KT*R); \%K^-1

%%EXACT TEMPERATURES CALCULATIONS
Tm=(Th+Tc)/2;
m=sqrt(1+Z*Tm);
AA=(-2*Spn^2*m)./(R.*(m^-1).^2);
BB=(2*Spn^2*Tm*(m+1))./(R.*(m^-1).^2)+2*KT+Kc;
CC=(-2*Spn^2*Tm^2)./(R.*(m^-1).^2)-2*KT*Tm-Kc*Tc;
for j=1:length(L)
    X(:,j)=[(-BB(j)+sqrt(BB(j)^2-4*AA(j)*CC(j)))/(2*AA(j));...
        (-BB(j)-sqrt(BB(j)^2-4*AA(j)*CC(j)))/(2*AA(j))];
    T2(j)=min(X(:,j));
end

%%PERFORMANCE METRICS
T1=2*Tm-T2;
dT=T1-T2;
%dT_max=1/2*Z.*T2.^2;

%%MAX EFFICIENCY CONDITION
I_max=2*Spn*(Tm-T2)./(R.*(m^-1));
Q_c_max=Spn*T2.*I_max-KT.*dT-1/2*I_max.^2.*R;
P_max=Spn*I_max.*dT+I_max.^2.*R;
COP_max=Q_c_max./P_max;
C_e=0.0983; \$/kWh_e
n=20*365*24; \%20 year lifetime
r=0.030/(365*24); \%inflation rate 3.0% annually

%%COST METRIC
H=(Cost*A*F*r./Q_c_max/1000)+C_e./COP_max; \$/kWh

%-----------------------------------------------