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Abstract

Symmetry-driven optoelectronics in two-dimensional layered materials

by

Jun Xiao

Doctor of Philosophy in Applied Science & Technology
and the Designated Emphasis in
Nanoscale Science & Engineering

University of California, Berkeley

Professor Xiang Zhang, Chair

Crystal symmetry and its breaking are the core of modern condensed matter physics and materials science research. They fundamentally determine the crystal topology, pairing mechanism and optoelectronic properties. They play a very important role in many novel phenomena such as quantum spin Hall effect in topological insulators, chiral fermion in Weyl semimetals and high temperature superconductivity in cuprates. Symmetry and related optoelectronic properties become more prominent in reduced dimensional systems, which have rich interfacial physics. For instance, in recent emerging 2D layered materials, inversion symmetry breaking and three-fold rotational crystal symmetry bring a unique valley degree of freedom. Meanwhile, large tunability of 2D materials are subject to external mechanical, electrical stimuli, or interfacial effects, which make symmetry engineering more feasible for potential applications.

This dissertation covers experimental investigation in the emerging fields of two-dimensional valleytronics and polar structural phases in 2D layered materials. Both are closely linked with fundamental crystal symmetry and specific symmetry breaking. The dissertation will first present the discovery of optical selection for nonlinear optical process in monolayer WS₂, while also taking into account both valley and excitonic degrees of freedom (DOF). The three-fold rotational crystal symmetry together with inversion symmetry breaking enables access to excitonic fine structures in specific valley through nonlinear optical processes with larger than 95% valley excitation efficiency. Such a discovery establishes a foundation for the control of optical transitions. This is crucial for valley optoelectronic device applications, such as 2D valley-polarized THz sources with 2p–1s transitions, and coherent control for quantum computing. Furthermore, the dissertation includes the first demonstration of electrical valley generation through ferromagnetic spin injection. The inversion symmetry breaking in monolayer TMDC leads to a unique spin-valley locking relationship, which is the key to achieve electrical valley generation. The electrical valley generation efficiency is up to 45%. Such high-fidelity achieved by electrical control opens the door towards a new paradigm of
electronics that manifests all three DOFs—charge, spin, and valley—for information processing.

On the other hand, the mirror symmetry breaking in 2D polar materials allows the exploration of novel structural ordering and associated optoelectronic properties in monolayer Janus MoSSe and ferroelectric ultrathin In$_2$Se$_3$ crystal. Significant vertical dipoles were observed in both materials by second harmonic generation (SHG) and piezoforce microscopy (PFM). In addition, the measured piezoelectric coefficient for a 3-nm-thick In$_2$Se$_3$ is about $d_{33} = 0.5$ pm/V and shows very high ferroelectric transition temperature $T_c$ up to 700 K. These discoveries are applicable to electromechanical sensors and memory devices at molecular level.

Finally, the demonstration of electrostatic doping induced structural phase transition in monolayer MoTe$_2$ was discussed as an example for crystal symmetry manipulation. Such transition involves substantial crystal symmetry changes: from hexagonal to monoclinic and from inversion symmetry breaking to inversion symmetry preserved. SHG intensity modulation was observed more than one order during phase transition. This crystal symmetry engineering not only shows the capability for dynamic structural engineering at 2D limits, but also highlights the important role of electrostatic doping in controlling different phases, which benefits from weakly electrostatic screening in low-dimensional systems.
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1 Introduction

The symmetry in nature is always appreciated, starting from the galaxy our planet belongs to living bodies like butterfly with beautiful symmetric wings. In the field of solid state physics, it consists of various physical aspects of a material such as electrical, mechanical, optical, or magnetic properties. However, the microscopic arrangement of the atomic constituents of the material and the symmetry behind, governs all these physical properties. This can be lack of long-range order leading to a glass material or have a specific order with continuous rotational symmetry breaking leading to a crystalline material [1].

Finding the wonderful symmetries in a crystal is important. On the other hand, identification of symmetry breaking associated with a crystal is probably more amazing for the formation of novel phases. Both of which and the associated optoelectronic properties are the main subjects of this dissertation.

1.1 Crystal symmetry and symmetry breaking

A bulk crystal is a periodic array of atoms whose basic repeating unit is called primitive unit cell. The three linearly vectors $a_1, a_2$, and $a_3$ are used to define the primitive unit cell volume. The array of points generated by the translational vector $T(n_1,n_2,n_3)$ is called a lattice.

$$T(n_1,n_2,n_3) = n_1 \cdot a_1 + n_2 \cdot a_2 + n_3 \cdot a_3$$

(1.1)

where $n_1$, $n_2$, and $n_3$ are integer numbers. In a crystal lattice, each lattice site has the same surroundings and is at a corner of a primitive unit cell. Interestingly, the unit cells of a crystal structure can take only a certain number of distinct shapes because of the discrete translational symmetry requirement. This number is four for two-dimensional crystals and seven for three-dimensional crystals [2].

The beauty of symmetry in crystals also has its deep microscopic aspect. It is widely known that the microscopic and quantum nature of a crystal is unraveled by the solution to Schrodinger equation. This solution gives the energy eigenvalues and the wave eigenfunctions of Hamiltonian of the crystal, which are the foundation of observed physical properties. Importantly, the degeneracy and the transformation properties of the wave eigenfunctions are closely related to the symmetry properties of the Hamiltonian. In other words, the “exact” Hamiltonian as well as the eigenfunctions is invariant under corresponding symmetry operation if the crystal has such symmetry. Therefore, without diving into the details of atomic orbitals and bond strength, both degeneracy and transformation properties can be derived from the knowledge of symmetries, which is basis of group theory [3].

Besides the finding the wonderful symmetries that exists in a crystal, it is also amazing to identify specific symmetry breaking associated with the crystal. Symmetry breaking in a
crystal is a result of a decrease in the number of symmetry elements typically occurs at a phase transition. This reduction gives rise to a new lattice or electronic ordering type such as charge density wave, ferromagnetism, superconductivity [4]–[6], which can be probed by various technique such as X-ray structure analysis, neutron diffraction, Raman spectroscopy, optical absorption and electrical transport [7], [8].

Symmetry and symmetry breaking properties becomes more prominent in reduced dimensional systems with rich interfacial physics. The large tunability of 2D materials subject to external mechanical, electrical stimuli or interfacial effect makes symmetry engineering more feasible for potential applications. Among various type of symmetries in 2D layered crystals, two of them are under intensive exploration with substantial impacts.

One is inversion symmetry. Whether a crystal has inversion symmetry or not can be determined through inversion operation. The inversion operation occurs through a single point called the inversion center, \( i \), located at within a unit cell of the crystal. Each atom in the unit cell is moved along a straight line through the inversion center to a point an equal distance from the inversion center \( (r \rightarrow -r) \). If after this operation, the unit cell is identical as before, then the crystal has inversion symmetry otherwise it is with inversion symmetry breaking (Fig. 1.1). This symmetry is quite important in contemporary research. It affects many physical properties like Berry phase [9] and second harmonic generation (SHG) [10]. More details about how inversion symmetry affect SHG will be elaborated in section 2.3.

Figure 1.1: Inversion symmetry in a crystal lattice. Here \( i \) marks as the inversion center. An inversion operation takes any atom located at \((x, y, z)\) and maps it through the inversion center \( i \) to \((-x, -y, -z)\), like atom A to A’. If after this operation, the new lattice is
equivalent to original lattice, then it has inversion symmetry otherwise inversion symmetry in breaking in this system.

The other one is mirror symmetry. A crystal with mirror symmetry must have at least one mirror plane that divides the lattice into two halves and consequently one half is the mirror image of the other half across the plane (Fig. 1.2). One important example of mirror symmetry (or its breaking) is the absence (or presence) of chirality. Chirality is a fundamental property of an object not identical to its mirror image. It is an important concept widely applied in modern research like the discovery of handedness of neutrinos in electroweak interaction and helical structure of DNA in living bodies [11].

![Figure 1.2: Mirror symmetry in a crystal lattice.](image)

Figure 1.2: Mirror symmetry in a crystal lattice. This a side view of crystal structure of monolayer MoS$_2$. Yellow balls represent for sulfur atoms while green balls represent for Mo atoms. A mirror plane is labeled by “m” and indicated by the red dashed line. This mirror plane divides the lattice into two halves and one half is the mirror image of the other half. Therefore, this lattice has mirror symmetry (more specifically, it is out-of-plane mirror symmetry).

The exploration of the presence and absence of these two symmetries as well as associated optical properties in two-dimensional layered materials are the main targets of this dissertation. In next section, I may briefly overview of 2D layered materials for introductory purpose.

### 1.2 Two-dimensional layered materials

Since the discovery of graphene (first 2D layered material) in 2004 [12], the club of 2D layered materials is expanding rapidly with many distinct members such as transition metal dichalcogenide [13], [14], black phosphorous [15], metal carbides [16], III$_2$-VI$_3$ van der Waals crystal [17], etc.

Generally speaking, layered materials are formed by specific order stacking of monolayers. In each layer, atoms are tightly bonded by ionic-covalent bonds while van-der Waals force provides weak interlayer attraction. The interlayer interaction governed
by van der Waals interaction is so weak that monolayer can be separated by mechanical exfoliation with scotch tape. Meanwhile, multiple synthetic methods such as chemical vapor deposition (CVD) can provide large-scale monolayer even not exist in nature. The mature of sample preparation guarantee a routine exploration of fundamental physics and device applications because of their emerging physical properties.

Here, I provide an overview of transition metal dichalcogenides, which is one type of the most important layered materials and weighs significant portions in this dissertation. Their crystal structures are summarized in figure 1.3. III2-VI3 van der Waals crystals, another type of 2D materials studied in this dissertation will be elaborated in chapter 4.

Layered transition metal dichalcogenides (TMDCs) in the form of MX₂ (M=Mo, W; X = Se, S, Te, etc.) are covalently bonded within the layer, but weakly bound by van der Waals interactions between each layer. Because of the three-atom layer nature, there are multiple crystal configurations in TMDCs such as 2H, 1T and 1T’ phases. Exploration on above distinct phases and manipulation of their crystal symmetry are significant for understanding of interplay between distinct crystal symmetry in two-dimensionality and enable 2D reconfigurable device and 2D electronic memory.

Figure 1.3: Crystal structure of transition metal dichalcogenides. Atomic structure of single layers of transition metal dichalcogenides (TMDCs) in their trigonal prismatic (2H), distorted octahedral (1T) and dimerized (1T’) phases. Lattice vectors and the stacking of atomic planes are indicated. Reprinted with permission from ref. [18]. Copyright Nature Publishing Group.

In 1T phase TMDC crystals, the X atoms are octahedrally coordinated around M atoms in rhombohedral stacking (ABC). If with a lattice distortion occurs along the in-plane axis,
the variation is termed as 1T' structure [19], [20]. Monolayer TMDCs in 1T and 1T' phase maintain inversion symmetry. In addition, TMDCs in 1T and 1T' phase are mostly semimetals or narrow bandgap semiconductors. Coupled with the strong spin-orbit interactions, monolayer 1T' crystals are predicted to host a non-trivial topological state with the quantum spin Hall effect [19].

Alternatively, in semiconducting 2H phase, transition metal M atoms are trigonally coordinated with chalcogen X atom layers in Bernal stacking (ABA). The inversion symmetry is broken in odd number of layers while restored in even number of layers due to AB stacking. Therefore, in its monolayer form, inversion symmetry is broken and the bandgap transitions from indirect in the bulk to direct in monolayers [14]. Meanwhile, large spin-orbital splitting manifests in both conduction band (~ 10 meV) and valence band (~ 100 meV) [21]. The semiconducting 2H phase has been associated with rich optical and electronic semiconductor characteristics such as the emergence of strong excitonic many-body effects [22]–[24]. More interestingly, the inversion symmetry breaking in 2H monolayer allows the presence of unique valley degree of freedom [25]–[27].

In a crystalline solid momentum space, a local minimum in the conduction band or local maximum in the valence band is defined as a valley. In addition to charge and spin, an electron can also have so-called valley degree of freedom or valley index that indicates which valley that the electron occupies. Valleytronics refers to using such valley degree of freedom to store and process information [28]. An ideal valleytronic material system has a band structure composed of two or more energy-degenerate but inequivalent valley states that can be manipulated to encode, process and store information. This requirement is typically satisfied by inversion symmetry breaking to lift degeneracy.

There are several unique parts for valleytronics compared with current electronics and spintronics technology. First, pure valley current can flow without net charge current, the Ohmic loss can be reduced and heat dissipation can be further reduced if intervalley scattering by phonon is not significant. Second, valley degree of freedom as a discrete index can be used for quantum information process. Third, such quantum index is quite robust and can exist as long as the crystal structure unchanged. Fourth, unlike conventional spintronics which utilize binary electron spin states, the valley degree of freedom is determined by crystal structure and electron orbitals. In principle, a system can have more than two valley indices. With multiple valley indices, multiple information channels can be established and boost the information transmission/processing speed. Finally, unlike spintronic applications, valleytronic platform does not necessarily require the presence of local magnetic field.

With all above advantages, it is quite appealing for fulfillment of valleytronics, an important branch of optoelectronics.

1.3 Uniqueness of 2D materials for optoelectronic applications
Compared with the bulk crystal, layered materials with reduced dimensions have three distinct features. Firstly, two-dimensional system has highly confined in-plane motion of quasiparticles. Secondly, enhanced interactions among quasiparticles due to weak dielectric screening. Finally, physical properties of layered materials can be easily tuned by electrical, mechanical and other external stimuli, facilitating the development of device applications such as versatile memory. In the following, I would go through above features in 2D materials and elaborate the unique physics and potential novel optoelectronic applications for 2D valleytronics as well as phase manipulation.

A. Highly confined in-plane motion of quasiparticles

Low-dimensional systems are realized by confining its particle's movement in a dot, line or plane. For instance, in layered materials, the van der Waals nature dominates interlayer interaction while strong covalent or ionic bond saturates within each layer. This strong anisotropy leads to highly confined electron motion within each layer as well as corresponding band structure. In such scenario, the density of possible quantum modes of the particle at a given energy (density of states, DOS) is quite different from that in bulk.

In ideal 2D system with parabolic E-k dispersion ($E_k = \frac{(\hbar k)^2}{2m}$), the density of state is in the following fashion:

$$D(E) = \frac{d\Omega}{dE} \propto m^* E^0$$  \hspace{1cm} (1.2)

It is quite different from converging feature in 3D case at low energy limit (Fig. 1.4). Such nonconvergent density of states even for $E \rightarrow 0$ leads to several important theorems and findings in low dimensional systems such as Mermin-Wagner theorem and BKT phase transition.

Figure 1.4: Schematic diagram of density of states for different dimensional systems. Reprinted with permission from ref. [29]. Copyright MDPI.
Besides, such highly confined motion not only results in discrete density of states plateau, but also has impact on physical properties of novel phase such as superconductivity formation, which originates from competition between electron-electron and electron-phonon interactions. For example, high in-plane critical magnetic fields up to 100 T for superconducting phases were discovered in ion-gated MoS$_2$ and intrinsic NbSe$_2$ ultrathin flakes [30]–[32]. In conventional superconductors, applying a sufficiently high magnetic field can destroy superconductivity via the coexisting orbital and Pauli paramagnetic mechanisms. The orbital contribution represents electron circulation and vortex formation induced by the magnetic field, while the paramagnetic contribution originates from spin realignment in Cooper pairs by an external magnetic field. However, in ultrathin-layered materials, carriers are strongly confined to only move in their host layer. Therefore, out-of-plane electron circulation induced by in-plane magnetic field is forbidden. On the other hand, Cooper pairs in ultrathin TMDC such as MoS$_2$ are formed by electrons with opposite spins locating at the K and K' valleys of the conduction band. The in-plane inversion symmetry breaking and large spin-orbit coupling in a MoS$_2$ monolayer lead to significant spin splitting in conduction band, which manifests as a Zeeman-like effective magnetic field $B$ ($\sim 100$ T) oppositely applied at the K and K' valleys (Fig. 1.5 inset). Antiparallel spins in the Cooper pairs are pinned by this large out-of-plane Zeeman field. Therefore, the temperature dependent resistance curve as well as superconducting transition temperature are barely affected by in-plane magnetic fields [31] (Fig. 1.5). Such Ising-like pairing prevents spin reorientation from an in-plane magnetic field up to 55 T in sample with optimized conditions at 1.5 K [30].

Figure 1.5: Temperature dependent resistance under a static in-plane magnetic field. The resistance curve and transition temperature are weakly dependent of in-plane B field up
to 11 T due to the effective Zeeman field pinning. The inset plots out the electron pockets in conduction band of monolayer MoS$_2$ and effective Zeeman field pinning. Because of strong spin-orbit coupling and inversion symmetry breaking, electron pockets with spin up (blue) and spin down (red) split oppositely at the K and K’ valley. Such energy splitting indicates electrons in K and K’ valley experience opposite effective magnetic Zeeman fields $B_{\text{eff}}$ and $-B_{\text{eff}}$ (green arrows) and are immune to perturbation from external in-plane magnetic field. Reprinted with permission from ref. [31]. Copyright AAAS.

B. Enhanced quasiparticle interaction due to weak electrostatic screening

Electron-phonon and electron-electron interactions are main quasiparticle interactions in a crystal. The interplay of these two interactions dominate the electronic response (sometimes even influence structural reconfiguration) and lead to novel phenomena such as superconductivity, Mott insulator and excitonic effect.

![Figure 1.6: Real-space representation of electrons. The changes in the dielectric environment are indicated schematically by different dielectric constants $\varepsilon_{3D}$ and $\varepsilon_{2D}$ and by the vacuum permittivity $\varepsilon_0$. Reprinted with permission from ref. [24]. Copyright American Physical Society.](image-url)
In typical bulk semiconductor crystals such as silicon, the large dielectric screening and small quasiparticle effective mass result in small exciton binding energies, only ~1-10s of meV [33]. Thus, the bound behavior of the exciton is insignificant compared to the thermal fluctuations unless cooled down to low temperatures. In contrast, the bound exciton states often dictate the optical properties of two-dimensional (2D) materials such as monolayer transition metal dichalcogenides (TMDCs). The strong Coulomb interaction in low-dimensions and reduced dielectric screening, compared to bulk crystals, naturally makes the excitons bound even at room temperature with a binding energy of hundreds of meV. The reduced dielectric screening can be understood based on Fig. 1.6. The schematic shows electric field line distribution between an electron-hole pair in a bulk crystal and an ultrathin film. In bulk crystal, the electric field lines penetrate through the large dielectric environment contributed by surrounding atoms. However, for a 2D crystal, significant portion of electric field lines penetrate into vacuum or air which has low dielectric constant about 1. Therefore, the quasiparticle interaction is enhanced with such reduced average screening.

C. Large tunability subject to external stimuli

The reduced dimensionality of these semiconductors enables the large tuning of optical properties via external stimuli such as applied electric fields and mechanical strain. This is a huge plus for fundamental phase transition physics exploration as well as tunable valleytronic devices.

The atomically-thin nature of TMDCs and its weak electric screening makes the carrier density easily tunable and high doping density from $10^{13}$/cm$^2$ to $10^{15}$/cm$^2$ achievable, using a FET structure based on solid or liquid capacitor. K. F. Mak et al. first observed that tuning the carrier density to high electron populations changes the absorption spectra and the photoluminescence (PL) from the exciton to the tightly bound negative trions (X$^-$), a quasiparticle composed of two electrons and a hole [34]. The negative trion also possesses a large binding energy (~ 20 meV), such that robust trion photoluminescence can be detected at room temperature (Fig. 1.7b). In addition, circularly polarized resolved gate-dependent PL showed helicity from emission of trions, which indicates such quasi particles can be optically created with valley and spin polarized holes. In parallel, J. S. Ross, et al. investigated the electrostatic gate effect on photoluminescence of positively charged (X$^+$), neutral (X$^0$) and negatively charged (X$^-$) excitons in a single layer of MoSe$_2$. Such large binding energy results from the enhanced Coulomb interaction due to the strong confinement and heavy effective masses [35]. Also, they found the extra charge binding energies for X$^+$ and X$^-$ to be nearly same indicating the similar effective mass for electrons and holes, which is consistent with theoretical calculations. The exciton’s large electrical tunability in oscillation strengths also modifies the nonlinear spectrum. K. L. Seyler, et al. show how the electrostatic doping via the transistor gate is able to change the SHG magnitude (Fig. 1.7c, 4d). The SHG amplitude at the A-exciton resonance varied about four times at room temperature (Fig. 1.7e) and over an order of magnitude at low temperature and nearly a factor of four at room temperature [36]. All of the above studies revealed the large electrical tunability on
excitonic spectroscopy in 2D TMDCs associated with carrier density dependent many-body Coulomb interactions.

Figure 1.7: Electrical tuning of optical properties in 2D layered materials. A, Monolayer MoS$_2$ absorption spectra at different back-gate voltages in a FET device. The global absorption with significant “A” exciton (1.92 eV) and “B” exciton (2.08 eV) shows amplitude variation, peak shift, and linewidth change under different gate bias. B, Photoluminescence spectra of same device under different back-gate bias. Here “A−” is the trion. C, Schematic of a monolayer WSe$_2$ transistor for second harmonic generation. D, Microscope image of the transistor. The WSe$_2$ is the light purple area between two metal electrodes. E, SHG spectra on “A” exciton resonance under different gate bias at room temperature. The intensity increases about four times when the bias switches from 80 V to −80 V. (A–B) Reprinted with permission from ref. [34]. (C–E) Reprinted with permission from ref. [36]. Copyright Nature Publishing Group.
The large electrical doping tunability in atomically thin materials also has a huge impact on the superconductivity phase transition. Researchers observed a superconducting dome for few layer MoS$_2$ in the temperature–carrier density phase diagram [37]. By fabricating top ionic-liquid and bottom solid gates on few layer MoS$_2$, they were able to modulate the carrier density up to $10^{14}$/cm$^2$ without any disorder generation, in contrast to permeant chemical doping. After injecting carriers into MoS$_2$ with different liquid-gate biases $V_{LG}$, they measured the four-terminal sheet resistance $R_s$ as a function of temperature $T$ down to 2 K. At gate biases $V_{LG} < 1$ V, they found a negative temperature derivative of $R_s$ (d$R_s$/dT), a signature for insulating states. While for $V_{LG} \geq 1$ V, the channel shows metallic transport with positive d$R_s$/dT due to increasing doping density. The metallic behavior becomes more significant with further increase of $V_{LG}$, and finally the MoS$_2$ flake shows superconductivity at $V_{LG} = 4$ V. Varying both $V_{LG}$ and $V_{BG}$, they mapped out log $R_s$ in the carrier density $n_{2D}$ and temperature $T$ plane (Fig. 1.8). In this phase diagram, the superconducting temperature can be tuned and optimized by carrier density. More importantly, a clear dome-shape superconducting regime was observed. This type of dome regime is common in many other high-$T_c$ superconductors like cuprates [38], [39], where transition temperature can be optimized by external parameters. Based on this similarity, achievements on one system may help exploration on the other.

Figure 1.8: Phase diagram of gate-tuned MoS$_2$. The color represents the logarithm of the sheet resistance $R_s$, as indicated in the top color bar. By controlling temperature and carrier density, an insulating ($n_{2D} < 6.7 \times 10^{12}$ cm$^{-2}$), a metallic ($6.7 \times 10^{12} < n_{2D} < 6.8 \times 10^{13}$ cm$^{-2}$), and a domelike superconducting phase ($n_{2D} > 6.8 \times 10^{13}$ cm$^{-2}$) was observed.
Such significant dome shape shows the MoS$_2$ $T_c$ can be tuned by carrier density with an optimal value of about 10 K. Reprinted with permission from ref. [37]. Copyright AAAS.

Later, researchers demonstrated such gate-induced superconductivity in MoS$_2$ persists down to a monolayer [40]. Strikingly, compared with 2-6 layers MoS$_2$, the maximum $T_c$ in monolayers is suppressed, and a ‘jump’ from $\sim$6–7 K to 2 K was seen. In addition, the out-of-plane critical magnetic field in monolayers is more than one order of magnitude smaller ($B_c \approx 0.05 - 0.1$ T, compared with 5–10 T for the 6 L device). The authors claimed such discrepancy cannot be solved even considering the factor of different density per layer. Although the mechanism for this layer dependence is not clear, the author claimed three factors may account for the observations: Firstly, stronger thermal and quantum fluctuations at the 2D limit which suppress the superconducting order [41], [42]. Secondly, enhanced Coulomb repulsion in the monolayer leads to a weaker strength of the effective attractive interaction and a reduced superconducting critical temperature [43], [44]. Thirdly, based on ab initio calculations [45]–[47], electrons added to the conduction band of MoS$_2$ monolayers initially fill states close to the K (and K’) point and that for thick multilayers electron accumulation first occurs at the Q point, where strength of the electron–phonon interaction and the density of states are different. Nevertheless, such gate-induced superconductivity is unique to ultrathin-layered materials and exclusively unravel the critical role of electrons in superconducting transition without introducing any disorder and degrade transport performance, compared with conventional chemical doping.

The mechanical flexibility is another unique advantage for 2D materials [48]. With mechanical strain, the electronic band structure linked with the lattice constant changes accordingly. Therefore, optical properties, especially inter-band transitions, in TMDC are expected to vary. By putting atomically thin MoS$_2$ on flexible substrates, K. He et al. demonstrated the continuous tuning of the electronic structure when applying a uniaxial tensile strain. As large as 70 meV redshift per percent of applied strain for direct gap transitions has been observed by absorption and photoluminescence spectroscopy [49]. Similar observation has also been reported by H. J. Conley, et al., where uniaxial tensile strain in the range 0–2.2% modifies the phonon spectra and electronic band structure of monolayer and bilayer molybdenum MoS$_2$ (Fig. 1.9a,b) [50]. Photoluminescence spectroscopy indicates an energy decrease of 45 meV per percent strain for single layer and 120 meV per percent strain for bilayer MoS$_2$ in the optical band gap (Fig. 1.9c). In addition, given different strain dependent response for carriers with different effective mass, a direct-to-indirect transition of the optical band gap accompanies a pronounced decrease in the photoluminescence intensity at an applied strain of $\sim$1%. From the Raman spectroscopy, phonon modes soften with increased strain and break the degeneracy in the E’ Raman mode of MoS$_2$. 
In summary, because of distinct electronic density of states, spatial confinement, and weak dielectric screening, it is expected that the 2D phase transitions reveal unconventional symmetry evolution such as formation of vortex-antivortex pair under enhanced Coulomb interactions. Meanwhile, such van der Waals crystal can be transferred to many substrates to explore interfacial physics or stacked to form artificial heterostructures for new crystal symmetry and functionality [51]–[53]. The 2D nature of layered materials enables large tunability in its physical properties with a number of external stimuli [54], which paves the way for exploration on non-thermal driven quantum phase transition and 2D optoelectronic applications.

1.4 Structure of the dissertation

Based on the discussion above, two-dimensional materials with specific crystal symmetry are unique research platforms for optoelectronics exploration, owning to their large tunability, highly confined in-plane carrier motion together with the strong quasiparticle interaction. Along this line, this dissertation presents five closely related works in the following sequence:

- Chapter 2: Nonlinear valley exciton optical selection rule in monolayer WS2. Content comes from ref. [55].
- Chapter 3: Electrical valley generation based on spin-valley locking in monolayer WS2. Content comes from ref. [56].
- Chapter 4: Ordering exploration in 2D polar crystals. Content comes from ref. [57] and [58].
• Chapter 5: Structural symmetry engineering in monolayer MoTe₂. Content comes from ref. [59].
2 Nonlinear valley exciton optical selection rule in monolayer WS$_2$

2.1 Introduction to generalized optical selection rule

The fundamental principles dictating allowed and forbidden optical transitions between energy states in a variety of physical systems are called optical selection rules. Such selection rules govern from hydrogen atoms to bulk crystals such as gallium arsenide. These rules are important for optoelectronic applications such as lasers, energy-dispersive X-ray spectroscopy, and quantum computation. Such requirements are originated from various symmetries present in the specific physical system. These symmetries include temporal translational, spatial translational, and rotational symmetry, and their corresponding laws of conservation of energy, momentum, and angular momentum according to Noether’s theorem, as shown in Fig. 2.1. Strict derivations can be done and is summarized in well-known “Fermi golden rule”. For example, in order to have significant transition probability, the photon energy should match the energy difference between initial and final states (Fig. 2.1(a)). Furthermore, in solid crystal where one electron travels in period lattice, the photon momentum should exactly compensate quasi-momentum mismatch between initial and final states (Fig. 2.1(b)). Typically, the quasi-momentum in crystal is on the scale of the inverse of lattice constant (~ nm), while typical visible photon wavevector is on the order of the inverse of hundreds of nm. Therefore, only when the quasi-momentums are almost the same for the initial and final states, one can expect significant transition probability given negligible photon wavevector. Finally, based on angular momentum conservation requirement, the angular momentum contributed by an electron’s orbit and spin can be explored with suitable circular polarized light excitation (Fig. 2.1(c)). This is important to reveal the symmetry of electronic states in atoms, molecules and crystals, which has been widely used in atomic emission spectroscopy, controlling the polarization of semiconductor light-emitting diodes and lasers, and optically manipulating spin polarization in spintronics [60], [61].
2.2 Unique valley and excitonic degree of freedoms in 2D TMDC

In conventional selection rule studies of solids such as bulk gallium arsenide and their quantum wells, it has long been thought that the angular momenta of Bloch electrons are inherited exclusively from their atomic orbits. On the other hand, the role of intercellular electron motion in selection rules received little attention due to the absence of corresponding physical candidates, which can contribute only when the physical system has inversion symmetry breaking and optical transitions off the center of the Brillouin zone [62]. However, the recent discovery of valley angular momentum (VAM) in transition metal dichalcogenide (TMDC) monolayers, which have a direct bandgap at the edge of the Brillouin zone and lack inversion symmetry [25], raise both fundamental and application interests to utilize such valley dependent intercellular electron motion. In the meantime, the weak dielectric screening in 2D materials results in strong excitonic effect even at room temperature. In the following, such unique valley and excitonic degree of freedom will be reviewed, which substantially determine the optical selection rules in layered TMDC.

Valley degree of freedom in 2D materials

The valley degree of freedom (DOF) is associated with energy valleys in momentum space. In a crystalline solid momentum space, a local minimum in the conduction band or local maximum in the valence band is defined as a valley. In addition to charge and spin, an electron can also have so-called valley degree of freedom or valley index that indicates which valley that the electron occupies. Valleytronics refers to using such valley degree of freedom to store and process information [28].

The history of research on valley DOF in 2D materials can be traced back to the discovery of graphene. Given graphene’s honeycomb carbon lattice, its band structure takes the form in a hexagon Brillouin zone in the momentum space. At each corner (the K point), the minimum of the conduction band will touch the maximum of the valence band and forms a gapless Dirac cone, in which the carriers behave like massless Dirac
fermions. These “valleys” at the K point, are a degree of freedom that the electron has, in addition to charge and spin. Graphene’s Brillouin zone hosts two sets of valleys, at the K and –K points. Controlling which valley the electron resides in has the possibility to carry quantum information. However, graphene has had difficulty in generating a “valley population or current”, because of the presence of inversion symmetry. Inversion symmetric crystals like graphene, Berry curvature $\Omega$ and orbital angular momentum $m$ must take on the same values under inversion, thus K and –K become indistinguishable. It is necessary to break the inversion symmetry of crystal to generate a valley polarization to differentiate the ±K valleys [63].

In contrast, the inversion symmetry is breaking in transition metal dichalcogenides (TMDCs, group VIB: MoS$_2$, MoSe$_2$, WS$_2$, WSe$_2$) monolayers. These are layered van der Waals crystals with a trigonal prismatic crystal coordination. The transition metals are hexagonally arranged in a plane and sandwiched between two chalcogen layers. As shown in figure 2.2, These crystals are semiconductors with an indirect band gap in the bulk form that transitions to a direct band gap in the single layer at the ±K points [9].

Figure 2.2: Band structure of monolayer TMDC. The direct band gap located at +K/-K points, which are the Brillouin zone corners. Reprints with permission from [64]. Copyright Nature Publishing Group.

Early theoretical works pointed out nonzero Berry curvature associated with two sets of energy valleys in momentum space (K and K’ valleys), shown in figure 2.3. This is the direct consequence of angular momentum of Bloch electrons including contributions from not only individual atomic orbits but also the circulation of electrons from one atomic site to another throughout the crystal unit cell (Fig. 2.4) . The Berry curvatures have opposite sign thus distinguishable values at K and K’ valleys, thus Bloch electrons in adjacent valleys have valley angular momentum (VAM) with opposite signs and follow a valley-dependent optical selection rule in the linear spectrum. For example, in
MoS$_2$, three independent works showed that excitation of the K (−K) valley with $\sigma$− ($\sigma$+) light result in photoluminescence (PL) of the same polarization, generating a valley polarization through optical excitation [26], [27], [65].

Figure 2.3: Valley dependent momentum space in monolayer TMDC. Reprints with permission from [66]. Copyright American Physical Society.
Excitonic effect in 2D materials

Another unique property discovered in monolayer TMDCs is giant excitonic effect. Excitons are hydrogen-like bound states formed by a negatively charged electron and a positively charged hole due to the Coulomb attraction. Typically, excitons result from the photo-excitation in semiconductors, as shown in figure 2.5. Excitons can exhibit spectrally narrow line-width and a large oscillator strength with enhanced light-matter interaction, allowing for efficient recombination and emission of light. The particle has its own internal fine structure with hydrogen-like excited energy states, potentially enabling future excitonic-carrier devices in quantum computation and excitonic circuits. In addition, as excitons are Bosonic particles, they can condensate to form Bose-Einstein condensates and exhibit superfluid-like transport.

While excitons clearly provide a rich platform for physics and devices, they are traditionally difficult to utilize. In typical bulk semiconductor crystals such as silicon, the large dielectric screening and small quasiparticle effective mass result in small exciton binding energies, only ~1-10s of meV. Thus, the bound behavior of the exciton is insignificant compared to the thermal fluctuations unless cooled down to low temperatures. In contrast, the bound exciton states often dictate the optical properties of low-dimensional materials such as monolayer transition metal dichalcogenides (TMDCs). The strong Coulomb interaction in low-dimensions and reduced dielectric screening compared to bulk crystals, naturally makes the excitons bound even at room temperature with several hundred meV binding energy [22](Fig. 2.6). In addition, the TMDCs’ electronic “valleys” host the excitons and give rise to selection rules for the excitation and emission of light. These two-dimensionally confined excitons exhibit an extremely large binding energy and have their own selection rules.
As the excitons are hydrogen-like, bound electron-holes in a Coulombic potential, they will form an excitonic series of higher energy states. In TMDCs, each excitonic state has a specific parity that the incident photons can excite. For these crystals where dipole-allowed interband transitions, one-photon states can only excite even parity excitonic states (termed “bright” excitons) and two-photon excitation can only excite odd parity states (“dark” excitons). These two-photon states do not appear in the linear one photon absorption. Therefore, it is possible to use the two-photon absorption and subsequent bright-state luminescence (two-photon luminescence, TPL) to determine the excitonic structure of TMDCs. Similar to the hydrogen atom, an exciton confined in a 2D plane also possesses an excitonic angular momentum (EAM) resulting from the orbital motion of the electron relative to the hole.

However, there has been little study of how the unique valley degree of freedom combined with the strong excitonic effect influences the nonlinear optical excitation. In the following, the discovery of nonlinear optical selection rules in monolayer WS$_2$ is presented [55], which is an important candidate for visible 2D optoelectronics because of its high quantum yield and large direct bandgap. I experimentally demonstrated this principle for second-harmonic generation and two-photon luminescence (TPL). Moreover, the circularly polarized TPL and the study of its dynamics evince a sub-ps interexciton relaxation ($2p$ to $1s$). The discovery of this new optical selection rule in a valleytronic 2D system not only considerably enhances knowledge in this area but also establishes a foundation for the control of optical transitions that will be crucial for valley optoelectronic device applications such as 2D valley-polarized THz sources with $2p$–$1s$ transitions, optical switches, and coherent control for quantum computing.

2.3 Importance of second harmonic generation and two-photon absorption
Typically, when laser irradiance is sufficiently intense, nonlinear optical response to the strength of the applied optical field can occur as a consequence of the modification of the optical properties of a material system. Since the first laser demonstration by Maiman in 1960, nonlinear optics has developed into an important subject of modern research. In this section, I would briefly overview two important nonlinear optical processes, which are two main approaches in my valleytronics study. One is second harmonic generation, the other is two-photon absorption.

In nonlinear optics, the optical response can often be described by expressing the polarization \( \vec{P}(t) \) as a power series in the field strength \( \vec{E}(t) \) as [10]

\[
\vec{P}(t) = \varepsilon_0 [\chi^{(1)}(t) + \chi^{(2)}(\vec{E}(t))^2 + \chi^{(3)}(\vec{E}(t))^3 + \cdots ]
= P^{(1)}(t) + P^{(2)}(t) + P^{(3)}(t) + \cdots . \tag{2.1}
\]

Here, \( \chi^{(1)} \) refers to linear optical susceptibility, \( \chi^{(2)} \) and \( \chi^{(3)} \) are second-order, third-order nonlinear susceptibilities, respectively.

The optical second-harmonic generation (SHG) is the nonlinear frequency doubling process, which belongs to the generation of nonlinear polarization \( P^{(2)}(t) \). Since its discovery in 1961, numerous applications based on SHG technique have been developed, including those in microscopic techniques [67].

One key feature for SHG process is that for it must vanish in centrosymmetric materials, which preserve inversion symmetry. This can be simply derivate it based on equation 2.1. Given the nonlinear polarization \( P^{(2)}(t) = \varepsilon_0 \chi^{(2)}(\vec{E}(t))^2 \) and the applied field is \( E(t) = E_0 \cos(\omega t) \). If inversion operation is applied, then the sign of both the applied electric field \( \vec{E}(t) \) and the induced polarization \( P^{(2)}(t) \) must be changed. However, if the system has inversion symmetry, the intrinsic optical susceptibility should be unchanged under inversion operation. This leads to

\[
P^{(2)}(t) = \varepsilon_0 \chi^{(2)}(\vec{E}(t))^2 \tag{2.2}
\]

\[
-P^{(2)}(t) = \varepsilon_0 \chi^{(2)}(-\vec{E}(t))^2 . \tag{2.3}
\]

In order to satisfy above relationships, the second-order susceptibility must be zero. Such feature makes SHG a very sensitive and non-destructive method for study on crystal symmetry, grain boundaries[68], piezoelectric and ferroelectric materials [69], which has advantages over transmission electron microscopy and atomic-force microscopy (AFM) based techniques due to the simplicity of sample preparation.

In contrast, two-photon absorption is another nonlinear optical process in all materials. The unique part is that this process allows the transition between states with same parity rather than parity change in one-photon process. In details, two-photon absorption involves two steps. In the first step an electron is raised into a virtual state by absorption of a photon of frequency \( \omega_1 \); in the second it transfers into the final state with absorption of a second photon of frequency \( \omega_2 \) (\( \omega_2 \) can be equal to \( \omega_1 \), if same laser source is used for TPA). For two-photon processes, distinct selection rules apply than that for one-photon processes. Briefly speaking, for a one-photon transition, the selection rule which applies is that the quantum number \( l \), representing for parity, must change by \( \pm 1 \). Two-
photon transitions are made up of two one-photon transitions. The selection rules are then $\Delta I = 0$ or $\Delta I = 2$. Therefore, transitions which cannot be observed in the normal absorption spectrum can thus be measured by two-photon absorption, which is quite useful to probe excitonic fine structures in semiconductors and molecules [70].

### 2.4 Generalized valley exciton optical selection rule

The three-fold rotational symmetry in monolayer WS$_2$ requires total angular momentum conservation during light–matter interactions, in which the VAM, EAM, lattice angular momentum, and photon spin angular momentum are exchanged with each other. Induced by the local atomic orbital angular momentum and nontrivial Berry curvature distribution, the VAM has an out-of-plane component in both the conduction ($\tau h = h$ or $-h$ at K' or K valleys, respectively) and valence ($\tau h = 0h$ at K' or K valleys) bands. Meanwhile, the relative electron–hole motion is confined to a 2D plane, resulting in an exciton wavefunction in the form of $R_n,l(\rho)e^{il\phi}$ with only an out-of-plane $h$ EAM, where $\phi$ is the azimuthal angle and $\rho$ is the electron–hole distance [71], [72]. The out-of-plane VAM and EAM are combined collinearly. In addition, the crystal transforms the impinging angular momentum into a modulus of three by absorbing the excess angular momentum into the lattice, in a manner similar to the Umklapp process in phonon scattering [73], [74]. As a result, under normally incident light, the conservation of out-of-plane angular momentum yields the following optical selection rule for the unique VAM and EAM in monolayer WS$_2$:

$$\Delta m h = \Delta \tau h + \Delta l h + 3N h \tag{2.4}$$

Upon absorption of incident light, the spin angular momentum of the photons, $\Delta m h$, changes the angular momentum of the electrons in the valley ($\Delta \tau h$, where $\tau = +1$ ($-1$) for the $-K$ (+K) valley), the angular momentum of the excitons with quantum number $l$ ($\Delta l h$), and the change in the angular momentum of the crystal lattice ($3N h$, resulting from the symmetry of the crystal). Although strong spin-orbit coupling is present, the spin of the electron does not flip under the dominant electric dipole transition. Therefore, the unchanged out-of-plane spin angular momentum makes no contribution to equation (2.4). One can easily verify that the one-photon excitations ($m = \pm 1$ for $\sigma_+$ light) to the 1s excitonic level ($l=0$) simply yields the excitation of the K (–K) valley with $\sigma_-$ ($\sigma_+$) light.

As for two-photon process, both the TPL and SHG processes exhibit a valley-exciton locked selection rule as described by equation (2.4), meaning that excitonic resonant two-photon processes occur only within specific valleys under pure circular polarization excitation (Fig. 2.7). For example, the resonant 1s second harmonic generation (SHG) is where two-photons are pumped at the energy of the 1s exciton level. If there is a resultant $\sigma_-$ emission, from the K valley ($\Delta \tau h = -h$), with an exciton angular momentum as $0h$ (as this is the 1s state), this can only occur when:

$$2(+1) h = -1h + 0h + 3(1)h \tag{2.5}$$
Indicating this requires the absorption of two photons with $\sigma_+$ emission to be able to generate a $\sigma_-$ emission at the K valley. This is due to the fact that SHG is a virtual process, and the SH photon produced is from the virtual exciton at the 1$s$ level. Therefore, the SHG emission is always of the opposite circular polarization than the two incident photons (Fig. 2.7a).

As for the TPL process, a similar example can be made. If the excitation is resonant with the 2$p$ state with an excitation of $\sigma^+$ then:

$$2(+1)\hbar = +1\hbar + 1\hbar + 3(0)\hbar$$

(2.6)

It can be seen that the TPL process therefore does not involve the crystal lattice contribution and therefore the TPL process has the same polarization compared to the excitation polarization (Fig. 2.7b).

Elucidating the selection rules for linear and nonlinear optical processes allows for the full prediction and control of the valley excitations in these TMDC crystals and has potential to enable valleytronic devices based on photon polarizations. In the following, experimental demonstrations of such nonlinear valley exciton selection rules are shown.

Figure 2.7: Schematics of optical selection rules based on valley-exciton locking. a, 1$s$ exciton-resonant SHG in K' (or +K) and K (or -K) valleys. Pumped by a $\sigma_+$ (or $\sigma_-$) polarized fundamental photon, an electron in the valence band at a K (or K') valley reaches a virtual state. Within the lifetime of the virtual state, a second $\sigma_+$ (or $\sigma_-$) photon pumps the electron from the virtual state to the real 1$s$ state in the K (or K') valley. Immediately, a second-harmonic photon with a $\sigma_-$ (or $\sigma_+$) polarization is emitted. b, 2$p$ exciton-resonant TPL in K' and K valleys. Under two-photon excitation by $\sigma_+$ (or $\sigma_-$) polarized photons, the system transitions from the ground state to the real 2$p_+$ (or 2$p_-$) state with a change of $+1\hbar$ (or $-1\hbar$) in the EAM at a K' (or K) valley through an intermediate virtual state. The 2$p$ exciton relaxes to the 1$s$excitonic state and emits a $\sigma_+$ (or $\sigma_-$) photon. The conduction band continuum and valence band continuum are labeled as CBC and VBC, respectively. The solid lines represent real
excitonic states, and the dashed lines represent virtual states. Red indicates $\sigma_+$ polarization; blue indicates $\sigma_-$ polarization.

### 2.5 Sample preparation, experimental setup and basic characterization

Monolayer WS$_2$ samples were mechanically exfoliated onto 275 nm SiO$_2$/Si substrates from chemical vapor transport synthetic crystal flakes (2D Semiconductors Inc., Scottsdale, USA). The exfoliated monolayers were typically 5–10 micrometers in size and were characterized using tools such as atomic force microscopy and Raman and photoluminescence spectroscopy (Fig. 2.8).

![Figure 2.8: Typical exfoliated monolayer WS$_2$ flakes.](image)

The excitation light was extracted using an optical parametric oscillator (Inspire HF 100, Spectra Physics, Santa Clara, USA) pumped by a mode-locked Ti:sapphire oscillator. The laser pulse width was approximately 200 fs, and the repetition rate was 80 MHz. The excitation laser was linearly polarized by a 900–1300 nm polarizing beamsplitter. The transmitted $p$-polarized laser light was converted into circularly polarized light via a broadband Fresnel Rhomb quarter-wave retarder. The low-temperature experiment was performed in a continuous-flow liquid helium cryostat equipped with a 50x objective with a long working distance. The emission signal was detected in the backscattering
configuration, analyzed using the Fresnel Rhomb quarter-wave retarder followed by a visible-range polarizer, and finally collected by a cooled CCD spectrometer. For time-resolved one-photon and two-photon photoluminescence spectroscopy, the signal passing through a bandpass filter with a bandwidth of 30 meV was collected by a Hamamatsu synchroscan streak camera with an overall time resolution of 2 ps. The transmissivity of the optical system was carefully calibrated to evaluate the absolute power level at the focusing plane. The emission spectra were normalized to the square of the focused power, as the excitation was limited to the unsaturated regime. The laser pulse width was measured using a home-built autocorrelator at the focus throughout the scanning range.

A typical light emission spectrum under excitation at 1090 nm (1.14 eV) and 20 K by an ultrafast laser is shown in figure 2.9. One emission peak, at 2.28 eV, is assigned to SHG. The other two peaks observed at 2.09 eV and 2.05 eV correspond to the neutral and charged exciton emissions. The charged exciton emission is dominant and was selected as our TPL signal. These excitonic emitted photon energies are nearly two times higher than that of the excitation photon, and therefore, they can originate only from two-photon absorption. This conclusion is further confirmed in the inset to figure 2.9. Both the TPL and the SHG exhibit a quadratic power dependence, indicating their two-photon nature.

![Typical emission spectrum of monolayer WS$_2$.](image)

Figure 2.9: Typical emission spectrum of monolayer WS$_2$. The sample is pumped by a 1.14 eV laser pulse at 20 K. The peaks at 2.09 eV and 2.05 eV correspond to the 1s state of “A” neutral exciton and corresponding charged exciton (trion) created via TPL. The inversion symmetry breaking in monolayer WS$_2$ results in an SHG signal at 2.28 eV. In the inset, the power dependences of the TPL and SHG emissions are plotted, exhibiting quadratic behavior.
2.6 Valley exciton selection rule in nonlinear optical process: SHG and TPL

According to equation (2.5), SHG emissions carry the opposite helicity from that of the incident light, whereas TPL emissions display the same helicity. We first experimentally examined the optical selection rule for SHG. An excitation energy scan of the SHG signal revealed a resonance at 2.09 eV (Fig. 2.10a), indicating exciton-enhanced SHG due to the 1s state. The magnitude of the SHG signal at the 1s resonance is enhanced by nearly one order of magnitude compared with that under non-resonant excitation. We then measured the SHG under $\sigma_+$ excitation at the 1s resonance (Fig. 2.10b). The SHG helicity, defined as $\frac{I_{\sigma_+} - I_{\sigma_-}}{I_{\sigma_+} + I_{\sigma_-}} \times 100\%$, was found to be -99% at an excitation energy of 1.045 eV. The negative sign here indicates that the SHG has the opposite circular polarization from that of the fundamental light. Determined by the selection rule, such a high helicity value is preserved because SHG is an instantaneous process and free of any intervalley scattering processes. The observations of nearly 100% negative helicity and intensity resonance in SHG are well consistent with the proposed valley-exciton locked selection rule.

Figure 2.10: Experimental observation of the SHG selection rule in monolayer WS$_2$. a, SHG intensity (black dots) versus SHG excitation energy in a scan from 0.97 eV to 1.19 eV. A dominant SHG intensity peak is observed at a pump energy of 1.045 eV, which is attributable to the 1s resonance. b, Polarization-resolved SHG measurements for $\sigma^+$ (red curve) and $\sigma^-$ (black curve) detection under pumping by $\sigma^+$. A negative helicity of $P = -99.0\% \pm 0.1\%$ was observed from multiple repeated measurements. The excitation energy was 1.045 eV. The significant negative helicity at the 1s resonance confirms the existence of a rigorous selection rule for SHG. The measurement was done at 20 K
In contrast to the SHG selection rule at the $1s$ resonance, TPL displays a completely opposite valley-dependent selection rule at the $2p$ resonance. In an excitation energy scan (Fig. 2.10a), a dominant resonance was observed at 1.13 eV, corresponding to the $2p$ excitonic peak. Compared with the $1s$ excitonic level, the $2p$ exciton has a greater linewidth (80meV) and an asymmetric shape. To test the selection rule, we measured the TPL spectrum under $\sigma^+$ light excitation (Fig. 2.10b). The TPL helicity was measured to be 29.6% at the excitation energy (1.13 eV) and had the same sign as that of the incident light. The helicity changed sign when the monolayer was pumped with $\sigma^-$ light. More interestingly, we observed a TPL resonance in the emission helicity at the $2p$ peak (Fig. 2.10b inset), confirming our theory that the EAM imposes an additional selection rule on the optical transition. The relatively low helicity value observed here is due to the strong intervalley scattering upon the injection of such high energies [75]. Away from the $2p$ resonance peak, we always observed nonzero TPL with lower energy excitation, as shown in figure 2.10a, indicating the presence of several non-excitonic states with $p$ components below the $2p$ state. This background cannot originate from the re-absorption of the SHG emission because the emission helicity is positive.

Figure 2.11: Experimental observation of the TPL selection rule in monolayer WS$_2$. a, TPL intensity versus TPL excitation energy in a scan from 1.06 eV to 1.19 eV. A dominant TPL intensity peak resonance is observed under 1.13 eV laser pulse excitation, which is attributable to the $2p$ resonance. b, Polarization-resolved TPL measurements for $\sigma^+$ (red curve) and $\sigma^-$ (black curve) detection under $\sigma^+$ light excitation. A circular polarization of $P = 29.6\% \pm 0.5\%$ was observed based on multiple repeated measurements. The excitation energy was 1.13 eV. The inset plots the TPL helicity versus the TPL excitation energy for a scan of the same range under excitation by $\sigma^+$ polarized light. A helicity resonance is observed at the $2p$ excitonic level. Away from the $2p$ resonance, the TPL helicity decreases with increasing excitation energy due to the energy-dependent intervalley scattering. The measurement was done at 20 K.
2.7 Valley exciton and interexciton dynamics

Subsequently, we further examined the valley-exciton locked selection rule by performing time-resolved TPL measurements. After the initial two-photon absorption and the formation of $2p$ valley excitons, two subsequent processes occur: the $2p$ excitons relax to $1s$ excitons, and these $1s$ excitons recombine. If the populations in the $K$ (or $-K$) and $K'$ (or $+K$) valleys are unbalanced, intervalley scattering will occur (Fig. 2.12).

Figure 2.12: Schematic representation of valley exciton dynamics. With initial $2p$ exciton pumping at $K'$ valley, the $2p$ exciton can either relax to $1s$ excitonic level (process “1”) or be scattered to $K$ valley during relaxation (process “2”). In the following, population of $1s$ exciton in both valleys decays mainly due to nonradiative recombination (process “4”). Meanwhile the intervalley scattering at $1s$ excitonic level further tends to balance the exciton population in $K$ and $K'$ valleys (process “3”).

Here, we conducted time-resolved TPL measurements at the $2p$ resonance, and the signal was detected by a synchroscan streak camera with an overall time resolution of 2 ps. Under linearly polarized excitation light, the intervalley scattering has no net contribution because the populations in both types of valleys are equal. Therefore, the time-resolved TPL trace includes only relaxation and recombination (Fig. 2.13a). The rising edge after excitation is predominantly associated with the relaxation process from $2p$ to $1s$, whereas the recombination process is reflected by the decaying portion of the curve. To capture the essence of the dynamics, we used a three-level rate equation based on the valley exciton population dynamics schematics, shown in figure 2.12. Since no excitons are created in higher states in this experiment, we can write simple rate equations only for the
To extract above lifetimes, we convolute expressions in (2.11) and (2.12) with IRF and then fit the measured time resolved TPL trace with lifetime parameters.
Figure 2.13: Time-resolved valley exciton dynamics in monolayer WS$_2$ at 20 K. a, Time trace of the TPL (red curve) excited by a linearly polarized laser pulse at 1.13 eV. Compared with the instrument response function (IRF), presented as the blue curve, the TPL time trace exhibits observable rising and decaying features. Based on our three-level rate equation model, the results of convolution fitting (black curve) indicate an interexciton relaxation time $\tau_{2p-1s}$ of 600 $\pm$ 150 fs and a recombination time $\tau_{\text{rec}}$ of 5.0 $\pm$ 0.2 ps. b, Relaxation dynamics comparison. The time-resolved relaxation curves (rising features) for two-photon-induced PL (TPL, black curve) and one-photon-induced PL (blue curve) are plotted. The one-photon-induced PL, excited near the resonance at 2.10 eV, exhibits a sharper rising feature compared with that of the TPL excited at the 2$p$ resonance (2.26 eV). This difference confirms that the relaxation of the 2$p$ exciton requires a longer time because of the larger energy gap. Here, the red curve represents the IRF. c, Power-dependent time-resolved 2$p$ resonant TPL. TPL time traces recorded under pumping by a laser pulse at 1.13 eV with different incident powers. The power was varied over one order of magnitude, resulting in a change in the exciton population of two orders of magnitude. No significant change in the dynamics is observed in this power range, thereby excluding exciton–exciton annihilation. d, Polarization-resolved time traces of the TPL excited by $\sigma_+$ polarized light at 1.13 eV. Because of the selection rule and intervalley scattering, the $\sigma_+$
emission (red curve) displays a greater intensity and more rapid decay than does the \( \sigma^- \) emission (black curve). The blue and green dashed lines are guides for the eye. The inset shows the convolution fit (purple curve) for the time-resolved valley exciton population (\( \sigma^+ - \sigma^- \), black dots). The intervalley scattering times during relaxation, \( t_{\text{inter}(2p-1s)} \), and recombination, \( t_{\text{inter}(1s)} \), are estimated to be \( 3 \pm 1 \) ps and \( 8.3 \pm 0.5 \) ps. The error ranges were obtained from fitting to the results of multiple repeated measurements. PL, photoluminescence.

Typically, a process no shorter than one tenth of the system’s time resolution can be extracted by applying convolution fitting with the instrument response function (IRF) [76]. In this manner, we can infer that the interexciton relaxation time is \( \tau_{2p-1s} = 600 \pm 150 \) fs and that the recombination time is \( \tau_{\text{rec}} = 5.0 \pm 0.2 \) ps. Regarding the sub-ps \( 2p-1s \) relaxation, which is reported here in 2D TMDC for the first time, it was further verified by time-resolved PL measurements under near-resonance one-photon excitation (Fig. 13b). The rising feature in this curve is much sharper compared with that under \( 2p \) resonant two-photon excitation, which indicates more rapid relaxation because of a smaller energy gap. Indeed, our fit shows that the relaxation time to the \( 1s \) exciton edge in this case is less than \( 200 \) fs (the fastest process can be extracted from convolution fitting). This confirms our observation of a measurable sub-ps \( 2p-1s \) relaxation due to the large energy gap between the \( 2p \) and \( 1s \) excitonic levels. Excited carrier relaxation can typically follow three possible pathways: carrier–carrier scattering, carrier–phonon scattering, and radiative emission. Carrier–carrier scattering is predominantly dependent on carrier density. However, as we varied the pump intensity, no significant change in the dynamics was observed (Fig. 13c). Therefore, carrier–carrier scattering is unlikely to account for the sub-ps relaxation here. Meanwhile, radiative emission from the \( 2p-1s \) transition can be excluded because the transition rate is not expected to be as fast as the sub-ps level. Given the comparable densities of states and transition matrix amplitudes calculated using the GW method [22], [72], one should expect the \( 2p-1s \) transition time to be similar to the \( 1s \) exciton radiative lifetime. Because the radiative lifetime of the \( 1s \) exciton is approximately 100 ps in our case (the quantum yield is 5%, and the lifetime of the nonradiative decay is 5 ps, as shown in Fig. 13a), the sub-ps relaxation we observed cannot be radiative decay. Therefore, it is very likely to be attributable to exciton–phonon scattering. This is further confirmed by the broader linewidth of the \( 2p \) exciton. Under the assumption that the \( 2p-1s \) relaxation is accomplished via optical phonon cascade scattering, each phonon scattering event requires around \( 130 \) fs (the energy gap between the \( 2p \) and \( 1s \) levels is 220 meV, and the dominant optical phonons observed via Raman spectroscopy have energies of 44 meV for the \( E_{2g} \) mode and 51 meV for the \( A_{1g} \) mode). According to the uncertainty principle, this corresponds to an additional linewidth broadening of greater than \( 30 \) meV, compared with the \( 1s \) exciton. This is consistent with our observation, which indicates \( 40 \) meV of additional broadening. It is suspected that a \( 1s \) hot exciton with some kinetic energy is generated after a \( 2p \) exciton collides with a phonon and cascades to the \( 1s \) exciton edge. The rapid recombination observed at the \( 1s \) exciton edge (\( \tau_{\text{rec}} = 5.0 \pm 0.2 \) ps) is likely attributable to nonradiative recombination, such as defect trapping or a phonon-assisted process [77]. This is confirmed by the quantum yield measurement [36], which indicates a quantum yield of approximately 5%.
We carefully checked that the nonradiative channel is not dependent on the excitation power (Fig. 2.13c), which excludes any exciton–exciton annihilation mechanism [78]. For \( \sigma_+ \) two-photon excitation at the \( 2p \) resonance, the dynamical curves for emission at the different polarizations are shown in figure 2.13d. The \( \sigma_+ \) TPL from the K’ valleys exhibits a higher intensity than that of the s2 TPL from the K valleys, which again confirms the valley-exciton locked selection rule. Compared with \( \sigma_+ \) emission, the \( \sigma_- \) emission always undergoes slower decay until the populations in the two types of valleys are equal. This difference in the decay trend results from intervalley scattering, which tends to equalize the exciton populations in the two valleys. From convolution fitting with the IRF and recombination time, we can estimate the lifetimes of intervalley scattering during relaxation, \( \tau_{\text{inter}(2p-1s)} \), and recombination, \( \tau_{\text{inter}(1s)} \), to be \( 3 \pm 1 \text{ ps} \) and \( 8.3 \pm 0.5 \text{ ps} \), respectively (Fig. 2.13d inset). The exchange interaction between the electron and hole can induce both a spin flip and a momentum change via Coulomb potential scattering. Recent calculations show that this process can occur in the picosecond range and becomes more efficient when the exciton carries more energy [79], which may account for the rapid depolarization observed in our measurements.

### 2.8 Conclusion and perspectives

In summary, we discovered nonlinear optical selection rules based on valley-exciton locking in monolayer WS\(_2\), an important 2D material with direct bandgap in visible regime. This important finding reveals that the EAM and VAM combined fundamentally determine the nonlinear optical transitions in TMDC monolayers. These new selection rules together with the observed interexciton dynamics offer important guidance for the manipulation of exciton and valley degrees of freedom in 2D TMDC. For example, the well-defined excitonic levels located in distinguishable valleys could encode quantum information. Quantum coherent control utilized excitonic \( 2p, 1s \) and ground state can be designed. Similar to such control demonstrated in atom systems, two channels to access \( 1s \) excitonic level are established coherently. One is through directly pump ground level with photon energy resonant with \( 1s \) excitonic level, while the other is through TPA to access \( 2p \) state first. Then an additional IR drive field, with photon energy resonant with \( 2p-1s \) energy difference, is applied to control \( 1s \) excitonic population by coherent interference with the first channel. Such scheme provides unique ultrafast optical modulation of 2D valley excitons population and phase, which is the essential step towards valleytronics. Our finding also potentially leads to the design of THz sources with \( 2p-1s \) transitions, optical switches and quantum interference control based on this 2D material [80]–[82].
3 Electrical generation and manipulation of valley carriers in monolayer WS$_2$

In previous chapter, I discussed generalized optical selection rule for nonlinear optical process in 2D TMDCs with the presence of both valley degree of freedom and excitonic fine structure. Such finding together with previous optical circular dichroism works pave the way for optical generation and manipulation in valleytronics. However, for device scaling and integration purpose, electrical control of valleytronics is in urgent need. In this chapter, I would introduce our work on electrical generation and manipulation of valley carriers in monolayer WS$_2$[56].

3.1 Introduction to valley carrier generation for future valleytronics

Currently, manipulation of electronic charge and spin for information processing is widely applied. It is now expected that such valley degree of freedom can be used to encode and process information, which leads to conceptual applications known as valleytronics. A typical valleytronic material system should have at least two degenerate but inequivalent valleys (local energy extrema) in momentum space that can be manipulate to encode, process and store information.

There are several unique parts for valleytronics compared with current electronics and spintronics technology. First, pure valley current can flow without net charge current, the Ohmic loss can be reduced and heat dissipation can be further reduced if intervalley scattering by phonon is not significant. Second, valley degree of freedom as a discrete index can be used for quantum information process. Third, such quantum index is quite robust and can exist as long as the crystal structure unchanged. Fourth, unlike conventional spintronics which utilize binary electron spin states, the valley degree of freedom is determined by crystal structure and electron orbitals. In principle, a system can have more than two valley indices. With multiple valley indices, multiple information channels can be established and boost the information transmission/processing speed. Finally, unlike spintronic applications, valleytronic platform does not necessarily require the presence of local magnetic field. With all above advantages, it is quite appealing for fulfillment of valleytronics.

In the emerging monolayer transition metal dichalcogenides (TMDs), the electronic properties at the band edge are dominated by the two inequivalent valleys that occur at the +K (or K’) and –K (or K) points at the edges of the Brillouin zone. The electrons in the +K valley can be labelled as valley-pseudospin up, and the electrons in the –K valley can be labelled as valley-pseudospin down. Carriers in +K and –K valleys are subject to opposite Berry curvatures. A valley magnetic moment also arises from the orbital angular momentum contributed by both local atomic orbitals and interatomic phase winding. Composite quasiparticles like excitons are also associated with the valley degree of freedom. The unique part of these excitons is that valley pseudospin associated can be optically excited and read by circularly polarized light [25]. In other words, researchers
discovered a valley-dependent optical selection rule that right circularly polarized light excites exciton in the +K valley, while left circularly polarized light create exciton in the −K valley. This selection rule has been widely proved in various monolayer TMDs. It is very important for the early development of this field because researchers can simply apply circularly polarized light to preferentially inject excitons into one valley, generating a difference in the population of the two valley excitons.

On the other hand, electrically controlling the flow of charge carriers is the foundation for modern electronics. To realize valleytronic applications, it is necessary to electrically control the valley DOF, which remains the critical challenge to date. In the following, experimentally demonstration of electrically valley generation and control based on unique spin-valley locking relationship will be shown [83]. Valley polarization is achieved through spin injection via a diluted ferromagnetic semiconductor and measured by the electroluminescence helicity using the unique spin-valley locking in TMDC monolayers. Such a direct electrical generation and control of valley carriers opens up new dimensions in utilizing both spin and valley for next-generation electronics and computing.

3.2 Spin-valley locking relationship in monolayer TMDC

The inversion symmetry breaking together with spin-orbit coupling leads to coupled spin and valley physics in TMDC monolayers, which allows access to the charge carrier’s valley DOF via spin injection. The TMDC monolayer possesses direct energy gaps located at the nonequivalent K and K’ valleys in the reciprocal space. At these valleys, the d orbitals of heavy transition metal ion accompany with strong spin-orbit interaction introduce a large energy split in the valence bands. For example, the split can be up to ~ 440 meV in a tungsten disulfide monolayer [22], [24]. The spin projection $S_z$ along the $c$-axis of the monolayer crystal is well defined and the two split bands are of spin up and spin down. Meantime, the preserved time-reversal symmetry enforces the opposite spin splitting at the two distinct valleys, which leads to so-called spin-valley locking relationship (Fig. 3.1). The unique locking relationship and the large valence band splitting are expected to strongly suppresses the spin and valley scattering, leading to a long valley-spin lifetime in TMDC monolayers [25]. This is because that the intra-valley scattering is unlikely due to the large valence-band edge splitting, while intervalley scattering involves a simultaneous spin flip, which is suppressed due to the large momentum mismatch. In the presence of such relationship, the goal to achieve electrical valley generation can be fulfilled by electrical spin injection.
Figure 3.1: Electronic structure at the K and K’ valleys of monolayer WS$_2$. K and K’ represent the two distinct momentum valleys in the reciprocal space of a TMDC monolayer. The spin degeneracy at the valence band edges is lifted by spin–orbit interactions. Electrical excitation and confinement of the carriers in one set of the two non-equivalent valleys are achieved through the manipulation of the injected carrier spin polarizations, due to the spin–valley locking in monolayer TMDCs. Optical selection rules give rise to opposite circularly polarized light emissions at different excited valleys.

### 3.3 Design and working principle of electrical valley injection

Electrical spin injection refers to injection of spin-polarized carrier electrically from one material into the other in contact. Typically, the source is a magnetic metal or semiconductor while the drain or acceptor can be nonmagnetic materials.

The injection efficiency is substantially influenced by the interfacial scattering, intrinsic resistance mismatch and spin polarization anisotropy alignment [84]. Because monolayer WS$_2$ is semiconductor and the direction of valley-locked hole spin is along out-of-plane direction. It is suitable to have semiconducting spin injection source with out-of-plane easy axis. Following this criteria, p-type (Ga,Mn)As thin film is chosen as ferromagnetic contact. Firstly, as a semiconductor, (Ga,Mn)As can effectively reduce resistance mismatch and enhance spin injection efficiency [85]. Secondly, the magnetic anisotropy of (Ga,Mn)As can be controlled by strain. With suitable strain control, high quality (Ga,Mn)As thin film with out-of-plane magnetization can be grown [86].

The ferromagnetic (Ga, Mn)As semiconductor naturally serves as a spin aligner and allows spin-polarized hole injection. The Curie temperature and coercivity at 5 K of (Ga, Mn)As film with an effective Mn concentration of 5.9 % are about 150 K and 200 Oe.
The in-plane tensile strained (Ga, Mn)As film is perpendicularly magnetized (Fig 3.2).
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**Figure 3.2:** Magnetism characteristics measured by SQUID magnetometer. a, Temperature dependence of the remnant magnetization measured along the [001] direction, indicating the Tc of 150 K. b, Magnetic hysteresis loops measured at different temperature with magnetic field perpendicular to the sample surface, implying that the magnetic easy axis is perpendicular to the sample surface in the whole temperature range under Tc.

By applying an external magnetic field, we polarize the injected holes from (Ga, Mn)As film that match in one of these two distinct valleys (K and K’). The physical process for electrical valley generation in our device is elaborated below: Firstly, under a certain bias, spin polarized hole carriers are injected from p-type (Ga,Mn)As ferromagnetic electrode into monolayer WS2. The spin orientation is determined by magnetization direction of (Ga,Mn)As, which can be controlled by external magnetic field. After spin-polarized hole carriers are injected into monolayer WS2, they tend to occupy a specific valley due to spin-valley locking relationship. Because of n-type semiconducting WS2 and valley dependent optical selection rule, circularly polarized electroluminescence emits at the heterojunction between the p-type (Ga, Mn)As and the n-type monolayer WS2 at forward bias. The helicity of this signal reflects the unbalanced spin injected carrier population at K and K’ valleys, which can infer valley injection efficiency with some dynamic constants. In other words, the momentum of the populated valleys is uniquely determined by the spin polarization of the injected holes. Subsequently, the electroluminescence from the heterojunctions is therefore expected to be valley-polarized, governed by the injected spin polarization due to the unique spin-valley locking (Fig.3.3).
Figure 3.3: Schematic of the monolayer TMDC/(Ga,Mn)As heterojunction. (Ga,Mn)As was used as a spin aligner under an external magnetic field. The valley polarization can be directly determined from the helicity of the emitted electroluminescence as a result of the recombination between the electrically injected spin-polarized holes and the selected degenerate electrons in TMDC monolayers.

### 3.4 Sample preparation and basic characterization

The (Ga, Mn)As is lithographically defined into a mesa shape, and an exfoliated WS₂ monolayer is mechanically transferred to the edge of the mesa. To prevent substrate leakages, a thin film of SiO₂ is deposited and patterned to provide good electric isolation between the monolayer and the substrate. An In/Au (10/80 nm) electrode is then introduced to form an ohmic contact on monolayer WS₂. A site-specific dry transfer technique was applied to precise allocate the exfoliated monolayer WS₂ with a clean interface between the monolayer and the ferromagnetic semiconductor (Fig. 3.4). When a forward bias is applied on the (Ga, Mn)As, with the In/Au electrode grounded, the injection of holes from (Ga, Mn)As across the junction gives rise to efficient radiative recombination due to the direct band-gap of monolayer WS₂. The corresponding electroluminescence has been used as a reliable way to study optical transitions in monolayer TMDCs [87]–[89]. The electrical valley polarization can be directly determined from the helicity of the emitted electroluminescence as a result of the valley-resolved recombination between the electrically injected spin-polarized holes and the selected unpolarized electrons in monolayer TMDC due to preservation of valley-dependent selection rules.
Figure 3.4: Device fabrication. a, MBE growth of perpendicularly magnetized (Ga, Mn)As film on InGaAs buffer layer. b, UV lithographically patterned photoresist on (Ga, Mn)As. c, Wet etching (Ga, Mn)As film by solution of H₃PO₄:H₂O₂:H₂O=1:1:38 with an etching rate about 2 nm/s. d, Electrical isolation thin film SiO₂ defined by electron-beam evaporation deposition and followed by a lift-off process. e, A site specific dry transfer method used to place the monolayer WS₂ onto the interface between SiO₂ and (Ga, Mn)As films. f, Ohmic contact (In/Au) of monolayer WS₂ defined by EBL, followed by thermal evaporation and lift-off processes, on the SiO₂ film.

A representative current-voltage characteristic of the heterojunction of n-WS₂/p-(Ga, Mn)As shows clear rectifying behavior for a bias voltage between −1.5 V to +1.5 V (Fig. 3.5a). The electroluminescence is localized at the edge of heterojunction (inset of Fig. 3.5a), as the largest voltage drop naturally occurs across the heterojunction. The devices were mounted in an optical cryostat where the electroluminescence is captured by a 50× (N.A. = 0.55) long working distance objective. When the injection current exceeds the rectifying threshold, strong electroluminescence resonance peaked at 1.97 eV (A exciton) is clearly observed (Fig. 3.5b). The electroluminescence intensity increases with the carrier injection rate, and the central emission wavelength and linewidth have a slight red shift and broadening, respectively, at a higher injection current due to Joule heating. No defect-related emission is observed, indicating the high quality of the monolayer WS₂.

The electroluminescence spectra do not show a measurable B exciton complex in the monolayer WS₂/(Ga, Mn)As junction. The strong suppression of the B exciton emission in a WS₂/(Ga, Mn)As heterojunction, conducive to the electrical valley confinement, is a result of the large valence band splitting (~440 meV) of monolayer WS₂. The large valence band offset between monolayer WS₂ and (Ga, Mn)As causes the collapse of the electron barrier in the heterojunction, while the hole barrier height and injection capability remain unaffected under the large forward bias. Therefore, a band bending is expected in the quasi-neutral region, and the conduction is largely dominated by the series resistance of monolayer WS₂. The large valence splitting prevents the high-energy holes from populating the B exciton band, resulting in only the A exciton complex being observed in the electroluminescence spectra (Fig 3.5b). In contrast, the valence splitting
of monolayer MoS$_2$ and MoSe$_2$ are much smaller, approximately 160 meV and 180 meV [35], [90], which allows a certain population of the B exciton emissions in the monolayer MoS$_2$ and MoSe$_2$ based heterojunctions. Because A and B excitons possess opposite spin indices at different valleys (K and K’), the isolation of A and B excitons allows us to spectroscopically detect the valley population by observing the valley-polarized electroluminescence via manipulating the spin indices of charge carriers.

3.5 Electrical injection and manipulation of valley carrier

The degree of valley polarization from a heterojunction of a TMDC monolayer and ferromagnetic semiconductor is determined from the polarization helicity of the electroluminescence. A Helmholtz coil with a maximum magnetic field of 400 Oe normal to the sample surface was used to polarize the hole carriers in the ferromagnetic semiconductor. The injection of spin-polarized holes leads to the carrier population in a specific momentum valley due to the unique spin-valley locking in monolayer TMDCs, giving rise to circularly polarized light emissions. When injecting spin-up holes with magnetic field pointing outwardly towards the sample, the K valley is populated (inset of Fig. 3.6a), leading to right circularly polarized light emissions, and vice versa. Because the B excitonic feature in n-WS$_2$/p-(Ga, Mn)As heterojunction is substantially suppressed,
we focus on the A excitonic feature. Under an outward magnetic field perpendicular to the surface, we present the polarization-resolved electroluminescence spectra ($\sigma^-$ and $\sigma^+$ components) of monolayer WS$_2$-based heterojunction at 15 $\mu$A (Fig. 3.6a). The electroluminescence helicity $\rho$,

$$\rho = \frac{(I_{\sigma^-} - I_{\sigma^+})}{(I_{\sigma^-} + I_{\sigma^+})} \times 100\%$$  

(3.1)

is found to be as large as 16.2% at the peak, indicating the strong valley polarization in monolayer WS$_2$/($\text{Ga, Mn}$)As heterojunction as a result of spin-polarized hole injections. Here $I_{\sigma^-}$ and $I_{\sigma^+}$ are the energy-integrated intensities of the right and left circularly polarized electroluminescence, respectively. We observe a decrease in the electroluminescence helicity when increasing the injection current. Meanwhile, the local temperature increases due to the Joule heating at high injection current. Further studies are needed to clarify these issues. When an inward magnetic field is applied, an opposite electroluminescence helicity of $\rho = -14.8\%$ is observed as the reversed magnetic field allows injection of the opposite (spin-down) holes and population of the opposite valley, K’ (Fig. 3.6b).

Figure 3.6: Electrical control of valley polarization in monolayer WS$_2$. Spectra of a, $\sigma^-$ and $\sigma^+$ resolved electroluminescence polarized under an outward magnetic field of 400 Oe perpendicular to the surface with a current of 15 $\mu$A. The electroluminescence helicity, $\rho = \frac{(I_{\sigma^-} - I_{\sigma^+})}{(I_{\sigma^-} + I_{\sigma^+})}$, is found to be as large as 16.2% at the peak, indicating strong valley polarization in the monolayer WS$_2$/($\text{Ga, Mn}$)As heterojunction as a result of spin-polarized hole injections. Inset: Schematic representation of electrical excitation and emission processes. The K valley is populated by spin-up hole injection from spin-polarized (Ga, Mn)As due to spin–valley locking, resulting in $\sigma$-light emission as a result of the optical selection rules. b, Spectra of $\sigma^-$ and $\sigma^+$ resolved electroluminescence polarized under an inward magnetic field of 400 Oe perpendicular to the surface. An opposite electroluminescence helicity of $\rho = -14.8\%$ is observed.
Inset: schematic representation of electrical excitation and emission processes. The reversed magnetic field allows injection of the opposite (spin-down) holes and populating the inverted valley, K’, resulting in $\sigma_+$ light emission.

The electrical generation of valley polarization is further confirmed by detailed magnetic field dependence of the electroluminescence helicity, which shows clear squared hysteresis (Fig. 3.7), agreeing with the SQUID magnetometer and anomalous Hall effect measurements. To confirm that the observed electroluminescence polarization is not due to magnetic circular dichroism (MCD) of the (Ga, Mn)As film or the Zeeman effect from the applied magnetic field, we performed polarization-resolved magneto photoluminescence of monolayer WS$_2$ on the (Ga, Mn)As film. Under a small magnetic field magnitude of 400 Oe, the circular polarization of the exciton photoluminescence is not dependent upon the magnetic field. The experimentally observed helicity of valley-polarized electroluminescence is limited by the efficiency of the spin-polarized carrier injection as well as the spin and valley scattering processes in the heterostructure. The major spin depolarization processes in the ferromagnetic semiconductor include the non-perfect spin polarization and the spin scattering during the electrical transport. In addition, the valley scattering and depolarization of electrically populated holes at non-zero temperature contribute to reduce the contrast of the valley population.

![Figure 3.7: Out-of-plane magnetic field dependence of electroluminescence helicity. This measurement was done on a new device operated at 10 K with a current of 30 µA. The helicity of the electroluminescence has a hysteresis loop that agrees with the SQUID magnetometer and anomalous Hall effect measurement. The clear squared hysteresis of electroluminescence helicity confirms the electrical generation of valley polarization. Spin switching causes a zero-intensity difference in the $\sigma_-$ and $\sigma_+$ light emission. As the lock-in amplifier cannot detect the signal, a large outlier occurs at −100 Oe.](image)
3.6 Injected valley carrier dynamics and spin injection efficiency estimation

In order to accurately extract the electrical valley generation efficiency across the monolayer heterojunction, we examine the valley dynamics by time-resolved polarization measurements in monolayer WS$_2$ on (Ga, Mn)As, using a synchroscan streak camera. Figure 3.8a displays the total photoluminescence ($\sigma_- + \sigma_+$) intensity dynamics following a $\sigma^+$ polarization from a femtosecond excitation laser pulse with an energy of 2.21 eV, tracing the exciton relaxation and recombination processes. Based on a two-level rate equation, we can infer an effective exciton lifetime ($\tau$) of 2.5 ps (determined from two exciton lifetimes of 2.9 ps and 20.0 ps, from convolution fitting with the incident laser pulse). In addition, the time-resolved $\sigma^+$ emission from the K’ valley displays higher intensity than that of $\sigma^-$ emission from the K valley (Fig. 3.8b), confirming the valley-contrasting selection rule. Compared with the $\sigma_+$ emission, the $\sigma^-$ emission always shows slower decay until populations in two valleys are equal. This difference between two decay trends results from inter-valley scattering, which tends to equalize the exciton populations in the two valleys. From convolution fitting with the incident laser pulse and recombination time as obtained above, we estimate the lifetime of inter-valley scattering ($\tau_K$) to be 2.5 ps (inset of Fig. 3.8b). The valley dynamics do not change under a magnetic field from −400 to 400 Oe, which further confirms the valley polarization arises from the initial spin polarized injection from (Ga, Mn)As. According to rate model and the knowledge of valley carrier dynamics[91], we can estimate the initial electrically generated valley polarization $\rho_0$. The degree of electroluminescence polarization $\rho$ depends on the steady values of the valley exciton densities, $N_K$ and $N_{K'}$ as

$$\rho = \frac{(N_K - N_{K'})}{(N_K + N_{K'})} = \frac{\rho_0}{(1 + 2 \frac{\tau}{\tau_K})}$$

(3.2)

where $\tau$ is the exciton lifetime at both K and K’ valley and $\tau_K^{-1}$is inter-valley scattering rate. Given the measured electroluminescence polarization of ~15%, a significant portion (~ 45%) of the overall valley generation efficiency remains intact across the monolayer heterojunction, consistent with previous studies using (Ga, Mn)As as spin aligner [92].
Figure 3.8: Valley dynamics measurement in monolayer WS$_2$ on (Ga,Mn)As. a, Time-resolved total photoluminescence using a $\sigma_+$ polarization femtosecond excitation laser pulse with an energy of 2.21 eV. Convolution fitting with the laser pulse (green dashed line), yields two exciton lifetimes of 2.9 ps and 20.0 ps. b, Time-resolved $\sigma_+$ and $\sigma_-$-photoluminescence components excited by a $\sigma_+$ polarized laser. Blue and green lines indicate the different decay rates for these two components. Inset: Convolution fitting (red curve) for the time-resolved valley exciton population ($\sigma_+ - \sigma_-$, black circles). The intervalley scattering time is estimated to be 2.5 ps.

3.7 Conclusion and perspective

The electrical generation and control of valley population is at the heart of emerging valleytronics. We experimentally demonstrate the first electrical valley polarization with spin injection from a ferromagnetic semiconductor, which is confirmed through the observed valley-polarized light emission. The electrical control of the valley DOF opens the door towards a new paradigm of electronics that manifests all three DOFs: charge, spin and valley for information processing and computing.

In current work, external magnetic field and ferromagnetic electrode are in need to achieve electrical valley generation. Recently, researchers utilized strain to break monolayer crystal three-fold symmetry, which lead to nonzero magnetoelectric coefficient. With strain along specific orientation, the Berry curvature maximum will be no longer overlap with band extreme. By applying an in-plane bias (or current), valley magnetization can be generated [93]. This method does not require external magnetic field. However, external strain is in need and generation efficiency needs to be quantified. In the near future, high efficient electrical valley generation without external magnetic field is one of the most important research directions towards the practical application of valleytronics.
4 Out-of-plane dipole and ferroelectricity in 2D layered polar materials

In previous chapter, I mainly focused on unique valley degree of freedom in 2D TMDCs, whose properties are closely linked with crystal inversion symmetry breaking and three-fold rotation symmetry. I demonstrated generalized optical selection rule for nonlinear optical process in 2D TMDCs and electrical generation and manipulation of valley carriers in monolayer WS\textsubscript{2}. In this chapter, I would discuss another crystal symmetry breaking, that is out-of-plane mirror symmetry breaking in 2D materials. Such symmetry breaking leads to 2D polar materials, a new class of crystal display appealing phenomena such as intrinsic Rashba spin splitting, out-of-plane dipole emission and ferroelectricity [57], [58].

4.1 Introduction to 2D layered polar material

A polar material possesses at least one polar axis along which two directional views are geometrically or physically different. A polar axis can occur only in non-centrosymmetric structures [94]. In polar crystal, it is not allowed for a mirror plane or twofold axis perpendicular to the polar axis, because they will make both directions of the axis equivalent. Such polar compounds are of great interest in material science and engineering because of their interesting physical properties, such as piezoelectricity, pyroelectricity, ferroelectricity, and especially second-order nonlinear optical (NLO) properties [95]. In addition, their polar property could enable polar electromagnetic force which is an important intergradient for chemical reactions, catalytic process and molecular self-assembly [96].

Compared with bulk, 2D polar crystals with reduced dimensionality are expected to be a fundamentally unique system to explore with distinct features such as enhanced many body interactions due to quantum confinement and weak dielectric screening. In addition, the interfacial physics is rich in heterostructures. Finally, large electrical and mechanical tunability make 2D thin films very appealing for applications. For example, several percent strain can be applied in 2D thin films without breaking down which is about 1-2 orders higher threshold than that in bulk materials. Such high strain is comparable with the application of 1–10 GPa of pressure, which is equivalent that at a depth of 30–40 km below the surface of the Earth [95].

However, the limit of 2D thickness cannot be achieved easily in conventional polar crystals with dangling bond surface because structure reconstruction or chemical reaction tend to occur and remove out-of-plane dipoles [97]. For example, ZnO is a three-dimensional crystal which exists in four different forms: Wurtzite, Zinc blende, hexagonal boron-nitride and rock salt structures [98], [99]. Among them, only Wurtzite
and Zinc blende structures are inherently polar in bulk form. However, in ultrathin ZnO down to several nm, the tetrahedral configuration in either Wurtzite or Zinc blende leaves unpaired \( sp^3 \) bond at the terminal layer, which significantly lifts total energy and makes the thin film unstable [100]. Rock salt structure was only observed at a high pressure [101]. Meanwhile, theory and experiments have shown that only hexagonal boron-nitride structure with \( sp^2 \) trigonal coordination is thermodynamically stable at the monolayer limit [102], [103], which is non-polar in the out-of-plane direction (Fig. 4.1). Such surface instability, that is Tasker type III instability, also holds true for ionic out-of-plane polar materials, and forces the reconstruction of many traditional polar crystals such as ZnO into out-of-plane non-polar configuration at two-dimensional limit [97].

Figure 4.1: ZnO calculated stable structures in bulk and in ultrathin film forms. The bulk ZnO (wurtzite) structure (a) and the experimentally derived structure model for the first two monolayers (b). Small and large balls represent Zn and O atoms, respectively. Reprinted with permission from ref. [104]. Copyright American Physical Society.

In contrast, 2D layered van der Waals materials such as monolayer MoS\(_2\) are chemically stable and free of dangling bonds at its top and bottom surfaces. However, all available 2D layered materials are out-of-plane symmetric. To enable the vertical dipoles and piezoelectrics, out-of-plane symmetry has to be broken. In the following, the chapter firstly focuses on the creation and characterization of first monolayer polar crystal MoS\(_2\)Se [105]. In the second part, very recent discovery of 2D ferroelectricity in another polar layered material In\(_2\)Se\(_3\) will be discussed. Such asymmetric ultrathin films provide unique opportunity to realize the ultrathin piezoelectric/ferroelectric material with intrinsic out-of-plane electromechanical coupling. Such systems have intrinsic Rashba spin splitting for spin transport [106], as well as unique Janus surfaces for asymmetric catalytical reactions [96].
4.2 Introduction to Janus monolayer MoSSe

The two-dimensional (2D) transition metal dichalcogenide (TMD) monolayer such as MoS$_2$ and WS$_2$ discussed in previous chapters have attracted significant attentions. The lack of inversion symmetry in a TMD monolayer results in distinguishable Berry curvatures at two sets of Brillouin zone edges, which leads to valley dependent optical selection rules for interband transitions. Meanwhile, the strong spin-orbit coupling (SOC), originated from the $d$-orbitals of the Mo or W atoms, makes it an interesting platform with coupled spin and valley physics. However, monolayer TMDCs exhibit the mirror symmetry ($D_{3h}$) and thus are non-polar perpendicular to the layer plane, which eliminate several important intrinsic properties in 2D layered materials. For instance, intrinsic Rashba splitting is absent, a phenomenon which allows to manipulate the spin by electric fields rather than using magnetic fields. Calculations have predicted that the mirror symmetry of polar MoSSe monolayer is broken ($C_{3v}$), leading to an out-of-plane dipole with appreciable Rashba splitting at the $\Gamma$ point [107]. This type of polar TMD monolayers (with the formula MXY, where M = Mo or W and X, Y = S, Se or Te) possess interesting and rich physics and likely with many potential applications associated with its vertical dipoles. Unfortunately, such crystals do not exist in nature and hence a synthetic approach is required. Here, a strategy to synthesize the polar MoSSe monolayer is achieved. The MoSSe monolayer is stable and shows distinctly different electronic and phonon structures compared with MoS$_2$ or MoSe$_2$. Second harmonic generation (SHG) experiments further proves the presence of pronounced out-of-plane optical dipoles [57].

4.3 Creation and basic optical characterization of Janus monolayer MoSSe

Given monolayer MoSSe does not exist in nature, specific chemical synthesis is in need. The synthesis of a Janus MoSSe monolayer is illustrated in Fig. 4.2. To start, single crystalline triangular MoS$_2$ monolayers on c-plane sapphire substrates were prepared using chemical vapor deposition. Then by applying a remote hydrogen plasma, the top-layer sulfur atoms were stripped off and replaced with hydrogen atoms. The subsequent thermal selenization allows Se to replace H atoms, forming a structurally stable Janus MoSSe monolayer in which the Mo atoms are covalently bonded to underlying S and top-layer Se atoms.

The optical images for the monolayer at each stage are displayed, where the stripped MoS$_2$ (MoHS) remains its triangular shape. The atomic force microscope images reveal an apparent change in the cross-sectional height from 1.0 nm for pristine MoS$_2$ to 0.7-0.8 nm for MoHS and to 1.1 nm for Janus MoSSe. The reduced thickness after H$_2$-plasma indicates the success in S-stripping. It is found that the plasma power needs to be at optimum values such that we can break the surface Mo-S bonds but still preserve the underlying 2D Mo-S structure; in this respect, the remote plasma produced from light molecules works better than that from heavy molecules such as Ar plasma, which easily
destroys the whole 2D structures. The selenization temperature also plays a critical role. The substrate temperature needs to be higher than 350 °C for Mo-Se bond formation but not higher than 450 °C, in which the 2D structure becomes unstable and broken holes appears in the monolayer. When the temperature is higher than 600 °C randomized MoSSe alloy structures are obtained with fully random distribution of S and Se at the top and bottom of Mo atom plane, consistent with previous report [108].

![Image of synthesis process]

Figure 4.2: Synthesis of monolayer MoSSe. A MoS₂ monolayer grown by chemical vapor deposition was exposed to H₂ plasma to strip the top-layer S. The plasma was then switched off and a quartz boat loaded with Se powder was moved next to the sample without breaking the vacuum. Se powders were then thermally vaporized to achieve selenization and complete the synthesis of Janus MoSSe monolayers. Optical microscopy and atomic force microscopy images for each structure are shown below the corresponding molecular model.

Basic optical characterization such as Raman and photoluminescence measurements were conducted. Figure 4.3 shows that the characteristic Raman out-of-plane A₁ and in-plane E' modes for a MoS₂ monolayer appear at 406 and 387 cm⁻¹ respectively. The intensity of A₁ and E' peaks decreases (curve 5 min stripping) and eventually vanishes (curve 20 min stripping) with the increasing stripping time. However, the A₁ and E' peaks appear again after sulfurization, indicating the recovery of MoS₂ monolayers from MoHS and the reversal ability of this process. On other hands, if the selenization is applied for MoSH, the A₁ peak shifts to 288 cm⁻¹ from the original 406 cm⁻¹, and the E' peak shifts to 355 cm⁻¹.
cm\(^{-1}\) from 387 cm\(^{-1}\). These peaks match well with the two major phonon energies in phonon spectrum calculation for Janus MoSSe [57]. The shift of the A\(_1\) frequency is caused by the out-of-plane symmetry change upon selenization, while the shift of the E’ mode is related to the lattice constant change. Figure 4.4 shows that the optical gap of a pristine MoS\(_2\) monolayer at 1.88 eV disappears after S-stripping, agreeing with the metallic property of the MoSH predicted by density functional theory (DFT) calculations. The photoluminescence (PL) for the MoSH samples recovers to that of MoS\(_2\) after sulfurization, consistent with the observation in Raman. The optical gap for the Janus MoSSe monolayer is at 1.68 eV, close to the average of the optical gaps of MoS\(_2\) and MoSe\(_2\).

![Image](image.png)

Figure 4.3: Raman characteristics at each synthesis step. It includes the MoS\(_2\) and those after H\(_2\) plasma treatment, sulfurization and selenization.
Figure 4.4: PL for synthetic product at each step. It includes the MoS$_2$ and those after H$_2$ plasma treatment, sulfurization and selenization.

More interestingly, valley emission is preserved in such Janus structure, as shown in Fig. 4.5. Also, figure 4.6 presents an annular dark-field scanning transmission electron microscopy image of a cross-section of the Janus MoSSe monolayer. Since the image contrast is proportional to the square of the atomic number, the bottom S and top Se atoms are clearly distinguishable, confirming the success of our proposed synthetic approach.
Figure 4.5: Valley PL emission from monolayer MoSSe.

Figure 4.6: Annular dark-field scanning TEM image of the sample cross-section. It shows the asymmetric MoSSe monolayer structure with Se (orange) on top and S (yellow) at the bottom of the Mo atoms (blue).
4.4 Discovery of vertical dipole of Janus monolayer MoSSe by SHG

The asymmetry of chemical bonding within monolayers can be revealed by optical second harmonic generation (SHG) [109]. In a polar crystal, the imbalance of electronic wavefunction results in asymmetry optical dipole transition. For ultrathin polar film with polar axis perpendicular to the film, angle resolved polarization selective SHG measurement can be performed to observe such influence (Fig. 4.7).

Figure 4.7: Angle-resolved polarization SHG set-up schematics. The incident angle scan is accomplished by moving retroreflector on a motorized stage, which accordingly shifts pump light beam position at back aperture of microscope objective. M1, M2, M3 are silver mirrors. LP, BP, SP represent long-pass, band-pass, short-pass filters. PBS is polarized beamsplitter, DMSP is dichroic short pass mirror. The Mitutoyo NIR 20x (N.A.= 0.4) with 7.6mm diameter backaperture is mounted on a x-y-z manual translation stage. The sample is mounted on a manual rotation stage stacked on a x-y-z manual translation stage. The rotation stage can rotate 360 degrees continuously in x-y plane.

To drive the out-of-plane dipole, a vertical electric field in a tilted incidence beam is generated by scanning beam position off-center at the back aperture of the microscope objective. Since the projected z-component of the field increases as the tilt angle increases, it is expected to observe SHG intensity rises in a polar crystal with vertical polarization. Specifically speaking, firstly, the p-polarized fundamental light excites the sample under normal incidence and p-polarized SHG signal $I_p$ is collected. Because of $C_3$ rotation crystal symmetry, the SHG induced by the in-plane dipole can be extinct by rotating crystal in-plane with the Mo-X bond direction perpendicular to the electric field.
Secondly, to drive the out-of-plane dipole, a vertical electric field in a tilted incidence beam is generated by scanning beam position off-center at the back aperture of the microscope objective. Since the projected z-component of the field increases as the tilt angle increases, it is expected to observe SHG intensity rises in Janus MoSSe (Fig. 4.8). In contrast, SHG from randomized MoSSe alloy without out-of-plane dipole should be insensitive to the increasing z-component electrical field. Note that the trend of absolute SHG intensity not only includes information on out-of-plane dipole but is affected by the system angle (or position) dependent collection efficiency. In order to exclude such extrinsic factor, s-polarized SHG $I_s$ induced by the in-plane dipole with the same collection efficiency is measured and the ratio $I_p/I_s$ is used to evaluate intrinsic dipole contribution.

![Figure 4.8: Angle dependent SHG signal from Janus MoSSe sample.](image)

Figure 4.9 plots the angle dependent SHG ratio $I_p/I_s$ from Janus and randomized MoSSe monolayers. The SHG of the Janus sample strongly depends on the incident angle while that from the alloy sample shows almost no change. In addition, such response is
symmetric for positive and negative tilt angle incidences. This observation confirmed the presence of an out-of-plane dipole in MoSSe monolayers.

Figure 4.9: Angle-dependent SHG intensity ratio comparison. In the Janus MoSSe sample, the $I_p/I_s$ ratio (blue circles) increases symmetrically with more tilted incidence, and is fitted well by an angle-dependent SHG model (blue curve). In the MoSSe alloy, the $I_p/I_s$ ratio (red circles) undergoes almost no change as the incident angle varies, and the flat fitting (red curve) suggests a negligible out-of-plane dipole.

To extract the second-order susceptibility associated with the out-of-plane dipole, the data is fitted by an angle dependent SHG model described below.

\[ I_p(\theta) = \eta(\theta) \cdot (\chi_{xxx}^{(2)} E_x(\theta)E_z(\theta)\cos \theta + \chi_{xxz}^{(2)} E_z(\theta)E_x(\theta)\cos \theta + \chi_{zzx}^{(2)} E_x(\theta)E_z(\theta)\sin \theta)^2 \] (4.1)

\[ I_s(\theta) = \eta(\theta) \cdot (\chi_{yxx}^{(2)} E_x(\theta)E_x(\theta))^2 \] (4.2)

\[ E_x(\theta) = E_{in}(\theta)(1 - r) \cos \theta \] (4.3)

\[ E_z(\theta) = E_{in}(\theta)(1 + r) \sin \theta \] (4.4)
\[ r = \frac{r_{12} + e^{i2\delta}r_{23}}{1 + e^{i2\delta}r_{12}r_{23}} \]  
\[ \delta = \frac{2\pi d_2}{\lambda} n_2 \cos \theta_2 \]  
\[ \eta_j = \frac{n_j \cos \theta_i - n_i \cos \theta_j}{n_j \cos \theta_i + n_i \cos \theta_j} \]

Medium 1 is air, 2 is 2D material, 3 is sapphire substrate. Here SHG contributions from nonlinear susceptibility with two or three \( z \) index such as \( \chi^{(2)}_{xzx} \) and \( \chi^{(2)}_{zxx} \) are not considered due to small \( E_z/E_x \) field ratio and small ratio between out-of-plane and in-plane dipoles. Permutation symmetry requires \( \chi^{(2)}_{xxz} = \chi^{(2)}_{xxxx} \), if we further consider the fundamental and second harmonic photon energies are not resonant with any absorption peaks of monolayer MoSSe, Kleinman symmetry can be applied for a fair evaluation. Therefore, \( \chi^{(2)}_{xxx} = \chi^{(2)}_{xzx} = \chi^{(2)}_{zxx} \).

\[ \frac{l_p(\theta)}{l_s(\theta)} = \left[ \frac{(3+r)\sin \theta}{(1-r)} \cdot \frac{\chi^{(2)}_{xxz}}{\chi^{(2)}_{xyy}} \right]^2 \]  

Meanwhile, for monolayer, its thickness \( d_2 \) is much smaller than wavelength \( \lambda \). This simplifies expression for \( r = \frac{r_{12} + r_{23}}{1 + r_{12}r_{23}} \approx r_{13} = \frac{n_3 \cos \theta_1 - n_1 \cos \theta_3}{n_3 \cos \theta_1 + n_1 \cos \theta_3} \) \((n_1 \sin \theta_1 = n_3 \sin \theta_3, n_1 = 1, n_3 = 1.7542 @1080nm)\), the approximation is confirmed by simulation shown in Fig. 4.10.

Figure 4.10: Angle dependent reflection coefficient \( r \) for 1080nm pump light.
The simulation considers a three-layer structure: air/2D material/sapphire. It confirms the approximation \( r = \frac{r_{12} + r_{23}}{1 + r_{12} r_{23}} \approx r_{13} \). By fitting data with formula (1) as \( \theta \) varies, the ratio between second-order susceptibility linked with in-plane dipole and that linked with out-of-plane dipole could be extracted. Because of the relationship between second-order susceptibility and dipole matrix elements

\[
\chi^{(2)}_{ijk}(2\omega, \omega, \omega) \propto \frac{\mu_{gn} \mu_{nm} \mu_{ng}}{(\omega_n - 2\omega)(\omega_m - \omega)}
\]

(4.9)

\[
\mu_{gn} = \langle g | \hat{\mu} | n \rangle_i
\]

(4.10)

Such ratio infers similar magnitude comparison between in-plane and out-of-plane dipole strength for same optical transitions. Based on the above SHG fitting model for angle dependent SHG measurements, the well-matched fitting confirmed that second-order susceptibilities \( \chi_{xxz}^{(2)}, \chi_{xxx}^{(2)}, \chi_{zzx}^{(2)} \) play the role and infer the magnitude ratio \( \chi_{yyy}^{(2)} : \chi_{xxx}^{(2)} = 10 : 1 \) at 1080 nm pump. To statistically confirm the vertical dipole SHG response, we measured five MoS\(_2\) Janus samples and three MoS\(_2\) alloy samples, whose second-order susceptibilities are summarized in Fig. XX. For all asymmetric samples, the out-of-plane dipole generates observable \( \chi_{xxz}^{(2)}, \chi_{xxx}^{(2)}, \chi_{zzx}^{(2)} \) with little variation. While for all randomized samples, the out-of-plane dipole response is almost one order of magnitude smaller and within measurement limit (Fig. 4.11).

![Figure 4.11: Second-order susceptibility ratio statistics. Five Janus MoS\(_2\) samples show a consistent out-of-plane and in-plane second-order susceptibility ratio (1:10); in](image-url)
contrast, three MoSSe alloy samples show a one order of magnitude smaller ratio. The error bars represent fitting error.

In conclusion, we have made breakthroughs in 2D polar crystal development by creating non-equivalent (Janus) surfaces on MoS$_2$ monolayers through controlled atom replacement to form MoSSe monolayers, where the anticipated optical dipole and piezoelectric properties are verified in an atomically thin level. In the case of monolayer MoSSe, the saturation of surface bonds in the van der Waals layered material prevents surface reconstruction and thus preserves out-of-plane dipoles. In addition, monolayer MoSSe has direct band gap located at K/K' valley in Brillouin zone. Such unique valley degree of freedom is important for potential valleytronics and absent in conventional polar materials. This synthetic Janus 2D monolayers by design are expected to provide an excellent platform for studying the surface chemistry and Rashba spin transport physics at the 2D physical limit.

4.5 Introduction to 2D ferroelectricity in ultrathin In$_2$Se$_3$

The above monolayer MoSSe proves to exhibit out-of-plane polarization. However, such polarization is expected to be almost impossibly flipped given the reversal requires S and Se migration through Mo atom plane. On the other hand, if the polarization in a 2D polar crystal can be stabilized and electrically switched to another energy-degenerate polarization direction, discovery of such 2D material can provide a unique platform to explore 2D ferroelectric physics and establish novel 2D memory devices.

Ferroelectric ordering dictates electrically switchable macroscopic polarization, arising from spontaneous alignment of electric dipoles [111], [112]. Such collective phase reveals fundamental interplay between crystal symmetry and quasiparticle interactions [113], [114]. The development of ferroelectric materials such as barium titanate (BaTiO$_3$) was also prompted by applications like electromechanical actuators and storage devices [115]. However, the strength of polarization and transition temperature drop as ferroelectric films scale down due to the reduced long-range Coulomb coupling and enhanced depolarization field (Fig. 4.12), and ferroelectricity disappears below a critical thickness [111], [116]–[118]. In addition, interfacial bonding related strain and chemical environment can also deteriorate thin film ferroelectricity[119]–[121]. In contrast, the emerging van der Waals layered materials have strong intralayer chemical bonds but weak interlayer interactions, and thus could provide a pathway to eliminate the role of interfacial defects and strain. With the presence of this strong anisotropy, 2D layered materials may go beyond such limitations and are unique platforms to study fundamental electronic and structural ordering in two dimensions [32], [122], [123]. Ferroelectricity in 2D materials is not only significant for device miniaturization but may reveal novel domain physics with enhanced quasiparticle interactions [22], [24]. Furthermore, the ferroelectric switching allows the control of asymmetry-induced properties such as spin-orbit coupling, valley degree of freedom and anisotropic transport [15], [25].
Figure 4.12: Schematics of depolarization field in a ferroelectric film.

While in-plane oriented spontaneous polarization can exist in single-unit-cell-thick materials [124], depolarizing electrostatic fields and interfacial chemical bonds with the substrate tend to destroy out-of-plane ferroelectricity in thin film ferroelectric crystal [117], [118], [120], [121]. Efforts have been made to stabilize the out-of-plane polarization and reduce the critical thickness by providing extrinsic screening from a conductive substrate [125]. Recently, a theoretical proposal reveals a new mechanism to achieve intrinsic out-of-plane ferroelectricity based on the strong correlations of covalent lattice structure [126]. In the following, I experimentally demonstrate intrinsic out-of-plane 2D ferroelectric ordering and unique polarization locking in atomically thin In$_2$Se$_3$ crystals, which has been predicted to be a ferroelectric semiconductor [126].

4.6 Polar crystal structure and unique dipole locking relationship in ultrathin In$_2$Se$_3$

Each In$_2$Se$_3$ layer contains five triangular atomic lattices stacked in the sequence of Se-In-Se-In-Se through covalent bonds and belongs to $R_{3m}$ space group (No. 160). The asymmetric position of Se atom in the middle spontaneously breaks the centrosymmetry, providing two energetically-degenerate states with opposite out-of-plane electric polarization and in-plane asymmetry with reverse second-order nonlinear polarization (Fig. 4.13a and b). The stabilization of ferroelectricity is achieved primarily through the out-of-plane and in-plane polarization locking enforced by unique covalent bond configuration of In$_2$Se$_3$ crystal, instead of long-range Coulomb interaction in conventional ferroelectric materials [127]. To erase or even flip the out-of-plane electrical polarization, the middle Se atom must also move laterally (~ 100 pm) accompanied by the In-Se covalent bonds breaking and forming [126]. It is fundamentally distinct from traditional ferroelectric switching wherein small uniaxial atomic distortions (~ 10 pm) occur without bond breaking in, for example, perovskite oxides or via molecular chain
rotation in PVDF [128]. Such additional in-plane atomic movement enforced by locking provides strong resistance for out-of-plane polarization against depolarization field. Accordingly, the calculated domain wall energy is also several times to more than one order of magnitude larger than that in perovskite oxides such as PbTiO$_3$ and BaTiO$_3$ [126], [129], [130]. These features also distinguish the ferroelectricity in In$_2$Se$_3$ from recent reports on atomically thin SnTe and CuInP$_2$S$_6$ [124], [125], whose polarization only involves either pure in-plane or out-of-plane atomic distortion without breaking of covalent bonds. As a consequence, SnTe cannot exhibit out-of-plane polar order, while the ferroelectricity in CuInP$_2$S$_6$ does not exist below 50 nm in the absence of extrinsic electronic screening by a conductive substrate. Therefore, discovery of intrinsic 2D ferroelectricity based on the unique polarization locking provides a new degree of freedom to control structural and electronic ordering in layered materials, construct multiferroic heterostructures and scale down ferroelectric device.

![Figure 4.13: Two energy-degenerate ferroelectric In$_2$Se$_3$ structures. Single quintuple layer consists of covalently bonded indium and selenium triangular lattices. The crystal belongs to $R_{3m}$ space group (No. 160). The polarization flipping requires locked out-of-plane and in-plane motion of middle Se atom (purple ball) accompanied by covalent bond breaking and formation, and reverses both the out-of-plane polarization and the in-plane lattice orientation with nonlinear optical polarization.](image)

**4.7 Sample preparation and basic optical characterization of In$_2$Se$_3$**

We prepared atomically thin membranes of In$_2$Se$_3$ by both exfoliation and van der Waals epitaxial growth [131], [132]. Their thickness was then determined by atomic force microscopy, and the single layer step height is 1 nm (Fig. 4.14).
Figure 4.14: Measuring height of atomically thin In$_2$Se$_3$ samples by AFM. The CVD-grown layered In$_2$Se$_3$ is typically a few nanometers thick and tens of micrometers in lateral size. The bottom right panel shows the cross section corresponding to the white line. Each layer is around 1-nm-thick, measured by the smallest steps found in the height profile. The step height in the figure was calculated from the difference of average height of the regions between the green lines and red lines.

Meanwhile, the samples with strong SHG signal display the same Raman characteristic peaks (Fig. 4.15, Fig. 4.16a), as reported for α-phase In$_2$Se$_3$ [131]. Raman spectroscopy was performed by a commercial Raman system (Horiba Labram HR evolution) under normal incidence with a 532 nm laser. The laser beam was focused on the samples by 50X objective (N.A. = 0.6) and the beam diameter is ~1μm. Both grown and exfoliated samples were characterized in vacuum with moderate incident power to avoid damage. We found two sets of Raman characteristic peaks in grown ultrathin samples (figure 4.16a). Based on literature report [131], one corresponds to alpha phase, the other one corresponds to beta phase. The exfoliated samples are all alpha phases. SHG spectroscopy can further distinguish the alpha and beta phase in growth samples by the significant intensity difference. As shown in figure 4.16b, SHG intensity from alpha phase grown sample is about 1-2 orders higher than that from beta phase grown sample in ultrathin samples with same thickness. Such difference is repeatedly observed, which results from the inversion symmetry preservation (or breaking) in corresponding nonpolar (or polar) crystal structures. Therefore, we identified the strong correlation among SHG intensity, Raman peaks and corresponding crystal structure. Since alpha phase is the
target ferroelectric structure, we utilized SHG spectroscopy and Raman spectroscopy to screen growth samples and select alpha phase samples with strong SHG intensity and typical Raman modes for further study.

Figure 4.15: Strong SHG from alpha phase grown sample.

Figure 4.16: Raman and SHG characterization of ultrathin growth In$_2$Se$_3$ crystal. a, Raman spectra from two typical grown trilayer samples. The red curve shows typical Raman peaks for alpha phase In$_2$Se$_3$ while the black curve represents Raman feature from
beta phase In$_2$Se$_3$. All Raman measurements were conducted in vacuum chamber with moderate incident light power to avoid damage. The inset is typical optical image of a trilayer sample. The scale bar is 10 µm. \( \textit{b,} \) Corresponding SHG comparison for ultrathin growth samples with different crystal phases. We first identified two alpha phase and three beta phase trilayer samples by Raman spectroscopy. Based on SHG measurement, SHG intensity from alpha phase grown samples is about 1-2 orders higher than that from beta phase grown samples, resulting from inversion symmetry breaking in its polar structure. Although current growth method leads to coexistence of alpha and beta phase ultrathin flakes, we identified the strong correlation among SHG intensity, Raman peaks and corresponding crystal structure for selection of samples with polar structure.

4.8 In-plane and out-of-plane asymmetry probed by SHG

To verify the presence of in-plane and out-of-plane asymmetry, we performed SHG studies with normal and oblique incidence at ambient conditions. The excitation light was extracted using an optical parametric oscillator (Inspire HF 100, Spectra Physics, Santa Clara, USA) pumped by a mode-locked Ti:sapphire oscillator. The excitation laser was linearly polarized by a 900–1300 nm polarizing beamsplitter. The transmitted p-polarized laser light can change its polarization by rotating a IR half waveplate before pumping sample. The laser is focused by a 50x NIR objective on sample. The second harmonic generation signal was detected in the backscattering configuration, analyzed by a visible-range polarizer, and finally collected by a cooled CCD spectrometer.

First, the SHG signal from a trilayer sample on insulating mica substrate can be observed under normal incidence (Fig. 4.15), which indicates inversion symmetry breaking with the presence of in-plane nonlinear optical polarization. The polarization-resolved SHG shows a six-fold intensity pattern when the excitation and detection polarization are rotated collinearly (Fig. 4.17). In this configuration, the fundamental pump beam was normal incident along z axis (perpendicular to In$_2$Se$_3$ layer) and linear polarized in x-y plane (parallel to In$_2$Se$_3$ layer). Only tensor elements with x and y components contribute to SHG signal. In$_2$Se$_3$ crystal belongs to R$_{3m}$ space group with a 3-fold rotation symmetry along the z-axis, and a mirror symmetry with respect to the x-z plane, given coordinate axes depicted in Fig. 1b. Therefore, the only nonzero tensor components responsible for the SHG signal in Fig. 1c are $\chi_{xxx}$, $\chi_{xyy}$, $\chi_{xxy}$ and $\chi_{yyx}$, with the following relationship: $\chi_{xxx} = -\chi_{xyy} = -\chi_{xxy} = -\chi_{yyx}$ [110], [133]. When the polarization of the excitation and the detection are kept the same and rotate together with respect to the crystal, the SHG intensity response is simply: $I = I_0 \cos^2 (3\theta + \theta_0)$, where $\theta$ is crystal angle, $\theta_0$ is the angle difference between laser polarization and crystal angle. Therefore, the observation of six-fold SHG intensity pattern is a clear signature of the crystalline belonging to R$_{3m}$ space group, and the maximum of each lobe corresponds to the In-Se bond armchair direction. Although this three-fold rotational symmetry prohibits in-plane electric dipole polarization, it gives an effective in-plane second-order optical dipole emission due to inversion symmetry breaking [134].
Figure 4.17: SHG polarization pattern of a trilayer In$_2$Se$_3$. The intensity is a function of crystal angle. The three-fold rotational symmetry manifests through the six-fold SHG intensity pattern (black square) when the polarization of the optical excitation and detection are rotated collinearly. The sample was under normal incidence. Red curve shows the fitting by $I = I_0 \cos^2(3\theta + \theta_0)$, $\theta$ is crystal angle.

Next, we used angle-resolved polarization-selective SHG measurements to observe the out-of-plane dipole [57]. By rotating the crystal to make the In-Se bond direction perpendicular to both the incident and detecting polarization direction, the SHG induced by the in-plane dipole is made extinct. Then the vertical electric field in a tilted beam drives the out-of-plane dipole and gives rise to a SHG signal (Fig. 4.18). Figure 4.18 shows the incident angle dependent SHG from the out-of-plane dipole in the same trilayer sample, normalized with collection efficiency. As the tilt angle increases, SHG intensity increases as the $z$-component of the optic electrical field becomes stronger and is symmetric for positive and negative tilt angle. This observation confirmed the presence of an out-of-plane asymmetry in the In$_2$Se$_3$ ultrathin crystals, which is the prerequisite for 2D out-of-plane ferroelectricity. The ratio between in-plane and out-of-plane second-order susceptibility is 13.6:1 at 1080 nm pump, consistent with the theoretical estimation that the static in-plane dipole is more than one order of magnitude larger than the out-of-plane dipole [126].
Figure 4.18: Out-of-plane dipole probed by angle resolved SHG of a trilayer sample. Angle-dependent SHG intensity ratio \( I_p/I_s \) increases symmetrically with tilted incidence (black triangular) and agrees well with the model of response from out-of-plane dipole to vertical electrical oscillation field, indicating the ratio (13.6:1) between in-plane and out-of-plane second-order susceptibility at 1080 nm pump (red curve).

An annular dark-field scanning transmission electron microscopy (ADF-STEM) cross-section image of a multilayer In\(_2\)Se\(_3\) also confirms the asymmetric ferroelectric crystal structure as predicted (Fig. 4.19). In the following, I will discuss how the combination of piezoresponse force microscopy and SHG microscopy can reveal ferroelectric switching and dipole locking relationship in In\(_2\)Se\(_3\).

Figure 4.19: Cross-section image of an In\(_2\)Se\(_3\) alpha phase multilayer flake. High-angle annular dark-field scanning transmission electron microscopy shows the polar structure of each layer with In (brown) and Se (blue) atoms.
4.9 Piezoresponse force microscopy

When it comes to studying the electromechanical response at nanoscale, piezoresonse force microscopy is a common technique widely applied [135]. It provides precise control over local electrical environment and high sensitivity of piezoelectric displacement to characterize traditional bulk piezoelectric and ferroelectric materials. General PFM is based on AFM integrated with specific electrical feedback module.

Typically, the PFM tip is in contact with the sample with constant force while the height of the tip is maintained by a low-frequency feedback loop. In the meantime, a high-frequency AC bias is applied between the tip and the sample. If the sample is piezoelectric, the oscillation electric field creates a proportional local strain as well as a mechanical vibration of the surface:

\[ S(\omega) = d \cdot E(\omega) \]
\[ A(\omega) = d_{\text{eff}} \cdot V(\omega) \]

where \( \omega \) is the angular frequency of the bias, \( S(\omega) \) is the local strain, \( A(\omega) \) is the mechanical vibration, \( d \) is piezoelectric coefficient matrix, \( d_{\text{eff}} \) is the effective piezoelectric coefficient. Usually such vibration is small given piezoelectric coefficient is on the order of pm/V. In order to extract such small signal and avoid other artifacts such as electrostatic capacitor force and Joule heating (these are \( 2\omega \) terms), a lock-in amplifier is used to track at oscillation frequency. With lock-in technique, the sensitivity of is high enough to detect very small electromechanical coupling (<0.1 pm/V), but at the cost of increasing integration time. Since scanning images are taken for contrast analysis, PFM is most used to characterize strong piezoelectric materials like ferroelectric perovskite oxides. This integration time issue sets a significant challenge for probing weak piezoelectric materials. To address this problem and boost sensitivity, researchers utilized mechanical resonance of the cantilever and developed the dual-frequency resonance-tracking to enhance the signal contrast by more than 100 times [136].

4.10 Ferroelectric domain structures in ultrathin \( \text{In}_2\text{Se}_3 \)

In addition to the presence of dipoles, SHG and complementary PFM mapping of the trilayer at room temperature reveals domains and domain boundaries as shown in Fig. 4.20. The region with stronger SHG displays larger piezoresponse, while the region with weaker SHG shows smaller piezoresponse amplitude. The correlation indicates that the as-grown sample contains domains with different net dipole strength. We verified that the dipole strength difference does not come from composition inhomogeneity, because both regions give the same Raman spectra, meaning they have the same crystal phase. Therefore, we postulate that for as-grown sample, some regions are well aligned along one polarization,
while other regions may partially include lattice configuration with opposite polarization and reduce the average nonlinear optical response. Similar intensity variation has also been observed for SHG generated by out-of-plane dipole. In addition, in the SHG image we observed dark lines within the area that has uniform optical contrast (Fig. 4.20a inset). By superimposing these dark lines onto the piezoresponse and the phase mapping (blue curves in Fig. 4.20b, c), we found that they always occur at the boundaries of two 180-degree domains with comparable piezoresponse and SHG amplitude. The consistency proves that they result from destructive interference between the optical fields from adjacent domains with opposite polarizations [69]. On the other hand, for the boundary between a domain with large positive piezoresponse and a domain with small negative piezoresponse, SHG dark lines are shadowed due to the imperfect optical destructive interference.

Figure 4.20: Visualization of domain structure in 2D In$_2$Se$_3$. a, SHG mapping of the 3-nm In$_2$Se$_3$ crystal, showing intensity contrast in different regions corresponding to domains with different dipole strength that match well with the piezoresponse mapping in b. The inset is the optical image of the same sample. SHG intensity dark lines are observed within the region of nearly uniform optical contrast and SHG intensity, that also match
the boundaries between domains with 180-degree piezoresponse phase contrast in c (blue curves). They originate from the destructive interference from the oppositely polarized domains.

On the other hand, the validity to identify antiparallel domains through SHG dark lines is supported by the similar intensity dip width and depth in In$_2$Se$_3$ domain structures and the boundary of two triangular monolayer MoS$_2$ with opposite orientation. In detail, a SHG intensity line scan orthogonally across two adjacent domains shows intensity dip around the domain wall position. The intensity dip originates from destructive SHG interference when light spot covers antiparallel domains. The width of such observed dip is mainly determined by the width of fundamental beam instead of the real domain wall width (Fig. 4.21a). Similar dark lines with comparable width can also be observed at the boundary of two triangular monolayer MoS$_2$ with opposite orientation, which proves the validity to identify antiparallel domains through this feature (Fig. 4.21b). The nonzero minimum may result from imperfect beam optics.

Figure 4.21: SHG dark line analysis. a, SHG line scan across the boundary between two domains with opposite orientations on a trilayer In$_2$Se$_3$ sample. b, SHG line scan across the boundary between two triangular monolayer MoS$_2$ with opposite orientations (white line in inset). Similar “dark” line was observed in SHG mapping originating from destructive SHG interference. The nonzero minimum may result from imperfect beam optics.

4.11 Electrical switching of out-of-plane ferroelectric polarization
Beyond the presence of polar structures with opposite spontaneous polarizations, we also demonstrated the switch of the polarization by applying electric field. Indeed, for ultrathin ferroelectric In$_2$Se$_3$, large out-of-plane field (~1V/nm) is predicted to flip the out-of-plane polar order. In the following, we demonstrated such polarization switching with vertical electric bias at room temperature. The sample was prepared by transferring the as-grown In$_2$Se$_3$ flakes onto strontium ruthenium oxide (SrRuO$_3$) thin film deposited on a (001)-oriented strontium titanate (SrTiO$_3$) substrate, which served as the back electrode. The electric field was applied through a conductive tungsten carbide probe with radius of 20 nm, and then the polarization switching was observed separately through inverse piezoelectric effect by resonance-enhanced piezoresponse force microscopy. Figure 4.22a shows the single-point off-field hysteresis loop of the piezoresponse as a function of poling electric field for a trilayer flake. With small probe voltage of 0.5 V, the coercive field of this piezoresponse loop is about 2-3 V over the 3-nm thickness, comparable to the theoretical prediction. Such observed large coercivity confirms the large energy barrier between the two polarization states, which is necessary to combat the depolarization field at the 2D limit. As the probe voltage increases to 1.5 V close to the coercive field, the loop collapses in both amplitude and width. This is a clear signature of field-switchable electromechanical deformation expected from ferroelectricity in In$_2$Se$_3$, and distinguished from the electrostatic force-induced artifacts from charging in non-ferroelectric materials [137]. Based on the obtained coercive field of 3-nm-thick the trilayer, we further observed areal ferroelectric domain reversal by scanning the probe with constant bias. Both positive and negative piezoresponse domains were written onto the trilayer sample as shown in figure 4.22b. The pattern remained stable in ambient conditions for at least three days when it was probed again. It should be noted that although other contributions (e.g., injected charge, chemical changes, diffusion of species, etc.) can give rise to PFM contrast, the long-term stability of this signal suggests a link with the structural change and not one of these other spurious effects. In particular, we exclude charging effect as the source of the electromechanical response, which should quickly dissipate for ultrathin semiconducting film on conductive substrate.
Figure 4.22: Switch of the out-of-plane polarization and in-plane configuration. a, The hysteresis of remnant out-of-plane polarization of a 3-nm-thick In$_2$Se$_3$ crystal on conductive SrRuO$_3$, as a function of perpendicular poling voltage. Black, red, blue curves represent the normalized piezoresponse measured with $V_{ac} = 0.5$, 1 and 1.5 V, respectively. The measured coercive voltage is between 2-3 V when $V_{ac}$ is at 0.5V. When $V_{ac}$ progressively increases to 1.5V and approaches the coercive field, both the effective switching voltage and the normalized response signal decrease. The collapse of the hysteresis loop agrees very well with the behavior of the conventional field-switchable ferroelectrics and is in contrast to the charging artifact of dielectrics. b, Polarized domain patterned by electrically biased scanning probe and measured by PFM. The inner box corresponds to positive applied voltage (+6V) and positive piezoresponse while the outer box to negative voltage (-6V) and negative piezoresponse. The piezoresponse signals were obtained from measured resonance amplitude and phase. c, SHG intensity mapping on another trilayer In$_2$Se$_3$ sample before PFM reversed poling. The area enclosed by dashed line was then scanning by a negatively biased AFM tip. The color bar is in linear scale with arbitrary unit. d, SHG mapping after the electrical reversed poling. The written area displays nearly uniform SHG intensity after reversal poling. We observed
appearance of SHG dark lines at the boundary of the patterned area resulting from
destructive interference between the opposite in-plane crystal orientation and
 corresponding nonlinear optical polarization inside and outside reversal poling region.
This finding not only confirmed the locking between the out-of-plane polarization and in-
plane nonlinear optical polarization but demonstrated the functionality to manipulate in-
plane crystal orientation through vertical electrical field.

4.12 Vertical electrical field switching in-plane lattice configuration

More strikingly, the unique polarization locking relationship in In$_2$Se$_3$ crystal structure
requires that the in-plane atomic motion locked with the out-of-plane polarization
switching and enables control in-plane asymmetry by out-of-plane electric fields. To
demonstrate such control, we firstly selected one region of a trilayer In$_2$Se$_3$ sample on the
SrRuO$_3$/SrTiO$_3$ (001) substrate showing strong SHG originating from in-plane dipoles
(Figure 4.22c) and out-of-plane piezoresponse. Next, a rectangular region was scanned by
a negatively biased probe and enclosed by dashed line (Fig. 4.22c). After the “writing”
process, the orientation of the in-plane dipole was probed by SHG under normal
incidence. Compared with the mapping before patterning, it showed unchanged SHG
intensity distribution outside the “writing” region as well as uniform SHG intensity inside
after reversal poling (Fig. 4.22d). Notably, we also observed clear dark lines with low
SHG intensity exactly overlapping with the boundaries defined by the PFM writing
pattern, evidencing the reversal of the in-plane nonlinear optical polarization and
corresponding in-plane lattice asymmetry by the out-of-plane electric field patterning.
Such observations further prove the strict locking between in-plane and out-of-plane
dipoles, which allows electrical switching of in-plane crystalline symmetry by vertical
electrical field.

Such dipole locking feature is also captured in previous SHG mapping measurement. I
found the out-of-plane optical dipole has similar spatial intensity variation as that from in-
plane dipole. In the line scan of the same sample (Fig. 4.23), large intensity variation and
intensity dip between adjacent domains were observed. More interestingly, such variation
trend matches well with that under normal incidence, indicating a strict correlation
between in-plane and out-of-plane asymmetry. Such locking relationship is consistent with
predicted ferroelectric crystal structure in which off-center distribution of Se atom is the
common origin for both in-plane and out-of-plane asymmetry.
Figure 4.23: Observation of dipole locking from SHG intensity line scan. SHG from both dipoles show parallel variation after normalization, which is consistent with the strict polarization locking relationship in ferroelectric In$_2$Se$_3$ crystal structure. The SHG intensities in this figure is plotted with log scale.

4.13 Ferroelectric-centrosymmetric phase transition

Finally, I observed evidence of a temperature-induced phase transition in the ultrathin In$_2$Se$_3$ around 700 K by temperature-dependent SHG (Fig. 4). In a normal ferroelectric, increasing the temperature produces strong thermal fluctuations which act to destabilize the spontaneous polarization and drive the material into a high-temperature, high-symmetry structure possessing inversion symmetry. Similar effects were observed for a four-layer In$_2$Se$_3$ crystal transferred on a SiO$_2$/Si substrate. we first observed gradual SHG intensity decrease as a function of temperature over a broad range. The slow amplitude reduction of the SHG signal again confirms the robustness of the polar order. Starting at ~600 K, a sharp SHG intensity drop occurs, indicating the rapid disappearance of spontaneous polarization and the potential transition to a centrosymmetric phase. The observed high transition temperature is attributed to the energy difference between ferroelectric and high-temperature phases and the large kinetic transition barrier involving both in-plane and out-of-plane bond reconfiguration.
Observation of ferroelectric to centrosymmetric phase transition. The SHG intensity and the corresponding ferroelectric ordering remains robust as a four-layer In$_2$Se$_3$ sample on SiO$_2$/Si substrate was heated from room temperature to 600 K. It then dropped sharply to about one sixth of the initial value when the temperature further increased to 700 K, indicating the disappearance of spontaneous polarization and the structural transition to a centrosymmetric phase.

4.14 Conclusion

In conclusion, I have demonstrated out-of-plane ferroelectricity locked with in-plane asymmetry in ultrathin In$_2$Se$_3$ combining nonlinear optical analysis and electrical switching. Its unique covalent bond configuration and crystal symmetry lock the in-plane and out-of-plane atom movements, stabilizing the ferroelectricity even on dielectric substrates with little screening and result in a high transition temperature ~700 K. This discovery features new polarization switching mechanism involving covalent bond reconstruction and provides a unique platform to explore 2D ferroelectric physics and establish novel 2D optoelectronic devices based on polarization locking relationship.

Here I report the observation of locking between in-plane lattice asymmetry and out-of-plane dipoles, giving rise to intrinsic out-of-plane 2D ferroelectric ordering in atomically thin In$_2$Se$_3$ crystals. Through second harmonic generation (SHG) spectroscopy and piezoresponse force microscopy (PFM), we found switching of out-of-plane electric polarization leads to the flip of nonlinear optical polarization that corresponds to the inversion of in-plane lattice orientation. With such unique locking, the observed out-of-
plane polar order withholds depolarization field at ambient conditions and shows a very high transition temperature (~700 K) without the assistance of extrinsic screening. This discovery of intrinsic 2D ferroelectricity resulting from dipole locking offers new structural and electronic degree of freedoms in layered materials, which opens up possibilities to explore 2D vortex physics and develop ultrahigh density memory device and data storage [114], [138].
5 Structural engineering of 2D layered materials

In previous chapters, I explored several important topics in 2D layered materials such as valley degree of freedom and ferroelectricity, which originate from fundamental crystal symmetry breaking. In this chapter, I would further discuss how to engineer crystal symmetry through electrostatic doping, a new mechanism to manipulate structural phase transition and corresponding physical properties [59].

5.1 Introduction to multiple structures in 2D TMDCs

The discovery of atomically thin layered materials such as graphene and transition metal dichalcogenides has opened the exploration in two-dimensions. Compared with the bulk crystal, layered materials with reduced dimensions have two distinct features: highly confined in-plane motion of quasiparticles, and enhanced interactions among quasiparticles due to weak dielectric screening, both of which lead to unconventional phase transition physics in two-dimensional layered materials. Physical properties of layered materials can also be easily tuned by optical, electrical, and thermal stimuli, facilitating the development of device applications such as versatile memory.

Layered transition metal dichalcogenides (TMDCs) in the form of MX$_2$ (X = Se, S, Te, etc.) are covalently bonded within the layer, but weakly bound by van der Waals interactions between each layer. From semiconducting to metallic, the different electronic properties in TMDCs family results from the continuous electron filling of transition metal d bands [139]. Due to the three-atom layer, there are also multiple crystal configurations in TMDCs, each with distinct physical properties. In semiconducting TMDCs, the most commonly studied is the 2H phase (or 1H phase for monolayer, Fig. 5.1a), in which transition metal M atoms are trigonally coordinated with chalcogen X atom layers in Bernal (ABA) stacking. Typically, the bandgap transitions from indirect in the bulk to direct in monolayers [14]. In its monolayer form, inversion symmetry is broken and large spin-orbital splitting manifests in both conduction band (~ 10 meV) and valence band (~ 100 meV) [21]. Monolayer 2H MX$_2$ becomes direct bandgap semiconductor and breaks inversion symmetry, creating inequivalent K and K' valley [66], [140]. This valley degree of freedom together with the strong excitonic effect in low dimension make this phase unique platform for 2D valleytronics and optoelectronics [22], [24]–[27]. Alternatively, TMDC crystals can be in the 1T phase where the X atoms are octahedrally coordinated around M atoms in rhombohedral (ABC) stacking (Fig. 5.1b). If with a lattice distortion occurs along the in-plane axis, the variation is termed as 1T’ structure [19], [20]. Monolayer TMDCs in 1T’ phase maintain inversion symmetry (Fig. 5.1c). In addition, TMDCs in 1T’ phase are mostly semimetals or narrow bandgap semiconductors. Coupled with the strong spin-orbit interactions, monolayer 1T’ crystals are predicted to host a non-trivial topological state with the quantum spin Hall effect[19]. Various TMDC alloys like MoS$_{2x}$Se$_{2-2x}$ have also been synthesized with variable bandgaps [141].
5.2 Structural phase transition in 2D materials

Phase transition dictates conversion between different thermodynamic states in a substance, ranging from common ice melting into water; to novel Bose-Einstein condensation [142]. The transition can be classified as a structural transition involving crystal lattice transformations or electronic structure transitions [143]. Studies on these phenomena in bulk materials have provided fundamental understanding of quasiparticle interactions in three-dimensionality and generated useful applications such as refrigerants and memory [144], [145].

The emerging layered transition metal dichalcogenides (TMDs) exhibit multiple crystal forms with distinct symmetry and topological characteristics [19], [146], [147], as described in last section. Such large contrast of physical properties, if reversibly controllable, potentially leads to broad applications such as memory, reconfigurable circuits and topological transistor at atomically thin limit [19], [145], [148]. The transition can also present fundamental understanding of how distinct physical characteristics interplay during phase coexistence in two dimensions.
Recently, large-scale and controllable structural phase transitions in atomic thin TMDs have been successfully realized [149]–[155]. Researchers have mapped out a phase diagram in which the stable 2H phase of MoTe$_2$ transforms into the 1T’ phase at temperatures greater than 500 °C [154]. Slow (or fast) cooling from high temperature leads to the recovery of the 2H phase (or preservation of 1T’ phase). Through such temperature control, the structural phase transition is reversible. In another work [153], laser light has been used as a local heat source to induce the 2H to 1T’ phase transition in MoTe$_2$ at desired locations. By scanning the laser beam position, specific spatial patterns of 1T’ MoTe$_2$ are created. Such local phase transition control is also achieved by patterned chemical doping. Researchers have demonstrated the phase transition from 2H to 1T phase in MoS$_2$ and WS$_2$ by Li ion intercalation [156]–[159]. To achieve local control, the target area is exposed to solution with Li ions while the rest of the area is protected through patterning a protection layer. In fig. 2b, Li ions penetrate into targeted 2H TMDC areas so the metastable 1T phase is transformed from 2H phase through electron donation from Li ions [158]. However, all above methods are demonstrated in few layers and difficult to utilize for device applications.

5.3 Electrostatic doping induced structural phase transition in 2D materials

Reversing the phase transition is limited to thermal annealing in all the methods demonstrated above. A dynamic electrical control of structural phases is necessary to create 2D information storage devices. In addition, such electrical control can reveal the fundamental role of the electron in the strong quasi-particle interaction during the phase transition, which has not been studied due to limited electrostatic doping levels in bulk crystals. Unlike three-dimensional bulk materials, 2D TMDs have large electrical tunability and theoretically enables a new mechanism of structural phase transition through electrostatic gating [34], [35], [160], [161]. Theoretical calculations show that monolayer MoTe$_2$ is an ideal material for the electronic control of the crystalline phases due to the small energy difference between the 2H and 1T’ phases [150], [161]. Excess electrons occupy the lowest states above the Fermi level, which are 0.8 eV larger for 2H than for 1T’ MoTe$_2$ (Fig. 5.2). Therefore, with high enough doping level, the extra electrons are expected to lift total energy of 2H phase sufficiently higher than that of 1T’ to induce structural phase transition [161]. The calculated critical charge density for electrons (or holes) to trigger such phase transition is on the order of $10^{14}$/cm$^2$ (Fig. 5.3).
Figure 5.2: Electronic density of states of 2H and 1T' monolayer MoTe$_2$. The dashed lines label the Fermi level positions. Semiconducting 2H-MoTe$_2$ has a band gap of 0.95 eV, and 1T'-MoTe$_2$ has no band gap in calculation. The shaded regions depict the additional states occupied in negatively-charged monolayer. Reprinted with permission from [162]. Copyright Nature Publishing Group.

Figure 5.3: Phase boundary at constant charge in monolayer MoTe$_2$. Semiconducting 2H-MoTe$_2$ is a stable phase and semimetallic 1T'-MoTe$_2$ is metastable when the monolayer is charge neutral. However, 1T'-MoTe$_2$ is more thermodynamically favorable when the monolayer is charged beyond the positive or negative threshold values. Reprinted with permission from [162]. Copyright Nature Publishing Group.
The experimental observation of structural phase transition through Raman and SHG

To achieve such goal, monolayer MoTe$_2$ was chosen due to the smallest energy difference between two phases: 2H and 1T’. The control of structural phase transition from 2H monolayer MoTe$_2$ to 1T’ phase is based on the platform of field-effect transistor (Fig. 5.4), by using ionic liquid (DEME-TFSI) as top gate, which usually could reach ultrahigher doping level $10^{14}$-$10^{15}$/cm$^2$ [163].

Figure 5.4: Schematics and measurement configuration. A monolayer of MoTe$_2$ is exfoliated onto a silicon wafer covered with a silicon oxide layer. The MoTe$_2$ monolayer is anchored by a ground indium/gold electrode; an isolated indium/gold pad nearby is the top-gate electrode, controlling the gate bias. A drop of ionic liquid (N,N-diethyl-N-(2-methoxyethyl)-N-methylammonium bis(trifluoromethylsulphonyl-imide), DEME-TFSI) covers the monolayer and the electrodes. This ionic liquid can manipulate the electron population in MoTe$_2$, resulting in a structural transition between the 2H and 1T’ phases. All devices were measured in vacuum and at 220 K.

Raman spectroscopy was applied to manifest the phases’ evolution of the monolayer MoTe$_2$ when sweeping gate, shown from top to bottom in Fig. 5.5. The excitation wavelength is specifically chosen to be 633 nm, which gives the highest Raman intensity on monolayers [164]. When top gate is zero biased, the initial 2H monolayer MoTe$_2$, exfoliated from pristine crystal, shows two characteristic phonon modes: 171.7cm$^{-1}$ (out of plane A$_1'$ mode) and 233cm$^{-1}$ (in plane E’ mode) (Fig. 5.5). E$_{2g}$ mode in figure 2b displays a sudden decrease passing V$_g$ at 2.8V and after that it follows the decline until vanishing, indicating the absence of 2H phase at high voltage.
Figure 5.5: The 2H-1T’ phase transition in monolayer MoTe$_2$ under bias. Representative Raman spectra before, during and after transition from the 2H to the 1T’ phase, as the bias changes from 0 V to 4.4 V. The characteristic Raman modes of the 2H phase, A$_i$ and E’ (shown by the red and green dashed lines at 171.5 cm$^{-1}$ and 236 cm$^{-1}$, respectively) gradually disappear, as the A$_g$ mode of the 1T’ phase appears (167.5 cm$^{-1}$; blue dashed line).

Meanwhile, Raman spectra in figure 5.5 not only contains the falloff of A$_i$ mode of 2H phase, following the same trend in E’ mode, but also exhibits a rising new peak, at 167.5 cm$^{-1}$. This new peak, corresponding to the characteristic A$_g$ mode of 1T’ phase [165] (Fig. 5.6), verifies the phase transition of monolayer MoTe$_2$. And the power of excitation light, limited under 1mW/μm$^2$, eliminates the possibility that 1T’ is induced through laser irradiation.
Figure 5.6: Raman features of pristine 2H-and 1T’-phase. Raman spectra for the 2H and 1T’ phases of monolayer MoTe$_2$ are plotted in green and red, respectively. The Raman modes at 171.5 cm$^{-1}$ and 236 cm$^{-1}$ are the A$_1'$ and E’ oscillation modes, belonging to the 2H phase. Excited by the same wavelength (632.8 nm), the 1T’ monolayer has just one dominant mode, at 166.8 cm$^{-1}$. The blue curve, from bare ionic liquid, shows no Raman modes and so acts as a clear and flat background in all Raman measurements.

On the other hand, a spatial SHG scan mapping shows such gate induced phase transition is global over the whole flake and leads to substantial crystal symmetry change. Without bias, a strip of monolayer was scanned (Fig. 5.7a). The SHG intensity shows some extent of variation over the flake, which is suspected due to local electron charging [166]. Then by applying forward bias up to 4V, a series of gate dependent SHG scan mappings are obtained and shown in figure 5.7. When the gate bias tunes up, SHG intensity gradually increases due to absorption profile modification by doping in 2H phase. Further increasing bias from 2 to 4V, SHG intensity shows sharp decrease about one order. By carefully excluding doping induced absorption change in 2H phase, such drop mainly attributes to transition from 2H phase to 1T’ phase which preserves inversion symmetry. Note that, the SHG mappings indicate a near uniform and global transition, scaling up to micron meter, controlled by electrostatic gate. Additional evidences including polarized Raman anisotropy, SHG gate-dependent hysteresis and other control experiments to exclude thermal or strain origin for observed phase transition are elaborated in my published work [59].
Figure 5.7: SHG mapping at several typical voltage biases. a–d, these biases correspond to before (0 V and 2.2 V; a, b), during (3.1 V; c) and after (4.1 V; d) phase transition.

5.5 Conclusion

In conclusion, we have demonstrated reversible electrical manipulation of structural phase transition in a typical 2D material: monolayer MoTe$_2$. Our electrical scheme of controlling phase transition provides a versatile platform to study fundamental physics on ordering interplay and novel topological phases. In addition, the observed large hysteresis window and modulation depth unravel the potential of developing 2D memory and reconfigurable devices [148].
6 Summary and Outlook

This dissertation presented experimental investigation in how crystal symmetry and symmetry breaking substantially influence on optoelectronic properties of 2D valleytronic materials and 2D polar structural phases.

It includes the discovery of optical selection for nonlinear optical process in monolayer WS\textsubscript{2} with both valley and excitonic degree of freedom into account \cite{167}. The discovery of this new optical selection rule in a valleytronic 2D system reveal the important role of crystal symmetry and excitonic fine structures in nonlinear optical process. It also establishes a foundation for the control of optical transitions that will be crucial for valley optoelectronic device applications such as 2D valley-polarized THz sources with 2p–1s transitions, optical switches, and coherent control for quantum computing. This dissertation also covers the first demonstration of electrical valley generation through ferromagnetic spin injection \cite{83}, which validifies the unique spin-valley relationship and opens the door towards a new paradigm of electronics that manifests all three DOFs—charge, spin, and valley—for information processing.

On the other hand, this dissertation also demonstrates the exploration on novel polar structural ordering in 2D crystals such as monolayer MoSSe and ferroelectric In\textsubscript{2}Se\textsubscript{3}. The mirror symmetry breaking allows spontaneous polarization in these crystals, which show strong SHG signal from out-of-plane dipoles. They reveal the potentials for Rashba spin physics, new domain kinetics and memory devices down to atomically thin level \cite{57}. Finally, the first demonstration of electrostatic doping induced structural phase transition in monolayer MoTe\textsubscript{2} not only show the capability for dynamic engineering of crystal symmetry at 2D limit but highlight the important role of electron doping in controlling different phases in low-dimensional system \cite{59}. The common feature for such system is weakly electrostatic screening, whose quasi-particle interactions and following phase diagram are very sensitive to external stimuli such as electrical doping, mechanical strain.

In the rest of the chapter, I point out some current challenges and attempt to propose some future directions regarding the establishment of valleytronics and phase transition in quantum materials closely associated with crystal symmetry manipulation.

6.1 Future valleytronics

Despite the rapid research progress on valley degree of freedom induced by inversion symmetry breaking, there are still significant issues that call for future efforts to make valleytronics become a practical industrial application.

Firstly, longer valley carrier lifetime is in need. In early studies, optical excitation can easily generate valley exciton or trions, however, their valley lifetimes are at most on the order of tens of ps \cite{168}, \cite{169}. The main roadblock is intervalley scattering
mediated by e-h exchange interaction [79]. Recently, two ways are utilized to bypass this limit. One is based on heavily doped monolayer in which residue free carrier shows nanosecond spin lifetime and potential longer valley lifetime at liquid helium temperature [170]. The other one takes advantage of van der Waals heterostructure. In such system, the optically excited exciton goes through charge transfer process, ending up with electron in one layer and hole in the other layer. The e-h exchange interaction is largely suppressed due to significantly reduced electron and hole wavefunction overlap. Indeed, valley lifetime of such interlayer exciton is about tens of nanoseconds at low temperature, much longer than that of intralayer exciton studied before [171]. Ultralong lifetime on the order of µs has been reported with both heterostructure and heavily doping nature [172]. Valleytronic research is enjoying a revival by these recent reports. But the field still needs to achieve longer valley lifetime at room temperature, simply based on the desire to have more operation cycles and more feasible for applications.

Another interesting point is about how to manipulate intervalley scattering for longer valley lifetime and valley operation. As mentioned above, intervalley scattering alone has been long thought as killing factor for long valley lifetime. However, the nature of intervalley scattering based on electron-hole exchange, electron-phonon interaction and electron-defect interaction is far from crystal clear. For instance, the coherent property of this scattering process is largely unexplored, let alone using quantum coherent process to control intervalley scattering for long valley lifetime or valley operation. Furthermore, crystal symmetry engineering may be another strategy to control intervalley scattering.

Besides, valley manipulation devices are in need to perform logic gate functions. So far, several electronic and optical methods are established to initialize, transport and readout valley polarization including circular polarization excitation, valley Hall effect, spin injection, magnetoelectric effect. However, for a fully functional valleytronic platform, it also requires logic gates to operate valley information. Corresponding devices include valley filter, valley modulator, valley multiplier and valley storage.

Meanwhile, it is worthwhile to expand valley degree of freedom to other quasiparticles beyond electron for new functionality. For instance, optical manipulation of the excitonic fine structure and utilizing spin and valley has potential in quantum information. The strong-coupling in exciton-polaritons may enable the valley Bose Einstein condensation and valley superfluid behavior in 2D systems [173]. More recently, the chiral valley phonon has been discovered in monolayer WSe$_2$ [174]. The broken inversion symmetry of the WSe$_2$ lattice lifts the degeneracy of clockwise and counterclockwise phonon modes at the same valley in momentum space. While in another valley, the energy degenerate phonon rotation mode has opposite chirality. Such chiral valley phonons could be used to control the electron-phonon coupling and achieve the phonon-driven topological states.
### 6.2 Symmetry engineering and quantum phase transition in 2D materials

Atomically thin-layered materials provide a rich platform for exploring novel 2D phase transitions and enables the development of diverse devices based on these materials. The strong spatial confinement, weak dielectric screening and large spin-orbit coupling in such 2D system reveal unique physics such as enhanced electron-phonon coupling in charge density waves and Ising pairing in superconductivity. The 2D nature makes the materials susceptible to interfaces and electrostatic doping, enabling the record-high transition temperature in Fe-based superconductors [175], and inspiring new mechanisms to drive structural change in crystal configuration [59], [161].

Several future directions can be envisioned. For example, artificial heterostructures assembled by layer stacking can provide new crystal symmetry breaking and functionality. Moreover, independent electrical access to individual layer in a heterostructure is realized, which provides more degree of freedom to control the interlayer interaction and the crystal symmetry of individual layers. More recently, the relative crystal orientation angle is found to be a key to achieve Mott-like insulator and superconductivity in bilayer stacking graphene systems. This bilayer graphene system stacked with a magic angle (~1.08°) is expected to a more feasible platform to clarify high-temperature superconductivity mechanism compared with conventional cuprates. Further explorations on ordering competition in such system and how the heterostructure crystal symmetry affect such process are in demand.

In addition, as theoretically envisioned [42], vortex-antivortex pair formation play a very important role in 2D magnetic and superconducting systems. The presence of such pairs in layered materials has been confirmed by scaling law analysis based on macroscopic current-voltage characteristic measurements, but it only shows an average effect over the whole crystal and long periods. It is quite interesting to directly visualize and study vortex dynamics at the microscopic spatial range and ultrafast time scale.

Finally, beyond classical phase transition in 2D systems at finite temperature, the quantum fluctuation can also drive the system from order to disorder with novel physics at the vicinity of transition point [178], if \( k_B T < \hbar \omega_c \) (\( \omega_c \) is the characteristic frequency for quantum oscillation mode). The large tunability is a significant advantage in the observations of quantum phase transitions in 2D layered materials, as the transition point needs to be approached by tuning external parameters such as magnetic field and doping level. More interestingly, it has been theoretically shown that such quantum phase transitions in two dimensions acts similar to classical phase transition in \( 2 + Z \) dimension [179], which is known as quantum-classical mapping. The dynamic critical exponent \( Z \) can be integer or even fraction number depending on the relationship between correlation length \( \xi \) and correlation time \( t \) (\( t \sim \xi^Z \)). Research on quantum phase transitions in layered materials is still in its infancy [122], [180], and future efforts will explore the unique properties such as quantum-classical mapping in 2D layered materials.
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