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Abstract

Reconstructing past Earth and planetary surface temperatures with cosmogenic noble gases
by
Marissa M. Tremblay
Doctor of Philosophy in Earth and Planetary Science
University of California, Berkeley
Professor David L. Shuster, Chair

Cosmogenic nuclides, which are produced in the uppermost few meters of the Earth's crust by cosmic-ray particle interactions with atomic nuclei, are commonly used to quantify the rates and timing of surface processes. Some of the first terrestrial cosmogenic nuclide measurements revealed that the cosmogenic noble gases $^3$He and $^{21}$Ne are diffusively lost at Earth surface temperatures in common silicate minerals like quartz and feldspars. Viewed as a fatal limitation for geologic applications since then, the open-system behavior of cosmogenic noble gases can, in fact, be exploited to quantitatively reconstruct temperatures at the surfaces of Earth and other planetary bodies.

In Chapter 1, I develop a theoretical framework for using cosmogenic noble gases as a paleothermometer based on the principles and mathematics underlying radiogenic noble gas thermochronometry. With this framework and published information on the diffusion kinetics of helium and neon in quartz and feldspars, I demonstrate that cosmogenic $^3$He–in–quartz measurements could be used to constrain past surface temperatures at high latitudes and elevations on Earth, while $^{21}$Ne–in–feldspar measurements could be used to constrain past surface temperatures at lower latitudes and elevations, and on other planetary bodies.

I then explore the applicability of these published diffusion kinetics through a series of stepwise degassing experiments on quartz (Chapter 2) and feldspars (Chapter 3) containing initially uniform distributions of proton-induced $^3$He and $^{21}$Ne. These experiments reveal that $^3$He and $^{21}$Ne diffusion kinetics vary significantly across samples of different geologic origin, and that in many cases quartz and feldspars exhibit complex diffusion behavior manifest as nonlinearity in Arrhenius plots. The origin of this complex behavior is indeterminate, but I demonstrate that it is not caused by temperature-dependent structural transformations or anisotropy and that it is not an artifact of proton irradiation. Instead, complex diffusion behavior appears to be controlled by some intrinsic, sample-specific material property. I also demonstrate that we can mathematically model complex diffusion behavior, and use geologic examples with simple exposure and temperature histories to validate this mathematical model.
Having laid out the theoretical and experimental backbone of cosmogenic noble gas paleothermometry, in Chapter 4 I present two applications of the technique to problems in paleoclimate and planetary science. In the first application, I use cosmogenic $^3$He and $^{10}$Be observations in quartz from a series of nested moraines in the Maritime Italian Alps to reconstruct temperatures since the Last Glacial Maximum (LGM). I demonstrate that temperatures reconstructed from the cosmogenic $^3$He observations are consistent with temperatures expected for this region since the LGM from a global circulation model (GCM) and other proxy data, but that additional constraints are necessary to fully interpret this dataset. In the second application, I use observations of cosmogenic neon isotopes in plagioclase feldspars from lunar sample 76535 to demonstrate that this sample only experienced solar heating during its 142 million year residency at the lunar surface. This constraint on the thermal history of 76535 agrees with existing argon measurements and confirms the fidelity of paleomagnetic measurements in the same sample, which have been used to demonstrate that the Moon had an early core dynamo.
Optimism is never a bad attitude.
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Chapter 1

Cosmogenic noble gas paleothermometry


1.1 Abstract

We present a theoretical basis for reconstructing paleotemperatures from the open-system behavior of cosmogenic noble gases produced in minerals at Earth’s surface. Experimentally-determined diffusion kinetics predicts diffusive loss of cosmogenic $^3$He and $^{21}$Ne from common minerals like quartz and feldspars at ambient temperatures; incomplete retention has also been observed empirically in field studies. We show that the theory of simultaneous production and diffusion that applies to radiogenic noble gases in minerals—the basis of thermochronology—can also be applied to cosmogenic noble gases to reconstruct past surface temperatures on Earth. We use published diffusion kinetics and production rates for $^3$He in quartz and $^{21}$Ne in orthoclase to demonstrate the resolving power of cosmogenic noble gas paleothermometry with respect to exposure duration, temperature, and diffusion domain size. Calculations indicate that, when paired with a quantitatively retained cosmogenic nuclide such as $^{21}$Ne or $^{10}$Be, observations of cosmogenic $^3$He in quartz can constrain temperatures during surface exposure in polar and high altitude environments. Likewise, $^{21}$Ne retention in feldspars is sensitive to temperatures at lower latitudes and elevations, thus expanding the potential geographic applicability of this technique to most latitudes. As an example, we present paired measurements of $^3$He and $^{10}$Be in quartz from a suite of Antarctic sandstone erratics to test whether the abundances of cosmogenic $^3$He agree with what is predicted from first principles and laboratory-determined diffusion kinetics. We find that the amounts of cosmogenic $^3$He present in these samples are consistent with the known mean annual temperature (MAT) for this region of Antarctica between $-25$ and $-30$ °C. These results demonstrate the method’s ability to record paleotemperatures through geologic
1.2 Introduction

Reconstructing past surface temperatures from continental settings is important for understanding how climatic processes, such as glacial cycles, and tectonic processes, such as orogenic-driven elevation change, have shaped terrestrial environments and landforms. The most widely applied methods for reconstructing past surface temperatures on continents involve measuring stable isotopes of oxygen in carbonates or ice. However, in the case of carbonates, traditional stable isotope methods require that the oxygen isotopic composition of water from which carbonate formed is known, which is rarely the case [e.g. 1–3]. In the past decade, measurements of multiply substituted isotopologues (clumped isotopes) in carbonates have circumvented this limitation [4, 5]. Nevertheless, temperatures calculated from carbonate clumped isotope measurements can be anomalously high [6] and vary as a function of seasonal parameters like precipitation [7] precluding simple interpretation in some cases. Leaf physiognomy [e.g. 8, 9] and pollen distribution [e.g. 10] have also been used to estimate terrestrial paleotemperatures. However, these bioclimatic proxies depend on numerous additional climate parameters, including precipitation, plant-available moisture, seasonality, and length of the growing season. All existing terrestrial paleotemperature proxies are limited by the abundance of specific minerals/fossils in the rock record and can suffer from poor preservation and diagenetic alteration [1]. Thus quantitative reconstruction of past terrestrial temperatures remains a major challenge despite the development of several paleotemperature proxies over the past few decades.

In this paper we describe a new paleotemperature proxy based on the open-system behavior of cosmogenic noble gases in common minerals. $^3$He and $^{21}$Ne were the first in situ-produced cosmogenic nuclides to be unambiguously observed in terrestrial materials [11–13]. Since then, measurements of cosmogenic nuclides in minerals have transformed how Earth surface processes are studied and quantified [14]. $^3$He and $^{21}$Ne are particularly attractive for studying surface processes. Since $^3$He and $^{21}$Ne are both stable, they can be used to quantify exposure histories that are long relative to the half-lives of cosmogenic radionuclides like $^{10}$Be and $^{26}$Al. Cosmogenic $^3$He and $^{21}$Ne also have high production rates in terrestrial materials, minimizing the amount of material needed for analysis, and noble gas measurements are faster and cheaper than measurements of cosmogenic radionuclides by accelerator mass spectrometry. Cosmogenic $^{21}$Ne in quartz, olivine, pyroxene, and amphibole and cosmogenic $^3$He in the latter three phases have been extensively used to study geomorphic and geologic processes [e.g. review by 15]. Empirical observations [16–19], and in some cases measured diffusion kinetics [20–23], indicate that these cosmogenic noble gas–mineral pairs exhibit quantitative retention at Earth surface temperatures.

In contrast, cosmogenic $^3$He and $^{21}$Ne experience significant diffusive loss over geologic time at Earth’s surface in quartz and feldspars, respectively. As a result, these cosmogenic noble gas–mineral pairs have been almost entirely avoided in surface process studies. Incom-
Complete retention of cosmogenic $^3$He was first inferred from comparisons of $^3$He-based exposure ages with $^{10}$Be or $^{26}$Al ages from the same quartz samples. In diverse settings, the $^3$He ages were systematically younger [17, 24–26]. Experimentally-determined diffusion kinetics of $^3$He in quartz broadly agrees with these observations and indicates that significant proportions of $^3$He can be lost from quartz over time, even at subzero temperatures [22]. Although one study showed that $^3$He could be quantitatively retained in very large quartz grains with < 100 ka of exposure in Antarctica [27], the only published cosmogenic $^3$He–quartz measurements since the mid-1990s were used to screen for relatively old versus young erratics and sub-select samples for $^{10}$Be analyses [28]. Observations of cosmogenic $^{21}$Ne in feldspars [16, 29] and experimentally-determined diffusion kinetics of Ne [21] suggest that feldspars can also experience diffusive loss of cosmogenic $^{21}$Ne at Earth’s surface, depending on mineralogical composition. Sanidine, which apparently exhibits quantitative retention of $^{21}$Ne [21, 29], is the only feldspar that has been used to study surface processes [18, 30].

Although avoided in cosmogenic nuclide studies, the open-system behavior of radiogenic noble gases has been extensively studied and utilized as a method for reconstructing thermal histories of minerals and rocks in the upper lithosphere [31]. Widely applied methods of noble gas thermochronology, such as the $^{40}$Ar/$^{39}$Ar system in feldspars and the (U-Th)/He system in apatite and zircon, record both time, through the production of noble gas atoms via radioactive decay, and temperature, through their thermally-activated diffusive loss. In principle, cosmogenic noble gas–mineral pairs exhibiting open-system behavior also record the thermal histories of rocks that can be quantified using the same theoretical framework as radiogenic noble gases. Since cosmogenic nuclide production occurs almost entirely within the uppermost few meters of the Earth’s surface, cosmogenic noble gas–mineral pairs ought to record thermal histories of local surface environments.

Here we present calculations to test whether the open-system behavior of cosmogenic $^3$He in quartz and $^{21}$Ne in feldspars can be used to quantify past temperatures at Earth’s surface. We utilize published production rates and diffusion kinetics of these cosmogenic noble gas–mineral pairs, although future paleothermometry applications will warrant tighter constraints on both of these variables. We show that with relatively simple models based on first principles we can predict the observed abundances of cosmogenic $^3$He in an example set of quartz samples from Antarctica with simple Holocene exposure histories. This work focuses on $^3$He and $^{21}$Ne in quartz and feldspars, respectively, but the theoretical framework presented here can be extended to any cosmogenic noble gas–mineral system and to other planetary bodies and higher temperature regimes [e.g. 32–34]. Further, this cosmogenic nuclide-based paleothermometer, which is characterized by fundamentally different principles and assumptions from preexisting paleotemperature proxies, may be particularly useful for studying surface processes where pre-existing proxies cannot be applied, or provide important tests for internal consistency in cases where they can.
CHAPTER 1. COSMOGENIC NOBLE GAS PALEOTHERMOMETRY

1.3 Theoretical background

1.3.1 Simultaneous production and diffusion

The theory and mathematics describing the open-system behavior of noble gases in minerals have been extensively developed in the field of noble gas thermochronology; we present a brief review of fundamental concepts here. The concentration of a noble gas $M$ simultaneously being produced and diffusing from a mineral changes as a function of time $t$ according to:

$$\frac{\partial M}{\partial t} = \frac{D(T)}{a^2} \nabla^2 M + P_M$$

(1.1)

where $D$ is diffusivity, $\nabla^2$ is the second-order spatial derivative or Laplacian, $a$ is the dimension of the diffusion domain, and $P_M$ is the mineral-specific production rate of $M$. Eq. (1.1) requires that diffusion of noble gases in the mineral is Fickian (i.e., atoms move from regions of high to low concentration with a flux proportional to the concentration gradient) and isotropic. Published diffusion experiments suggest that these conditions are met for noble gas diffusion in quartz [22] and orthoclase [21]. Solutions to Eq (1.1) must also satisfy the boundary condition that the concentration of $M$ at $a$, the outer boundary of the diffusion domain, is zero. This condition is effectively valid for minerals when the diffusion domain is equivalent to the grain size, as diffusivities along grain boundaries are typically several orders of magnitude greater than within the mineral grains themselves [e.g. 35], and the surrounding environment is nearly an infinite reservoir for rare nuclides. Abundances of cosmogenic $^3$He in different grains sizes sharing a common exposure history indicate that the diffusion domain and grain size are equivalent for quartz [25]. For thermally-activated diffusion of noble gases in minerals, a large body of research [e.g. review by 36] shows that the diffusivity $D$ depends exponentially on temperature according to the Arrhenius relationship:

$$\frac{D(T)}{a^2} = \frac{D_0}{a^2} \exp \left( \frac{-E_a}{RT(t)} \right)$$

(1.2)

where $D_0$ is the diffusivity at infinite temperature, $E_a$ is the activation energy, $R$ is the gas constant, and $T$ is temperature. The diffusion parameters $D_0$ and $E_a$ are specific to a particular noble gas–mineral pair and can be determined empirically via laboratory experiments. If both temperature (and therefore diffusivity) and the production rate remain constant through time, and if we assume the diffusion domain has a spherical geometry, Eq. (1.1) has the analytical solution described by Wolf et al. [37]:

$$M(t) = P_M \frac{a^2}{D} \left[ \frac{1}{15} - \sum_{n=1}^{\infty} \frac{6}{\pi^4 n^4} \exp \left( -\frac{\pi^2 n^2 D}{a^2 t} \right) \right]$$

(1.3)

The spherical geometry assumption is reasonable for most mineral grains with modest aspect ratios, as long as the surface area to volume ratio of the actual diffusion domain and the spherical approximation are equivalent [38, 39]. When temperature and/or production
vary as a function of time, the analytic approach is no longer valid and a numerical solution is required. For calculations in this paper involving time-varying production rates, we implement the Crank-Nicholson finite-difference scheme described by Ketcham [40] to discretize and solve Eq. (1.1).

### 1.3.2 Cosmogenic nuclide production

A fundamental difference between solutions to Eq. (1.1) for radiogenic and cosmogenic noble gases is the production term [for an extensive review of cosmogenic nuclide production, see 15, 41]. Cosmogenic nuclides are produced when high-energy cosmic-ray particles ultimately induce nuclear transmutations, typically spallation reactions, of target atoms in a mineral. Production rates depend on i) the flux and energy spectrum of incident particles, ii) the elemental composition of the target mineral, and iii) the cross-sections of relevant reactions. At typical Earth surface elevations, the flux of energetic particles is primarily controlled by an exponential dependence of production rate on the thickness of shielding mass (e.g., the overlying atmosphere and any additional shielding by rock or soil) above the sample [42]. Given a mineral with uniform composition (e.g. quartz), however, the production ratio of two cosmogenic nuclides can only vary if both the relevant reaction cross-sections depend differently on particle energy and the energy spectrum of the cosmic-ray flux changes. Since cross-sections of most geologically relevant reactions have similar energy dependence, and since the energy spectrum of the cosmic-ray flux is nearly invariant at typical surface elevations, the production rate ratio of two nuclides in a particular target mineral is essentially constant over time regardless of the variation in absolute production rate due to surface erosion or deposition. In practice, nearly all surfaces on Earth are subject to either erosion or deposition, so incorporating the time-dependence of production in solutions to Eq. (1.1) will be important for reconstructing thermal histories from cosmogenic noble gases.

Apparent exposure ages can be determined from the concentration $M$ and local production rate $P_M$ of a cosmogenic noble gas exhibiting open-system behavior in a particular mineral (Eq. 1.1). However, like open-system behavior of radiogenic noble gases, this apparent age has little significance by itself, providing only a lower bound on exposure age. Additional information is required to reconstruct a thermal history. In the simplest case of a single period of surface exposure with negligible erosion, this information can be obtained by pairing the partially-retained nuclide with one that is not subject to diffusive loss. Given knowledge of relevant production rates, the concentration of the quantitatively retained nuclide establishes the exposure duration, and the concentration of the partially retained nuclide becomes a function only of the integrated temperature over a sample’s exposure. In the case of more complex exposure histories involving erosion and/or burial, changes in depth and production rate with time can be determined from the concentration-depth profile of one or paired measurements of two quantitatively retained cosmogenic nuclides [30, 43, 44]. Thus we can use measurements of one or more quantitatively retained nuclides to independently determine both the time interval over which to solve Eq. (1.1) and how the production term evolves. Once the exposure history of the sample is known, the concentra-
tion of the partially-retained nuclide is directly related to the temperature experienced by the sample during that history.

1.3.3 Effects of surface temperature variability on cosmogenic noble gas diffusion

Rocks at Earth’s surface experience temperature oscillations on daily, seasonal, and longer timescales. Because diffusion is a continuous process and a nonlinear function of temperature, these periodic surface temperature oscillations will influence the time-integrated thermal history that a cosmogenic noble gas–mineral pair records. We are ultimately interested in changes in mean ambient temperatures over geologic time. Therefore we need to account for the effects of periodic temperature variations on diffusivity in order to infer mean ambient temperatures from measurements of cosmogenic noble gases. This can be achieved by defining the effective diffusion temperature, or EDT, as the temperature corresponding to the mean diffusivity over a variable temperature function. Mathematically, the EDT can be written by transforming Eq. (1.2):

$$EDT = \frac{-E_a}{R} \left( \ln \left[ \frac{1}{t} \int_0^t \exp \left( \frac{-E_a}{RT(t')} \right) dt' \right] \right)^{-1}$$  \hspace{1cm} (1.4)

where $t$ is the period of the temperature variation. This concept of an effective temperature has been previously defined and applied in the thermoluminescence literature [45, 46]. We use the term effective diffusion temperature here to emphasize that, given the same temperature function, the effective temperature of solid-state noble gas diffusion may not be the same as the effective temperature for another temperature-dependent process. Since diffusivity is a nonlinear function of temperature, the EDT will always be greater than or equal to the mean temperature of a given temperature function. To conceptualize this, Fig. 1.1 shows the relationship between temperature (A) and diffusivity (B) for a sinusoidal temperature function.

The difference between EDT and mean temperature ($\Delta T$, Fig. 1.1A) is a function of the mean temperature, amplitude of the temperature oscillation, and diffusion parameters used to calculate EDT with Eq. (1.4), but is independent of frequency for a one component temperature oscillation, as in Fig. 1.1. For a given mean temperature, $\Delta T$ increases with increasing amplitude. This means that rock samples at the surface experiencing the same mean temperature and exposure duration can have different EDTs and therefore observable differences in cosmogenic noble gas retention, such that the sample experiencing a larger amplitude temperature variation will have lower net retentivity over time. Similarly, because EDT is a function of activation energy, the EDT of cosmogenic $^3$He in quartz will be different from that of cosmogenic $^{21}$Ne in orthoclase within the same sample. The effects of temperature oscillations are magnified at lower temperatures; in other words, for the same amplitude temperature oscillation, $\Delta T$ increases with decreasing mean temperature.
Figure 1.1: Schematic illustration of $\Delta T$, the difference between effective diffusion temperature (EDT) and mean temperature. The EDT is calculated from the mean diffusivity $D$ experienced over the temperature function in (A), which will always be greater than or equal to the mean temperature since diffusivity is a nonlinear function of temperature (B).

$\Delta T$ does depend on frequency when multiple temperature oscillations occur simultaneously. To demonstrate this, Fig. 1.2 shows $\Delta T$ for periodic temperature functions with a mean of 0 °C and different daily and annual amplitudes for both the $^3$He-quartz (A) and $^{21}$Ne-feldspar (B) systems, calculated according to Eq. (1.4). Surfaces for mean temperatures other than 0 °C would plot sub-parallel to those shown in Fig. 1.2, with lower mean temperatures corresponding to greater $\Delta T$ values and divergence of the surfaces with increasing amplitudes.

In addition to heat conduction between rocks at the surface and surrounding air, rocks are also directly heated by incident solar radiation. The effects of radiative heating on rock temperature are complex and depend on factors such as the shortwave and longwave radiative fluxes, thermal properties of the rock like albedo, and short-term variables like moisture content, snow cover, and wind conditions [e.g. 47–49]. Barring stochastic, transient variables like wind, radiative heating has the same period as daily temperature oscillations and thus increases the magnitude of daily rock temperature amplitudes relative to that of air. Except in extreme desert environments, where the daily rock temperature amplitude can be as large as 40 °C [50, 51], 5–10 °C amplifications are typical, depending on albedo [48, 49]. Daily temperature amplitudes this large have significant effects on the $\Delta T$, as shown in Fig. 1.2. Convolution of diurnal radiative heating of rock surfaces with daily and annual temperature oscillations can therefore result in large differences between EDT and mean temperature at the surface that need to be accounted for.
Figure 1.2: $\Delta T$, the difference between effective diffusion temperature (EDT) and mean temperature, as a function of the amplitudes of diurnal and annual temperature oscillations for a mean temperature of 0 °C, calculated according to Eq. (1.4). We show $\Delta T$ surface for both the $^3$He–quartz (A) and $^{21}$Ne–orthoclase (B) systems using the diffusion kinetics of Shuster and Farley [22] and Gourbet et al. [21], respectively. For higher mean temperatures, $\Delta T$ surfaces plot sub-parallel to and below the surface for 0 °C shown; the converse is true for lower mean temperatures. In (A), we show an example of how $\Delta T$ might evolve for a constant mean temperature as a sample approaches the surface due to erosion. Below $\sim 14$ cm, the $\Delta T$ experienced by a sample is primarily a function of the annual temperature oscillation and evolves along the solid arrow. Above $\sim 14$ cm, the amplitude of the annual temperature oscillation approaches its magnitude at the surface, and the daily amplitude begins to increase. At these depths, $\Delta T$ evolves approximately according to the dashed arrow.

Since cosmogenic nuclide production occurs within a few meters of the Earth’s surface and a typical sample moves with respect to the surface due to either erosion or aggradation, the attenuation of surface temperature variations with depth must also be considered. The amplitude of any surface temperature oscillation decreases with depth beneath the surface according to:

$$T(z) = A e^{\exp \left( -\omega \sqrt{\frac{\rho c_p}{2k}} \right)} \exp \left( i \left[ \omega t - z \sqrt{\frac{\omega \rho c_p}{2k}} \right] \right)$$

(1.5)

where $T$ is temperature, $z$ is depth, $A$ is the surface temperature amplitude, $\omega$ is the surface temperature frequency, $\rho$ is rock density, $c_p$ is specific heat capacity, and $k$ is thermal conductivity [e.g. 52]. Fig. 1.3A shows solutions to Eq. 1.5 for the typical thermal properties and density of granite and for different frequency and amplitude surface temperature oscillations. Fig. 1.3A demonstrates that longer period temperature oscillations will propagate to greater depths. The skin depth—the depth at which the temperature ampli-
tude decreases by $1/e$—is 0.14 m for daily and 2.8 m for annual oscillations; glacial cycle temperature oscillations affect temperatures tens to hundreds of meters beneath the surface. For comparison, the skin depth associated with the attenuation of cosmogenic nuclide production by spallation reactions in the same density material is 0.59 m (Fig. 1.3B). This indicates that cosmogenic nuclide production rates remain relatively high at depths where daily air and rock temperature oscillations are significantly diminished. The amplitude of the annual temperature oscillation, however, is significant at all depths where cosmogenic nuclide production occurs.

Figure 1.3: Depth dependence of temperature perturbations originating at the surface (A) and cosmogenic nuclide production rates (B). In (A), we use the thermal properties of granite from McGreevy [49] and a density of 2.7 $g/cm^3$ to calculate with Eq. (1.5) how thermal waves with diurnal, annual, and glacial-cycle periods with 5, 10, and 20 °C amplitudes at the Earth’s surface propagate with depth. The skin depth, the depth at which the amplitude of the temperature perturbation is $1/e$ of the surface amplitude, is noted for the different period oscillations. (B) Attenuation of a spallogenic cosmogenic nuclide production rate with depth, with a surface production rate of $P_0$. We assumed the same density as in (A) and an attenuation coefficient of 160 $g/cm^2$. The skin depth, the depth at which production equals $P_0/e$, is also shown.
The arrows in Fig. 1.2A schematically demonstrate how daily and annual temperature oscillations influence the EDT and $\Delta T$ of a rock as it is brought to the surface by erosion for a constant mean surface temperature. At depths $> \sim 0.14$ m, the amplitudes of daily temperature oscillations (Fig. 1.3, dotted curves) are small and only the annual temperature oscillation (Fig. 1.3, dashed curves) will significantly affect $\Delta T$. At these depths, $\Delta T$ (and EDT) evolves according to the solid arrow in Fig. 1.2A as the sample moves toward the surface and the amplitude of the annual temperature oscillation increases. At depths $< \sim 0.14$ m, the amplitude of the daily temperature oscillation becomes significant, while the amplitude of the annual temperature oscillation approaches its surface magnitude; the $\Delta T$ will then evolve according to the dashed arrow in Fig. 1.2A. The reverse thermal history is expected for samples that are progressively buried due to sedimentation.

To summarize, rocks at Earth’s surface are heated by surrounding air, which experiences temperature oscillations of predictable frequencies and amplitudes, and by solar radiation, which increases the amplitude of daily rock temperatures above that the surrounding air. Calculating a mean temperature from an observed diffusion temperature (i.e., EDT) of a cosmogenic noble gas–mineral system therefore requires considering the depth integrated effects of both diurnal radiative heating and short-term air temperature oscillations on rock temperatures. These short-term temperature oscillations should be predictable on long (> $10^3$ yr) timescales, as they are primarily a function of solar insolation and therefore latitude.

1.4 Methods

1.4.1 Assessing the sensitivity of cosmogenic noble gas paleothermometry

We present a series of calculations using the theory and mathematics outlined above to establish under what conditions cosmogenic noble gas–mineral pairs will record surface temperature histories. All calculations utilize the diffusion parameters for He in quartz reported by Shuster and Farley [22] [$E_a = 84.5 \text{ kJ/mol}; \ln(D_0/a^2) = 11.1 \ln(s^{-1})$]. We do not use the diffusion kinetics of $^3$He in quartz reported by Trull et al. [23], as their results were likely compromised by a nonuniform, unknown initial distribution of cosmogenic $^3$He in their experiment. Gourbet et al. [21] conducted diffusion experiments on multiple types of feldspars, demonstrating that feldspars generally experience diffusive loss of $^{21}$Ne at Earth surface temperatures but that diffusion parameters are compositionally dependent. Since the diffusion experiment on MadOr orthoclase ($\text{An}_{0.2}\text{Ab}_{5.5}\text{Or}_{94.3}$) yielded the most robust, simple Arrhenius relationship for Ne diffusion [21], we use these parameters in our calculations [$E_a = 112.1 \text{ kJ/mol}; \ln(D_0/a^2) = 7.4 \ln(s - 1)$]. For quartz, we use a sea level high-latitude (SLHL) cosmogenic production rate of 108 atoms/g/yr for $^3$He [53]. Production rates of cosmogenic $^{21}$Ne in feldspars vary depending on mineral composition. We use a SLHL production rate of 22.4 atoms/g/yr for the composition of MadOr orthoclase, calculated from the stoichiometric production rates of Gourbet et al. [21] and the model production rates of
Kober et al. [29].

In the first set of calculations, we investigate the feasibility of estimating the integrated temperature over a single exposure period. We assume that production and the EDT are constant through time and use Eq. (1.3) to model the effects of grain size, temperature, and exposure duration on cosmogenic noble gas retention. Retention $R$, or the fraction of the cosmogenic noble gas produced that has not diffused from the mineral grain, can be defined as:

$$R = \left( \frac{M_A}{M_B} \right) \left( \frac{P_A}{P_B} \right)^{-1} \quad (1.6)$$

where $A$ is a diffusive cosmogenic noble gas and $B$ is a quantitatively-retained cosmogenic nuclide. Any cosmogenic nuclide that does not diffuse from the mineral or decay over the timescale of interest can be used as the quantitatively retained nuclide $B$; in the example dataset discussed later we use $^{10}$Be. If both cosmogenic nuclides are quantitatively retained at the EDT, $R = 1$. If $A$ is diffusively lost, $R$ approaches zero over time as the concentration of $A$ reaches steady-state and ingrowth of $B$ continues. As defined in Eq. (1.6), $R$ is readily calculated from laboratory measurements of $A$ and $B$ and knowledge of their production rate ratio.

In the second set of calculations, we evaluate the feasibility of estimating the magnitude of past temperature changes. We use the finite-difference scheme described by Ketcham [40] to model how retention evolves for two geologic scenarios involving a temperature change. Production rates are scaled and passed to the forward model using the code underlying the CRONUS-Earth online calculator [54]. In one scenario, we model cosmogenic noble gas retention for samples exposed since the last glacial period that experience rapid warming at the beginning of the Holocene. In another scenario, we model cosmogenic noble gas retention for samples exposed over the past 4 Ma that experience cooling across the Plio-Pleistocene climate transition. We allow the pre-transition EDTs to vary in each scenario and hold the post-transition EDT constant to evaluate whether the magnitude of a temperature shift can be resolved as differences in retention. We use both the modeled geologic scenarios and constant production and EDT calculations to discuss potential applications and limitations of cosmogenic noble gas paleothermometry for constraining past Earth surface temperatures.

### 1.4.2 Cosmogenic $^3$He retention in Antarctic erratics

To evaluate whether the existing knowledge of diffusion kinetics for the $^3$He–quartz system and the underlying theory are consistent with geologic observations, we measured cosmogenic $^3$He abundances in quartz from glacially transported erratic cobbles in the Pensacola Mountains, Antarctica. While not originally collected for this purpose, these samples are useful for the present study because their cosmogenic $^{10}$Be exposure ages define a monotonic exposure age-elevation relationship recording progressive deglaciation of this site between 10.6 and 4.8 ka. This relationship, which is commonly observed in similar data sets throughout Antarctica, indicates that each sample was emplaced during deglaciation and has experienced only
a single period of surface exposure, and that the $^{10}$Be exposure ages accurately record the duration of this period [e.g., 55, 56]. Thus, given an exposure history determined from the $^{10}$Be measurements and an estimate from present climatology of mean ambient temperatures in the Pensacola Mountains (ca. $-25$ to $-30 \, ^\circ C$; see discussion below), we compare measured $^3$He concentrations with those predicted by Eq. (1.4) to evaluate whether using the open-system behavior of cosmogenic $^3$He to reconstruct past temperatures is viable with natural samples.

1.5 Results and Discussion

1.5.1 Effects of temperature, exposure duration, and grain size on cosmogenic noble gas retention

Figs. 1.4A–B show predicted retention, calculated with Eq. (1.3), of cosmogenic $^3$He in quartz and $^{21}$Ne in orthoclase as a function of time for constant-EDT exposure histories in 1 mm–diameter grains. These figures summarize the respective conclusions of the diffusion studies by Shuster and Farley [22] and Gourbet et al. [21]: cosmogenic $^3$He diffusion in quartz is significant at subzero EDTs and relatively short ($10^3$ yr) timescales, while cosmogenic $^{21}$Ne diffusion in orthoclase is significant at EDTs in the 20–40 °C range on $10^5$–$10^6$ yr timescales. Importantly, the calculations presented in Figs. 1.4A–B highlight the time and temperature ranges over which paleotemperature information could be constrained by cosmogenic noble gas observations. For example, EDTs ranging from $-40$ to $20 \, ^\circ C$ could readily be distinguished with measurements of cosmogenic $^3$He retention in 1 mm quartz grains with 10 ka exposure durations. However, for the same grain size and exposure duration, cosmogenic $^{21}$Ne is quantitatively retained in orthoclase ($R = 1$) at all EDTs below 40 °C; this nuclide-mineral pair would only display partial retention at typical Earth surface temperatures for exposure durations $> 10^6$ yr. The results of Gourbet et al. [21] imply that cosmogenic $^{21}$Ne retention in other alkali feldspars (anorthoclase and sanidine) should be sensitive to a lower temperature range over shorter exposure durations than $^{21}$Ne in orthoclase. Available data predict complete retention of cosmogenic $^{21}$Ne in quartz at all EDTs and timescales shown in Fig. 1.4, indicating that this nuclide-mineral pair is expected to always accurately record exposure duration.

Broadly, these model results indicate that the ratio of cosmogenic $^3$He to a quantitatively retained cosmogenic nuclide in quartz can constrain past surface temperatures in polar and high altitude environments, where EDTs are consistently at or below 0 °C. The concentration of the fully-retained nuclide (e.g., $^{21}$Ne, $^{10}$Be, or $^{26}$Al) constrains the exposure duration, while the concentration of cosmogenic $^3$He can be used to determine the EDT. $^{21}$Ne measurements in orthoclase can constrain paleotemperature histories at lower latitudes and elevations than the $^3$He–quartz system, where EDTs are in the 20–40 °C range.
Figure 1.4: Retention of cosmogenic $^3$He in quartz (A,C,E) and $^{21}$Ne in orthoclase feldspar (B,D,F) using the diffusion kinetics of Shuster and Farley [22] and Gourbet et al. [21], respectively. Retention refers to the fraction of the cosmogenic noble gas produced during exposure that has not diffused from the mineral grain. Curves were calculated using the analytical solution of the production-diffusion equation (Eq. 1.3) assuming a constant effective diffusion temperature (EDT). In (A) and (B), retention is plotted as a function of EDT and exposure duration for 1mm-diameter grains, assuming that the grain size defines the size of the diffusion domain. The line for quantitative retention (i.e. no diffusion during exposure) is also shown in (A). (C) and (D) show retention as a function of EDT and grain size for an exposure duration of $10^4$ yr. In (E) and (F), retention is shown as a function of grain size and exposure duration. In (E), retention curves are plotted for an EDT of 0 °C; in (F), the EDT = 40 °C.
Retention, and hence the useful temperature range of a particular nuclide-mineral pair, depends on grain size; Figs. 1.4C–F show this effect. Larger grains, corresponding to larger diffusion domains, display higher retentivity at a given EDT and duration for both systems. This is potentially advantageous for paleothermometry because of the possibility of selecting grain sizes to yield maximum sensitivity for particular geologic problems and temperature ranges. For example, while cosmogenic $^{21}$Ne is expected to be fully retained in orthoclase at EDTs $\leq 40$ °C in 1 mm-diameter grains for $10^4$ yr of exposure (Fig. 1.4B), significant temperature–retention differences are predicted for the same scenario in 0.1 mm-diameter grains (Fig. 1.4D). Additionally, observations of retention in different grain sizes can provide an important test for internal consistency: observed retentivities in different grain sizes with a common exposure history should imply a common EDT, as in Fig. 1.4C.

### 1.5.2 Geologic scenarios involving temperature change

While constant EDT–exposure scenarios are useful for demonstrating the temperature sensitivity of various nuclide–mineral pairs, geologic applications of open-system behavior of cosmogenic noble gases will most likely be aimed at reconstructing past temperature changes. To explore this, we consider two hypothetical geologic scenarios in which the timing of a temperature change is well established but its magnitude in a particular location is not.

A variety of paleoenvironmental and geochemical proxies from marine or lacustrine sediments and ice cores have been used to estimate the magnitude of local and globally-averaged warming at the end of the last glacial period [e.g. 57, 58]. In continental settings, these proxies often only provide qualitative estimates of temperature change [10, 59]. Quantitative estimates of continental temperatures for the last glacial maximum have been made from plant macrofossils and pollen records; however, in many cases these estimates cannot be reconciled with sea surface temperature proxies and climate models to better than 4–8 °C [60] despite nominally having an uncertainty of only 1–2 °C [59, and references therein].

In Fig. 1.5, we show model calculations that evaluate whether cosmogenic noble gas paleothermometry could be used to determine the magnitude of continental temperature increases at the onset of the Holocene. We assume that a sample has been continuously exposed for 16 ka at an erosion rate of 0.5 m/Ma. A single warming event occurs over a 1.2 ka period centered at 12 ka. We consider two cases that are suited to the $^3$He–quartz and $^{21}$Ne–orthoclase pairs, respectively: Holocene EDTs of 0 °C are typical of high elevations in low to mid-latitude mountainous regions, while EDTs of 60 °C occur in arid deserts where radiative solar heating is significant.

Fig. 1.5 demonstrates that retention of $^3$He in quartz and $^{21}$Ne in orthoclase is sensitive to the magnitude of Holocene warming in both scenarios. However, for scenarios such as this one in which temperatures increase through time, the sensitivity is relatively small, as the increase in diffusivity caused by climate warming acts to speed up the loss of information about the prior colder period. Retention varies by < 20% between scenarios in which EDTs during the last glacial period equaled the Holocene EDT and were 15 °C cooler. Assuming that measurements of retention can be resolved with ± 2.5% precision, one could determine
Figure 1.5: Example geologic scenario where cosmogenic noble gas retention is modeled for different magnitude temperature changes at the transition between the last glacial period and the Holocene Epoch. All calculations assume exposure began at 16 ka and warming occurred over a 1.2 ka period centered at 12 ka. Retention of cosmogenic $^3$He in quartz (left, gray circles) is plotted against effective diffusion temperature (EDT) before the increase centered at 12 ka (bottom). The predicted $^3$He retention corresponds to 2 mm–diameter quartz grains that have experienced an EDT of 0 °C over the Holocene. Retention of cosmogenic $^{21}$Ne in orthoclase feldspar (right, black circles) is plotted against EDT before the increase centered at 12 ka (top). The predicted $^{21}$Ne retention corresponds to 0.2 mm–diameter orthoclase grains that have experienced an EDT of 60 °C over the Holocene. We assume an average erosion rate of 500 cm/Ma for both systems, although the results are relatively insensitive to erosion rate on this relatively short timescale.

Our second scenario involves the Pliocene-Pleistocene climate transition, which is marked by cooling and the onset of northern hemisphere continental glaciation at ∼2.5 Ma [61–63]. Paleotemperature estimates for the Pliocene are scarce and frequently qualitative, particularly on continental settings and at low latitudes. Cosmogenic noble gas concentrations in rocks in very slowly eroding landscapes that have resided at or near the surface since before ∼2.5 Ma should record the magnitude of cooling across this transition. Rock surfaces with apparent exposure ages exceeding 2.5 Ma are common in the polar deserts of the pre-Holocene EDTs (and infer mean Holocene temperatures) to within ± 2.5 °C. In some cases, this would improve upon existing estimates, or provide quantitative constraints where only qualitative estimates presently exist. Measurements of retention across multiple grain sizes could in principle provide greater temperature resolution in this scenario.
Figure 1.6: Example geologic scenario where cosmogenic noble gas retention is modeled for different magnitude temperature changes at the Pliocene-Pleistocene transition. All calculations assume exposure began at 4 Ma and cooling occurred over a 0.25 Ma period centered at 2.5 Ma. Retention of cosmogenic $^{3}$He in quartz (left, gray circles) is plotted against effective diffusion temperature (EDT) before the decrease centered at 2.5 Ma (bottom). The predicted $^{3}$He retention corresponds to 2 mm–diameter quartz grains that have experienced an EDT of $-40 \, ^{\circ}C$ over the Quaternary Period. Retention of cosmogenic $^{21}$Ne in orthoclase feldspar (right, black circles) is plotted against EDT before the decrease centered at 2.5 Ma (top). The predicted $^{21}$Ne retention corresponds to 0.2 mm–diameter orthoclase grains that have experienced an EDT of 15 $^{\circ}C$ over the Quaternary. An average erosion rate of 10 cm/Myr is assumed for both systems.

Transantarctic Mountains [19] and the low-latitude deserts of Australia [64], Chile [65, 66], and Namibia [67], and likely exist in other arid and tectonically quiescent regions.

Fig. 1.6 shows predicted retention of cosmogenic $^{3}$He in quartz and $^{21}$Ne in orthoclase for an exposure scenario in which samples are continuously exposed for 4 Ma at a constant erosion rate of 0.1 m/Ma. A single cooling event occurs over a 0.25 Ma period centered at 2.5 Ma. We assume the same grain sizes as in the previous example, but EDTs of $-40 \, ^{\circ}C$ for quartz (typical of the Transantarctic Mountains) and 15 $^{\circ}C$ for orthoclase (typical of moderate elevations at temperate latitudes) during the Quaternary. In contrast to the previous example, a scenario in which temperature and therefore diffusivity decreases over time tends to increase the preservation of past temperature information. The same conceptual model could be applied to samples exposed at the surface during the Pliocene and subsequently buried in a sedimentary deposit at depths where cosmogenic production is negligible.
1.5.3 An initial test of cosmogenic noble gas paleothermometry with geologic samples

While diffusion experiments enable predictions of retentivity for a particular cosmogenic noble gas–mineral pair, these predictions have yet to be tested directly with geologic samples. To do this, we measured cosmogenic $^3$He and $^{10}$Be in nine quartz samples from an elevation transect of glacially transported cobbles in the Pensacola Mountains, Antarctica (Table 1.1; see Tables S1-S3 in Tremblay et al. [68] for additional sample, site, and analytical information). As previously mentioned, all samples have $^{10}$Be exposure ages younger than 11 ka that define a monotonic age-elevation relationship, suggesting a single period of surface exposure for each sample as deglaciation progressed during the Holocene [e.g. 56].

Our goal in presenting these data is not to reconstruct a detailed Holocene temperature history for Antarctica. Rather, we use these data to examine whether the temperatures inferred from cosmogenic noble gases agree with the relatively simple climatological and surface exposure histories that we expect for these samples. Thus we make several simplifying assumptions in our analysis and interpretation of this dataset. First, we assume that the $^3$He diffusion kinetics determined by Shuster and Farley [22] apply to the quartz samples we analyzed and do not take into account uncertainty in the diffusion kinetics. Second, we do not incorporate production rate uncertainties of either $^3$He or $^{10}$Be into our analysis. And lastly, although we analyzed quartz grains between 0.25–0.85 mm in diameter (representative of the range of quartz grain sizes in the samples, which are medium to coarse grained sandstones), we assume a representative grain size of 0.5 mm in our calculations. We then use apparent $^3$He and $^{10}$Be exposure ages and these assumptions to calculate an average EDT for all samples and compare this EDT to that expected from the climatology of the sample location. For future quantitative paleotemperature reconstructions, sample-specific diffusion kinetics and more rigorous quantification of grain size and the $^3$He/$^{10}$Be production rate ratio will be necessary, since each of our assumptions affects the calculation of an EDT and potentially introduces non-trivial uncertainty into our analysis.

Apparent $^3$He exposure ages are systematically younger than $^{10}$Be exposure ages of these samples (Fig. 1.7A), consistent with diffusive loss of $^3$He at surface exposure temperatures and resulting in $^3$He retention of $\sim$28–63% (Fig. 1.7B). In calculating apparent $^3$He exposure ages, we assume that the $^3$He observed in our samples is cosmogenic $^3$He produced solely during the most recent period of exposure, which is consistent with the simple exposure history inferred from the $^{10}$Be exposure ages. Given the diffusion kinetics of $^3$He in quartz [22], any non-cosmogenic $^3$He present at the time of mineral formation (e.g. from magmatic gases or hydrothermal fluids) is expected to be rapidly lost by diffusion. We applied the finite difference scheme used in section 2.4 to iteratively calculate the EDT that best predicts the observed $^3$He retention for each sample; the average EDT for all samples, accounting for measurement uncertainty only, is $-13 \pm 4$ °C (Fig. 1.7C).

The curves in Fig. 1.7A–B show the expected relationship between apparent $^3$He exposure age and $^3$He retention with exposure duration for several constant EDTs. Although there is an apparent structure in the $^3$He retention–exposure age relationship that varies from the
Table 1.1: Cosmogenic $^{10}$Be and $^3$He concentrations in quartz, apparent surface exposure ages, and implied $^3$He retention for glacially transported cobbles from the Pensacola Mountains, Antarctica. Analytical details appear in Supplementary Tables S1-S3 in Tremblay et al. [68]. To calculate exposure ages, we used version 2.2 of the CRONUS-Earth online calculator [54] with the scaling scheme of Stone [69], the production rate calibration dataset of Balco et al. [70] for $^{10}$Be, and the production rate estimate of Vermeesch et al. [53] for $^3$He. We also assume a rock density of 2.5 g/cm$^3$, and an attenuation coefficient of 160 g/cm$^2$.

<table>
<thead>
<tr>
<th>Sample name</th>
<th>Latitude (DD)</th>
<th>Longitude (DD)</th>
<th>Elevation (m)</th>
<th>[$^{10}$Be] (10$^3$ atoms/g)$^b$</th>
<th>[$^3$He] (10$^3$ atoms/g)</th>
<th>Apparent exposure ages (yr)$^a$</th>
<th>[$^{10}$Be]</th>
<th>[$^3$He]</th>
<th>$^3$He retention</th>
</tr>
</thead>
<tbody>
<tr>
<td>10-MPS-077-CRK</td>
<td>-83.636</td>
<td>-59.0117</td>
<td>488</td>
<td>39.2 ± 1.2</td>
<td>569 ± 106</td>
<td>4837 ± 144</td>
<td>2622 ± 664</td>
<td>0.54 ± 0.14</td>
<td></td>
</tr>
<tr>
<td>10-MPS-095-CRK</td>
<td>-83.642</td>
<td>-58.9552</td>
<td>576</td>
<td>50.5 ± 2.5</td>
<td>502 ± 116</td>
<td>5757 ± 281</td>
<td>2139 ± 1997</td>
<td>0.37 ± 0.21</td>
<td></td>
</tr>
<tr>
<td>10-MPS-099-CRK</td>
<td>-83.6394</td>
<td>-58.9785</td>
<td>565</td>
<td>56.1 ± 1.5</td>
<td>541 ± 282</td>
<td>6512 ± 176</td>
<td>2349 ± 763</td>
<td>0.36 ± 0.12</td>
<td></td>
</tr>
<tr>
<td>10-MPS-120-IBR</td>
<td>-83.8094</td>
<td>-58.8613</td>
<td>632</td>
<td>37.3 ± 1.2</td>
<td>627 ± 115</td>
<td>4114 ± 132</td>
<td>2584 ± 544</td>
<td>0.63 ± 0.13</td>
<td></td>
</tr>
<tr>
<td>10-MPS-123-HBS</td>
<td>-83.7455</td>
<td>-58.8309</td>
<td>996</td>
<td>132.4 ± 2.8</td>
<td>1551 ± 132</td>
<td>10612 ± 226</td>
<td>4614 ± 672</td>
<td>0.435 ± 0.064</td>
<td></td>
</tr>
<tr>
<td>10-MPS-124-LNK</td>
<td>-83.7596</td>
<td>-59.0759</td>
<td>812</td>
<td>87.3 ± 2.2</td>
<td>886 ± 134</td>
<td>8287 ± 210</td>
<td>3134 ± 743</td>
<td>0.378 ± 0.09</td>
<td></td>
</tr>
<tr>
<td>10-MPS-126-LNK</td>
<td>-83.7608</td>
<td>-59.0739</td>
<td>806</td>
<td>87.1 ± 2.2</td>
<td>892 ± 106</td>
<td>8592 ± 213</td>
<td>3278 ± 783</td>
<td>0.382 ± 0.092</td>
<td></td>
</tr>
<tr>
<td>10-MPS-128-LNK</td>
<td>-83.7589</td>
<td>-59.0778</td>
<td>755</td>
<td>69.2 ± 2.0</td>
<td>520 ± 130</td>
<td>6853 ± 198</td>
<td>1920 ± 731</td>
<td>0.28 ± 0.11</td>
<td></td>
</tr>
<tr>
<td>10-MPS-129-LNK</td>
<td>-83.7589</td>
<td>-59.0778</td>
<td>755</td>
<td>67.7 ± 1.7</td>
<td>575 ± 94</td>
<td>6859 ± 169</td>
<td>2169 ± 638</td>
<td>0.316 ± 0.093</td>
<td></td>
</tr>
</tbody>
</table>

$^a$Uncertainties are ‘internal’ uncertainties including measurement uncertainty only.

$^b$Concentrations normalized to ‘07KNSTD’ standardization [71]. See supplementary data in Tremblay et al. [68].
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Figure 1.7: Retention of cosmogenic $^3$He in glacial erratics with simple Holocene exposure histories from the Pensacola Mountains, Antarctica. $^{10}$Be concentrations in quartz constrain the exposure duration of each sample, and we estimated apparent exposure ages from measurements of $^3$He in quartz from the same samples and assuming all $^3$He was cosmogenic. (A) shows the relationship between the apparent $^3$He exposure age and the $^{10}$Be exposure age; if no $^3$He diffusion occurred, all data points would plot on the line labeled ‘quantitative retention’. (B) shows the relationship between retention of cosmogenic $^3$He (apparent $^3$He exposure age/$^{10}$Be exposure age) and $^{10}$Be exposure age. Uncertainties shown in (A) and (B) include measurement uncertainties only. Uncertainties in $^{10}$Be exposure ages are in most cases smaller than the symbol plotted. Curves in (A) and (B) show how apparent $^3$He exposure age and retention evolve with time for different effective diffusion temperatures (EDTs), respectively. In (C), we calculated the EDT from the $^3$He retention and exposure duration (from the $^{10}$Be measurements) of each sample. If we assume that the EDT for all samples is equal and has been invariant over their respective exposure histories, we find an average EDT in the Pensacola Mountains during the Holocene between $-13 \pm 4$ °C. This corresponds to a mean annual temperature between $-25$ and $-30$ °C (see text).
expected relationship for a constant EDT of $-13^\circ$C, the reduced chi-squared misfit between
the observed $^3$He retention and that predicted for an EDT of $-13^\circ$C is 1.04, suggesting
that most of this variability can be explained by uncertainty in the $^3$He measurements.
Additional variability may also result from differences in sample-specific diffusion kinetics
[72], the grain size distribution of $^3$He analysis aliquots, site-specific differences in radiative
heating, or some combination therein. Because retention in each sample integrates over its
thermal history, it is very unlikely that the apparent structure in the $^3$He dataset results
from several degree temperature changes over short time intervals (i.e. several hundred
years) during the Holocene. This variability is also unlikely caused by a local lapse rate, as
katabatic winds prevent typical lapse rates in places like the Pensacola Mountains [73].

Numerous ice core paleotemperature reconstructions for Antarctica show that Holocene
temperature changes in inland regions were small [e.g. 74, 75]. Given that mean temperatures
in the Pensacola Mountains remained relatively constant over the Holocene, we can compare
this average EDT of $\sim -13^\circ$C to mean temperature using the reasoning outlined in section
2.3. The automated weather stations (AWS) from the University of Wisconsin-Madison
AWS Program nearest the Pensacola Mountains in latitude and elevation are Elizabeth
(82.6 °S, 137.1°W; 549 m), Erin, (84.9 °S, 128.8 °W; 990 m), and Harry (83.0 °S, 121.4
°W; 954 m). In addition to daily and annual oscillations, temperatures at these sites vary
sub-annually, and the amplitude of daily oscillations decreases dramatically from the austral
summer to winter. These short-term oscillations and the average mean annual temperature
(MAT) at these AWS sites of $-23 \pm 2^\circ$C are likely very similar to those occurring in the
Pensacola Mountains. The average EDT for the three AWS sites, calculated from three-
hour temperature data collected from 2009 to 2012, is $-16 \pm 1^\circ$C. This EDT is consistent
with the Holocene EDT estimated from our $^3$He retention measurements. Because we have
not accounted for the effects of radiative heating on rock temperatures during the austral
summer, the difference between MAT and EDT in the Pensacola Mountains may be even
greater, suggesting colder MATs in the Pensacola Mountains. This is consistent with MAT
estimates from 10 m firn temperatures on the Ronne Ice Shelf (adjacent to the Pensacola
Mountains) of $-30^\circ$C [76]. Overall, an estimated modern MAT in the Pensacola Mountains
between $-25$ and $-30^\circ$C is consistent with the Holocene EDT calculated from cosmogenic
$^3$He measurements in quartz. This result demonstrates that, when combined with the theory
and principles applied to radiogenic noble gases, our current knowledge about the production
and diffusion of cosmogenic $^3$He in quartz are consistent with observations of cosmogenic $^3$He
in geologic samples exposed at surface temperatures.

1.6 Conclusions

The open-system behavior of cosmogenic noble gases in common minerals like quartz and
feldspars can be interpreted using the theory and mathematics applied to radiogenic noble
gas thermochronometers and used to reconstruct past Earth surface temperatures. Calcula-
tions based on published diffusion kinetics predict that the cosmogenic $^3$He–quartz system
is sensitive to subzero temperatures characteristic of high elevation and/or high altitude environments, while the $^{21}$Ne–orthoclase system is sensitive to moderate to high temperatures on geologic timescales. Both systems can potentially resolve temperature changes associated with climatic events during the past few million years. Applications of cosmogenic noble gas thermochronometry will require careful consideration of the fundamentally noisy thermal histories rocks experience near Earth’s surface, but we demonstrate that short-term temperature fluctuations can be accounted for with effective diffusion temperatures. This new technique should be valuable for corroborating existing paleotemperature proxy records where they exist and expanding their spatial and temporal resolution where they do not.
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Chapter 2

Diffusion kinetics of $^{3}$He and $^{21}$Ne in quartz and implications for cosmogenic noble gas paleothermometry

This chapter was previously published in Tremblay, M.M., Shuster, D.L., and Balco, G., Geochimica et Cosmochimica Acta 142, 186–204 (2014). doi:10.1016/j.gca.2014.08.010

2.1 Abstract

The simultaneous production and diffusion of cosmogenic noble gases offers the potential to constrain past temperatures on Earth and other planetary surfaces. Knowledge of both the production rate and diffusion kinetics of cosmogenic nuclide pairs is required to utilize this open-system behavior for paleothermometry. Here, we investigate the diffusion kinetics of spallogenic $^{3}$He and $^{21}$Ne in quartz through a series of step-degassing experiments on individual, proton-irradiated quartz grains. Quartz often, but not always, exhibits two stages of linear Arrhenius behavior, with He and Ne exhibiting similar release patterns. This two-stage behavior does not appear to correlate with heating-induced structural changes or anisotropy, nor is it an artifact of proton irradiation; the behavior may instead be associated with radiation damage, mineral inclusions, fluid inclusions, or structural defects. We tentatively interpret these two Arrhenius arrays to represent multiple diffusion domain (MDD)–type behavior in quartz, as two-domain models closely reproduce the experimental data. However, we are currently unable to link this behavior with a clear physical mechanism; a different, more mechanistic model may be more appropriate in future studies.

For both He and Ne, modeled Arrhenius diffusion parameters (activation energy, $E_a$, and pre-exponential factor, $D_0$) display a range of values in the quartz samples analyzed. For $^{3}$He, $E_a$ ranges from 73.0 to 99.8 kJ/mol and $D_0$ from $5.9 \times 10^0$ to $1.0 \times 10^4 \, cm^2s^{-1}$ for the
initial, low-temperature linear Arrhenius arrays; when observed, a second array at higher temperatures corresponds to $E_a$ ranging from 85.2 to 106.4 kJ/mol and $D_0$ from $1.7 \times 10^{-1}$ to $3.5 \times 10^9 \text{ cm}^2\text{s}^{-1}$. For $^{21}\text{Ne}$, $E_a$ ranges from 95.7 to 153.8 kJ/mol and $D_0$ from $6.6 \times 10^{-1}$ to $3.2 \times 10^3 \text{ cm}^2\text{s}^{-1}$ for the initial, low-temperature array; linearity at high temperatures is not well constrained, likely because the $\alpha$- to $\beta$- quartz transition occurs during the relevant temperature range. When extrapolated to Earth surface temperatures and geologically relevant timescales, these results suggest that 1 mm–radius quartz grains lose significant amounts of cosmogenic $^3\text{He}$ by diffusion at sub-zero temperatures from the low-retentivity domain over $>10^3$ yr timescales and from the high-retentivity domain over $>10^4$ yr, whereas quantitative retention of cosmogenic $^{21}\text{Ne}$ occurs over $>10^6$ yr at temperatures $\geq 40$ °C in most cases. While these results are generally consistent with previously reported studies, they also reveal that sample-specific diffusion parameters are required for quantitative application of cosmogenic noble gas paleothermometry. The cosmogenic $^3\text{He}$ abundance in one quartz sample with a simple Holocene exposure history and the stepwise degassing pattern of cosmogenic $^3\text{He}$ and $^{21}\text{Ne}$ from another quartz sample with a $\sim$1.2 Ma exposure history agree well with diffusion experiments on proton-irradiated aliquots of the same samples. For the sample with a simple Holocene exposure history, a production and diffusion model incorporating sample-specific diffusion parameters and the measured $^3\text{He}$ abundance predicts an effective exposure temperature consistent with the mean modern temperature at the sample location. This internal consistency demonstrates that the empirically determined, sample-specific diffusion kinetics apply to cosmogenic $^3\text{He}$ and $^{21}\text{Ne}$ in quartz in natural settings over geologic timescales.

2.2 Introduction

Cosmogenic nuclides, originating from nuclear interactions between secondary cosmic-ray particles and mineral targets in the outermost few meters of the solid Earth, are commonly used to estimate rates and times of geologic processes that modify the Earth’s surface [14]. The stable cosmogenic noble gases $^3\text{He}$ and $^{21}\text{Ne}$ have relatively high production rates in common minerals and are cheaper and easier to measure than cosmogenic radionuclides. However, early research into surface exposure dating showed that both $^3\text{He}$ and $^{21}\text{Ne}$ experience diffusive loss at Earth surface temperatures in quartz and feldspars, respectively [17, 22–25]. These authors concluded that open-system behavior renders these cosmogenic noble gas mineral pairs unfit for surface exposure dating, and they have not been used for this application. However, accurate knowledge of diffusion kinetics would overcome this limitation. In addition, these pairs may be useful as thermochronometers, recording integrated thermal histories of rocks during exposure within a few meters of the surface [68].

Utilizing this open-system behavior requires knowledge of both the production rate and diffusion kinetics of a particular cosmogenic nuclide-mineral pair. For quartz, the sea level high latitude (SLHL) production rate of cosmogenic $^{21}\text{Ne}$ in quartz has been quantified by geologic calibrations and artificial target experiments [e.g. 77–79]. The production rate of
cosmogenic $^3$He in quartz is more difficult to empirically quantify from geological samples, given that existing estimates of He diffusion kinetics in quartz as well as comparison between measured concentrations of cosmogenic $^3$He and other nuclides indicate diffusive loss at surface temperatures. However, the $^3$He production rate in quartz can be estimated from production rates measured in other minerals combined with element-specific reaction cross-sections [28, 80, 81], and has also been directly measured in artificial target experiments [53]. Thus, production rates for these nuclides in quartz are reasonably well established. In contrast, relatively little work has studied mechanisms or kinetics of He and Ne diffusion in quartz.

A common method for quantifying noble gas diffusion kinetics involves step-degassing experiments on crystal fragments. In these experiments, samples are sequentially heated at controlled temperatures and durations, allowing a fraction of the gas present to diffuse from the solid in each heating step. The duration of, and gas fraction released in, each heating step can be used to calculate lengthscale-normalized diffusion coefficients, $D/a^2$, at each temperature [82]. This method requires that: (1) diffusion is Fickian and isotropic [83], (2) the diffusant has a known initial distribution, and (3) the diffusion domain has fixed geometry. If the temperature dependence of diffusion follows an Arrhenius law, then the natural logarithm of the calculated diffusivities $\ln(D/a^2)$ will correlate linearly with inverse absolute temperature. The diffusion parameters of activation energy, $E_a$, and pre-exponential factor, $D_0$, can be quantified from the slope and y-intercept, respectively, of a linear regression through an Arrhenius array, and given the further assumption of Arrhenius behaviour at all temperatures then used to calculate diffusivity at any temperature. Noble gas diffusion kinetics have also been quantified by inward diffusion experiments [e.g. 20, 84] and implantation experiments [20, 85]. These experiments are fundamentally different from step-degassing experiments because they occur over extremely small distances (hundreds of nm) and can thus avoid sample heterogeneities like defects and inclusions. Geologic applications of cosmogenic noble gas measurements, however, requires quantifying noble gas diffusion across the grain scale of natural samples, which often include such heterogeneities. Degassing experiments provide an empirical quantification that includes such complexity and are thus employed here.

To our knowledge, only two published sets of step-degassing experiments fully quantify the diffusion kinetics of $^3$He and $^{21}$Ne in quartz. Trull et al. [23] measured diffusivities of cosmogenic $^3$He in quartz that indicate quantitative retention of $^3$He in large (> 2 mm) quartz grains on $10^6$ yr timescales. Using aliquots of gem-quality quartz containing a uniform distribution of proton-induced $^3$He and $^{21}$Ne, Shuster and Farley [22] measured diffusion kinetics that predict quartz grains with diameters > 1 mm will retain Ne at most Earth surface temperatures but will experience significant diffusive loss of He at subzero temperatures on $> 10^2 – 10^3$ yr timescales. Their results also suggest that the Trull et al. [23] experiments may have been compromised by partial diffusive loss of cosmogenic $^3$He. However, it is unclear whether noble gas diffusion kinetics in gem-quality quartz is applicable to commonly occurring quartz with variable physical characteristics. For example, Niedermann et al. [86] estimated an activation energy for $^{21}$Ne diffusion in quartz that is significantly lower
than that determined by Shuster and Farley [22]. Similarly, Trull et al. [26] observed that late-Pleistocene and Holocene-aged quartz samples from Death Valley, California, despite some of the highest surface temperatures on Earth, retain significantly more cosmogenic $^3$He than expected from the diffusion parameters of Shuster and Farley [22]. These observations indicate that the diffusion kinetics of $^3$He and $^{21}$Ne may vary significantly amongst natural quartz samples.

Here we investigate the diffusion kinetics of $^3$He and $^{21}$Ne in quartz through degassing experiments on a suite of proton-irradiated fragments of natural quartz samples. Using the range of observed diffusion parameters, we model how concentrations of cosmogenic $^3$He and $^{21}$Ne evolve as a function of exposure duration and temperature at the Earth’s surface and explore how retention of both cosmogenic nuclides can vary amongst different quartz samples. We also pair the proton-induced $^3$He and $^{21}$Ne experiments with measurements of cosmogenic $^3$He and $^{21}$Ne abundances to evaluate whether the diffusion kinetics observed in the laboratory accurately quantify temperature records integrated over a sample’s cosmogenic exposure history.

2.3 Methods

2.3.1 Proton irradiation

To quantify the variability of He and Ne diffusion kinetics in quartz, we conducted step-degassing experiments on a suite of quartz samples, originally collected for cosmogenic exposure dating, that span a range of petrologic origins and geologic histories. Sample descriptions are provided in Table 2.1; photographs of the quartz fragments used in diffusion experiments are shown in Fig. S1 of Tremblay et al. [87]. Step-degassing experiments require a measurable abundance and known distribution of the diffusant at the start of the experiment. To achieve this, we irradiate our samples with energetic protons, which generates uniform distributions of $^3$He and $^{21}$Ne in quartz through similar nuclear transmutations as those induced by cosmic rays but with at least ten orders of magnitude higher production rates [22, 88]. Aliquots of quartz samples were irradiated with a $\sim$220 MeV proton beam for $\sim$5 hours at the Francis H. Burr Proton Therapy Center at the Massachusetts General Hospital [88]. Samples CarBZ and UB09-4 were irradiated in April 2013 with a total fluence of $\sim 8.5 \times 10^{15}$ p/cm$^2$; all other samples were irradiated in April 2011 with a total fluence of $\sim 1.0 \times 10^{16}$ p/cm$^2$. As we show later, the abundance of cosmogenic $^{21}$Ne and $^3$He in some natural samples that have experienced exceptionally long (e.g., millions of years) exposure durations can be high enough to support step-degassing experiments on multi-grain quartz aliquots. However, the much higher abundance attainable by proton irradiation (at least three orders of magnitude greater than non-proton induced components) permits more detailed and more precise measurements on single quartz grains, which reduces complications caused by variation in grain size, shape, and properties. Additionally, and more importantly for $^3$He, our existing knowledge of diffusion kinetics predicts that cosmogenic $^3$He in natu-
rally irradiated quartz will in most cases be nonuniformly distributed due to diffusive loss at Earth surface temperatures and therefore unsuitable for step-degassing experiments.

Table 2.1: Description of quartz samples studied in diffusion experiments.

<table>
<thead>
<tr>
<th>Sample name</th>
<th>Description</th>
<th>Apparent exposure age</th>
</tr>
</thead>
<tbody>
<tr>
<td>03-RDY-011-QZH</td>
<td>ice-transported granitic boulder, Transantarctic Mountains</td>
<td>$&gt; 4.9 \pm 1.1 \text{ Ma (}^{10}\text{Be)} [89]$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$10.6 \pm 0.2 \text{ Ma (}^{21}\text{Ne)} [21]$</td>
</tr>
<tr>
<td>04-MG-080-BR</td>
<td>quartzofeldspathic gneiss bedrock, Antarctic Dry Valleys</td>
<td>$248 \pm 27 \text{ ka (}^{10}\text{Be)}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$220 \pm 25 \text{ ka (}^{26}\text{Al)}$</td>
</tr>
<tr>
<td>04-RDY-139-STR</td>
<td>vein quartz boulder, Transantarctic Mountains</td>
<td>$0.60 \pm 0.04 \text{ Ma (}^{10}\text{Be)}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$1.188 \pm 0.072 \text{ Ma (}^{21}\text{Ne)}$</td>
</tr>
<tr>
<td>98-PCM-105-MNZ</td>
<td>quartzofeldspathic erratic boulder, Mt. Menzies massif, East Antarctica</td>
<td>$&gt; 5.11 \pm 1.24 \text{ Ma (}^{10}\text{Be)}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$8.76 \pm 0.35 \text{ Ma (}^{21}\text{Ne)}$</td>
</tr>
<tr>
<td>CarBZ</td>
<td>gem-quality quartz, Luis Serra do Ouro Mine, Serra Pelada, Carajas, Brazil</td>
<td>–</td>
</tr>
<tr>
<td>HU-08-03</td>
<td>moraine boulder of Miocene welded rhyolite tuff, Huancan Valley, Peru</td>
<td>$12.35 + 0.2/−0.02 \text{ ka (}^{14}\text{C,}^{10}\text{Be)} [90, 91]$</td>
</tr>
<tr>
<td>QA-767-Q</td>
<td>phenocryst-rich trachyte, upper part of the Ammonia Tanks Tuff, Yucca Mountain, Nevada USA</td>
<td>$605 \pm 18 \text{ ka (}^{21}\text{Ne)} [21]$</td>
</tr>
<tr>
<td>UB09-4</td>
<td>phreatic eruption ejecta cobble of felsic granitoid, Ubehebe volcanic field, Death Valley, California USA</td>
<td>$3.3 \pm 0.1 \text{ ka (}^{10}\text{Be)} [92]$</td>
</tr>
</tbody>
</table>

### 2.3.2 Stepwise heating and degassing experiments

We screened irradiated quartz aliquots under an optical microscope for large fractures, mineral inclusions, and fluid inclusions. We chose quartz fragments apparently lacking these features and photographed and measured each fragment from multiple sides using a calibrated petrographic microscope (Fig. S1 of Tremblay et al. [87]). Selected fragments were loaded into Pt-Ir alloy envelopes attached to K-type thermocouples and put under vacuum.
Either a 30 W or 70 W diode laser was used to heat each sample, with the laser beam defocused over the Pt-Ir envelope to ensure uniform heating. The thermocouple and laser are connected in a feedback loop with a PID temperature controller, which allows the Pt-Ir envelope temperature to be regulated and measured to within \( \sim 2 \, ^\circ\text{C} \).

Each sample was heated over at least fifty consecutive heating steps, including at least two retrograde heating cycles, to temperatures between 70 and 1200–1250 \( ^\circ\text{C} \), with each step lasting 0.25 to 3 hours. The released gas was purified with a SAES getter, brought to 11 K on temperature-controlled cryogenic trap, and then heated to 33 K and 70 K to release helium and neon, respectively. Each element was measured separately on an MAP 215-50 sector field mass spectrometer in the BGC Noble Gas Thermochronometry Lab. Following the diffusion experiment, each sample was removed from its Pt-Ir packet to examine whether the grain broke during the experiment, re-photographed, and then heated to 1250 \( ^\circ\text{C} \) in a laser chamber to ensure complete degassing. Between six and ten room temperature procedural blanks were periodically measured during each experiment; the magnitude of blank corrections was generally \( \leq 10\% \). Aliquots of a manometrically-calibrated air standard were also analyzed after approximately every fifth heating step and used to determine helium and neon sensitivities of the mass spectrometer. Measured air standard helium and neon isotopic compositions were indistinguishable from atmospheric. Blank-corrected \( ^3\text{He}, ^{21}\text{Ne}, \) and \(^{4}\text{He}/^{3}\text{He}\) measurements from each experimental heating step are reported in Table S1 of Tremblay et al. [87]; no isobaric interference corrections were necessary. We used the measured release fraction and duration of each heating step to calculate diffusion coefficients using the equations of Fechtig and Kalbitzer [82] as discussed above, assuming that the quartz diffusion domain is represented by the whole crystal fragment and is spherical. The assumption of a spherical geometry is appropriate for fragments with modest aspect ratios if the surface area to volume ratio of the actual diffusion domain and the spherical approximation are equivalent [38, 39], which we determined from our petrographic microscope measurements.

### 2.3.3 Cosmogenic \( ^3\text{He} \) and \( ^{21}\text{Ne} \) measurements

In addition to experiments on proton-irradiated quartz, we performed a similar step-degassing experiment on a non-irradiated aliquot of the Antarctic vein quartz sample 04-RDY-139-STR. This sample is from a high-elevation site in the Transantarctic Mountains (86.50171 \(^\circ\text{S}, 124.48661 \(^\circ\text{E}, 2356 \text{masl}\) ) with a very low erosion rate and therefore has unusually high natural concentrations of cosmogenic \(^{21}\text{Ne} \) and \(^3\text{He} \). The precise exposure history of this sample is unknown and, based on cosmogenic \(^{26}\text{Al} \) and \(^{10}\text{Be} \) concentrations, most likely includes multiple periods of exposure and burial. We measured bulk concentrations of \(^{20}\text{Ne}, ^{21}\text{Ne}, \) and \(^{22}\text{Ne} \) in this sample using the method described in Balco and Shuster [78] and found a total \(^{21}\text{Ne} \) concentration of 288.2 \(\pm\) 3.5 Matoms/g. Ne isotope ratios in three heating steps were indistinguishable from the atmospheric-cosmogenic mixing line [86, 93], and the assumption of two-component mixing implies that the sample contains 199.1 \(\pm\) 3.7 Matoms/g cosmogenic \(^{21}\text{Ne} \) and 89.0 \(\pm\) 3.8 Matoms/g \(^{21}\text{Ne} \) attributable to trapped Ne with
atmospheric composition (Table S2, Fig. S2 in Tremblay et al. [87]). This concentration of cosmogenic \(^{21}\)Ne implies an apparent exposure age of \(\sim 1.25\) Ma. From a crushed but otherwise unprocessed fraction of this sample that had been stored at room temperature since collection in 2004, we picked 0.0753 g of quartz fragments (\(\sim 100\) grains) similar in size to the proton-irradiated grain analyzed in the single-grain step-degassing experiment. We sequentially heated and degassed this multi-grain aliquot following the same procedure as described above, but loaded the sample into a large tantalum packet rather than the small Pt-Ir packets used for single grain experiments on proton-irradiated quartz. We then compared calculated \(D/a^2\) values from the proton-irradiated and cosmogenic experiments to test whether the diffusion kinetics of proton-induced \(^3\)He and \(^{21}\)Ne are consistent with the observed degassing profiles of cosmogenic \(^3\)He and \(^{21}\)Ne. Blank-corrected \(^3\)He and \(^{21}\)Ne measurements from each heating step in this experiment are reported in Table S3 of Tremblay et al. [87]. \(^{20}\)Ne and \(^{22}\)Ne signals in individual heating steps were too low to permit accurate Ne isotope ratio measurements due to isobaric interferences [86] and are therefore not reported.

We also tested whether the diffusion kinetics determined from our experimental results are representative of natural geologic conditions by measuring bulk cosmogenic \(^3\)He abundances in six aliquots of quartz from sample HU-08-03. HU-08-03 was collected from a boulder of rhyolitic ignimbrite on the Huancane IIa moraine of the Quelccaya Ice Cap in Peru (13.9461 °S, 70.8927 °W, 4862 masl; [90, 91]) for cosmogenic-nuclide production rate calibration during the CRONUS-Earth project. This moraine is radiocarbon-dated at 12,350 cal yr BP [90]. Geological evidence and concentrations of other cosmic-ray-produced radionuclides indicates that the sample was emplaced at this time and subsequently experienced a single period of exposure at its present location [91]. As with sample 04-RDY-139-STR discussed above, we separated quartz from a fraction of this sample that had been crushed but not otherwise processed, and had been stored at room temperature since collection. Quartz aliquots of 100–200 mg were packaged in tantalum packets, placed under vacuum in a sample chamber, and heated with a 70 W diode laser to either 700 or 1200 °C for 1 hr. Repeat extractions at either temperature yielded He signals indistinguishable from blank measurements. We analyzed the helium released during heating according to the techniques described above. However, these analyses released large quantities of \(^4\)He in addition to \(^3\)He, which resulted in the total He pressure in the mass spectrometer being outside the calibration range attainable with available standard gas pipettes. To account for this, we introduced a \(^3\)He spike into the mass spectrometer after several peak-hopping measurement cycles and used the difference in \(^3\)He signals at the time of spike inlet between samples and standards to correct for nonlinearity. Having corrected for nonlinearity in this way, we then applied a blank correction as described above. We propagated (sometimes large) uncertainties associated with both nonlinearity and blank corrections, and averaged results from six aliquots to estimate the total \(^3\)He concentration. In order to evaluate this \(^3\)He concentration in the context of this sample’s known exposure age [91], we assume that all \(^3\)He is cosmogenic.
2.3.4 Sample characterization

Numerous factors can lead to variable diffusion kinetics and complex Arrhenius diffusive behavior for a given mineral-diffusant pair, including anisotropy [e.g. 94], temperature-induced structural transformations [e.g. 95], accumulation of radiation damage [e.g. 96–98], the presence of mineral and/or fluid inclusions [e.g. 84], and crystallographic defects [e.g. 36, 99]. The effects of the former three factors can be determined or at least approximated based on the results from diffusion experiments. We carried out several ancillary analyses in order to evaluate whether the latter two factors influenced the diffusion kinetics observed in our samples.

Although very large fluid and mineral inclusions readily visible under the binocular microscope were avoided, smaller (≤ 20 µm) inclusions were difficult to recognize by visual inspection in the relatively large quartz fragments with pronounced conchoidal fracturing chosen for experiments. We made grain mounts of 20–50 quartz fragments from each sample and examined the mounts both on an optical petrographic microscope and a Zeiss EVO scanning electron microscope (SEM) in the backscattering mode in order to characterize the relative abundances and types of inclusions characteristic of each sample.

To evaluate whether the observed diffusion kinetics relate to crystallographic defects and/or mineral and fluid inclusions, we also measured the concentrations of several trace elements in our samples. Crystallographic point defects and dislocations in quartz are often associated with the presence of trace elements, which can both substitute for silicon in the structural configuration or interstitially occupy c-axis channels [e.g. 100, 101]. For example, Al$^{3+}$ commonly substitutes for structural Si$^{4+}$, and an alkali metal like Li$^+$, Na$^+$, or K$^+$ occupies the adjacent interstice for charge compensation, creating an [AlO$_4$]$^−$ | $M^+$]$^0$ point defect [e.g. 100, 102]. Although less common, Fe$^{3+}$ and Ti$^{4+}$ also substitute for Si$^{4+}$ in quartz. Mineral and fluid inclusions in quartz can also contain significant concentrations of Na and K as well as Ca, Mg, and Mn [101]. To measure trace element concentrations, we dissolved several-hundred-milligram aliquots of quartz from each sample in hydrofluoric acid. We added a small amount of 1% sulfuric acid to each sample solution and then heated the solutions to remove Si by evaporating SiF$_4$ while keeping the elements of interest in solution. We then diluted each sample to achieve a 1% HNO$_3$, 1% H$_2$SO$_4$ solution for analysis. Bracketing standard solutions containing Al, Ca, Fe, K, Li, Mg, Mn, Na, and Ti were made with the same matrix (1% HNO$_3$, 1% H$_2$SO$_4$), and sample concentrations were measured by comparison with these standard solutions on a Perkin Elmer 5300 DV inductively coupled plasma optical emission spectrometer (ICP-OES) in the College of Natural Resources at UC Berkeley.
2.4 Results

2.4.1 Step-degassing experiments on proton-irradiated quartz

Arrhenius plots are shown for step-degassing experiments on proton-irradiated fragments of HU-08-03 (Fig. 2.1), QA-767-Q(1) (Fig. 2.2), and UB09-4 (Fig. 2.3). These three experiments span the range of observed Arrhenius behavior and diffusion parameters; Arrhenius plots for all experiments, including a replicate experiment on sample QA-767-Q, are shown in the supplementary materials (Figs. S3-S8) of Tremblay et al. [87].

Figure 2.1: Arrhenius plot (A) and residual plots (B-C) for diffusion of proton-induced $^3$He (circles) and $^{21}$Ne (triangles) in quartz from sample HU-08-03, a rhyolitic moraine boulder from Peru. Calculated $\ln(D/a^2)$ for each temperature step are shown, although in most cases the uncertainty is smaller than the symbol. Uncertainties in $\ln(D/a^2)$ were estimated using a Monte Carlo approach (see text). Linear regressions were fit through the filled symbols in (A) and used to calculate $E_a$ and $\ln(D_0/a^2)$, with uncertainties propagated from the Monte Carlo scheme. The difference between the $\ln(D/a^2)$ calculated for each heating step and that predicted by the linear regression is plotted as a residual against temperature (B) and cumulative release fraction (C). Filled symbols correspond to those in (A).
Because the equations of Fechtig and Kalbitzer [82] use the cumulative gas release fraction to calculate diffusivities, linear propagation of uncertainties in cumulative gas release fraction from our step heating experiments would result in unrealistically large uncertainties in diffusivities. To address this, uncertainties in the calculated diffusivities of $^3$He and $^{21}$Ne for each heating step were propagated using a Monte Carlo approach, whereby we generated 30,000 normally distributed, random datasets using the analytical uncertainties in measured $^3$He and $^{21}$Ne to calculate a range of permissible $D/a^2$ values. We fit least squares regressions through a subset of the data points in each Arrhenius plot (see below) and used the Monte Carlo-derived uncertainties in $D/a^2$ to estimate uncertainties in $E_a$ and $ln(D_0/a^2)$ for both $^3$He and $^{21}$Ne. We also plot the residuals, or differences between the calculated diffusivity of $^3$He and $^{21}$Ne at each heating step and the expected diffusivity at the same temperature from the Arrhenius linear regressions, as a function of temperature (Fig. 2.1B–2.3B) and cumulative release fraction (Fig. 2.1C–2.3C).

Simple, linear Arrhenius behavior was not observed in most experiments. Instead, two
linear Arrhenius arrays were observed for both $^3$He and $^{21}$Ne in six of the nine step-degassing experiments: one at lower temperatures and one at higher temperatures, separated by a transition zone where diffusivity changes relatively little with increasing temperature (Fig. 2.1A-2.2A). When fitting least squares regressions, we followed an approach similar to those of Gourbet et al. [21] and Cassata and Renne [95]. We attempted to include data from as many temperature steps as possible that make up a linear Arrhenius array while minimizing the residuals (e.g. Fig. 2.1B–C) between the regression and the data. Typically, prograde steps with residuals $\geq 1 \ln(s^{-1})$ from the least squares regression through the preceding sequential steps and retrograde steps with residuals $\geq 2 \ln(s^{-1})$ from the least squares regression through the preceding and following prograde steps were excluded from fits. For $^3$He, the first few temperature steps at 100 °C, which represent $\leq 9\%$ of the total $^3$He yield, exhibit increasing apparent diffusivities. This is likely due to minor diffusive loss of $^3$He either during or after the proton irradiation [22]; to minimize potential bias from this effect, we also exclude these steps from the regressions.
Table 2.2: Summary of $^3$He quartz diffusion parameters. 1σ uncertainties are reported.

<table>
<thead>
<tr>
<th>Sample</th>
<th>SR$^c$ ($\mu$m)</th>
<th>$E_a$ (kJ/mol)</th>
<th>$\pm ln(D_0/a^2)$ ((ln(s^{-1})))</th>
<th>$\pm ln(D_0/a^2)$ ((ln(s^{-1})))</th>
</tr>
</thead>
<tbody>
<tr>
<td>03-RDY-011-QZH</td>
<td>252</td>
<td>96.3</td>
<td>2.3</td>
<td>0.6</td>
</tr>
<tr>
<td>04-MG-080-BR</td>
<td>328</td>
<td>95.4</td>
<td>1.0</td>
<td>12.8</td>
</tr>
<tr>
<td>04-RDY-139-STR</td>
<td>426</td>
<td>96.6</td>
<td>0.7</td>
<td>13.8</td>
</tr>
<tr>
<td>98-PCM-105-MNZ</td>
<td>349</td>
<td>97.5</td>
<td>0.6</td>
<td>15.1</td>
</tr>
<tr>
<td>CarBZ</td>
<td>388</td>
<td>75.3</td>
<td>0.6</td>
<td>9.6</td>
</tr>
<tr>
<td>HU-08-03</td>
<td>256</td>
<td>88.5</td>
<td>1.1</td>
<td>12.2</td>
</tr>
<tr>
<td>QA-767-Q (1)</td>
<td>280</td>
<td>99.8</td>
<td>2.1</td>
<td>16.4</td>
</tr>
<tr>
<td>QA-767-Q (2)</td>
<td>306</td>
<td>99.6</td>
<td>0.4</td>
<td>15.2</td>
</tr>
<tr>
<td>UB09-4</td>
<td>299</td>
<td>73.0</td>
<td>0.8</td>
<td>8.8</td>
</tr>
</tbody>
</table>

$^a$In cases where two linear Arrhenius arrays were observed during an experiment, these values correspond to the linear Arrhenius array observed at lower temperatures.

$^b$If observed, these values correspond to the linear Arrhenius array observed at higher temperatures.

$^c$Radius of a sphere with a surface to volume ratio approximately equal to that of the quartz analyzed based on measured cross-dimensions of each quartz fragment. Images of proton-irradiated quartz fragments are shown in Fig. S1. of Tremblay et al. [87]
<table>
<thead>
<tr>
<th>Sample</th>
<th>SR (µm)</th>
<th>$E_a$ (kJ/mol) $\pm$</th>
<th>$ln(D_0/a^2)$ $\pm$</th>
<th>$E_a$ (kJ/mol) $\pm$</th>
<th>$ln(D_0/a^2)$ $\pm$</th>
</tr>
</thead>
<tbody>
<tr>
<td>03-RDY-011-QZH</td>
<td>252</td>
<td>101.4 $\pm$ 1.5</td>
<td>7.6 $\pm$ 1.5</td>
<td>6.5 $\pm$ 1.5</td>
<td>7.6 $\pm$ 1.5</td>
</tr>
<tr>
<td>04-RDY-139-STRR</td>
<td>328</td>
<td>136.6 $\pm$ 3.0</td>
<td>12.5 $\pm$ 3.0</td>
<td>14.9 $\pm$ 3.0</td>
<td>12.5 $\pm$ 3.0</td>
</tr>
<tr>
<td>04-RDY-139-STR</td>
<td>426</td>
<td>107.7 $\pm$ 0.8</td>
<td>5.9 $\pm$ 0.8</td>
<td>9.9 $\pm$ 0.8</td>
<td>5.9 $\pm$ 0.8</td>
</tr>
<tr>
<td>03-PCM-105-MNZ</td>
<td>349</td>
<td>121.8 $\pm$ 1.4</td>
<td>6.6 $\pm$ 1.4</td>
<td>9.8 $\pm$ 1.4</td>
<td>6.6 $\pm$ 1.4</td>
</tr>
<tr>
<td>04-RDY-011-QZH</td>
<td>252</td>
<td>101.4 $\pm$ 1.5</td>
<td>7.6 $\pm$ 1.5</td>
<td>6.5 $\pm$ 1.5</td>
<td>7.6 $\pm$ 1.5</td>
</tr>
<tr>
<td>04-RDY-139-STR</td>
<td>328</td>
<td>136.6 $\pm$ 3.0</td>
<td>12.5 $\pm$ 3.0</td>
<td>14.9 $\pm$ 3.0</td>
<td>12.5 $\pm$ 3.0</td>
</tr>
<tr>
<td>04-RDY-139-STRR</td>
<td>426</td>
<td>107.7 $\pm$ 0.8</td>
<td>5.9 $\pm$ 0.8</td>
<td>9.9 $\pm$ 0.8</td>
<td>5.9 $\pm$ 0.8</td>
</tr>
<tr>
<td>03-PCM-105-MNZ</td>
<td>349</td>
<td>121.8 $\pm$ 1.4</td>
<td>6.6 $\pm$ 1.4</td>
<td>9.8 $\pm$ 1.4</td>
<td>6.6 $\pm$ 1.4</td>
</tr>
<tr>
<td>04-RDY-011-QZH</td>
<td>252</td>
<td>101.4 $\pm$ 1.5</td>
<td>7.6 $\pm$ 1.5</td>
<td>6.5 $\pm$ 1.5</td>
<td>7.6 $\pm$ 1.5</td>
</tr>
<tr>
<td>04-RDY-139-STR</td>
<td>328</td>
<td>136.6 $\pm$ 3.0</td>
<td>12.5 $\pm$ 3.0</td>
<td>14.9 $\pm$ 3.0</td>
<td>12.5 $\pm$ 3.0</td>
</tr>
<tr>
<td>04-RDY-139-STRR</td>
<td>426</td>
<td>107.7 $\pm$ 0.8</td>
<td>5.9 $\pm$ 0.8</td>
<td>9.9 $\pm$ 0.8</td>
<td>5.9 $\pm$ 0.8</td>
</tr>
<tr>
<td>03-PCM-105-MNZ</td>
<td>349</td>
<td>121.8 $\pm$ 1.4</td>
<td>6.6 $\pm$ 1.4</td>
<td>9.8 $\pm$ 1.4</td>
<td>6.6 $\pm$ 1.4</td>
</tr>
</tbody>
</table>

*a* In cases where two linear Arrhenius arrays were observed during an experiment, these values correspond to the linear Arrhenius array observed at lower temperatures. For 04-RDY-139-STR and 03-PCM-105-MNZ, we report two sets of $^2\text{Ne}$ diffusion kinetics. The first set of diffusion kinetics corresponds to the largest subset of $^2\text{Ne}$ data that forms a low-temperature linear array. The second set of diffusion kinetics corresponds to a smaller subset of the $^2\text{Ne}$ data that forms a low-temperature linear array with a better linear fit. Filled data points in Figs. S5 and S6 of Tremblay et al. [87] were used to calculate the first set of diffusion kinetics. For $^2\text{Ne}$ diffusion parameters are only shown for the high-temperature linear array if the $^2\text{Ne}$ release fraction is equivalent to the release fraction of $^3\text{He}$ making up a high-temperature linear array in the same experiment.

*b* If observed, these values correspond to the linear Arrhenius array observed at higher temperatures. For $^2\text{Ne}$ diffusion parameters are only shown for the high-temperature linear array if the $^2\text{Ne}$ release fraction is equivalent to the release fraction of $^3\text{He}$ making up a high-temperature linear array in the same experiment.

*c* Radius of a sphere with a surface to volume ratio approximately equal to that of the quartz analyzed based on measured cross-dimensions of each quartz fragment. Images of proton-irradiated quartz fragments are shown in Fig. S1 of Tremblay et al. [87].
The linear Arrhenius arrays and transition zones occur over different temperature ranges for $^3$He and $^{21}$Ne (Fig. 2.1B–2.2B). However, with the exception of sample 04-MG-080-BR the cumulative gas release fractions comprising the low-temperature linear arrays in each experiment are nearly equivalent for $^3$He and $^{21}$Ne (Fig. 2.1C–2.2C); in other words, divergence from the low-temperature linear arrays occur at the same gas release fraction, but not the same temperature, for He and Ne. Between different quartz samples, the proportion of $^3$He and $^{21}$Ne within the the low-temperature linear arrays varies greatly, ranging from 50% for HU-08-03 (Fig. 2.1C) to $> 95\%$ for QA-767-Q(1) (Fig. 2.2C). Likewise, plots of the residuals versus temperature for HU-08-03 (Fig. 2.1B) and QA-767-Q(1) (Fig. 2.2B) reveal that the temperatures ranges over which we observed linear Arrhenius behavior of $^3$He and $^{21}$Ne vary between samples. Higher-temperature linear Arrhenius arrays are well defined for $^3$He and represent as much as 20% of the cumulative gas release fraction. We report calculated diffusion parameters and sample dimensions for all experiments in Tables 2.2 and 2.3, and include $E_a$ and ln($D_0/a^2$) estimates for these second linear arrays when observed. We report a second set of $^{21}$Ne diffusion kinetic parameters for three of these experiments in which the proportions of $^3$He and $^{21}$Ne in the higher temperature linear Arrhenius arrays are equivalent (Table 2.3).

A single linear Arrhenius array was apparent in the experiment on sample UB09-4 (Fig. 2.3). More than 80% of the $^3$He and $^{21}$Ne released in the UB09-4 experiment makes up a linear Arrhenius array, with the remaining $< 20\%$ deviating from the linear trend and without ever forming a second linear array at higher temperatures (Fig. 2.3A, 2.3C). Single linear Arrhenius arrays were also observed in experiments on quartz from 03-RDY-011-QZH (Fig. S3 in Tremblay et al. [87]) and CarBZ (Fig. S7 in Tremblay et al. [87]), although there is an apparent second $^{21}$Ne linear array for CarBZ at high temperatures. The activation energies of $^3$He and $^{21}$Ne diffusion calculated for these samples are in several cases significantly lower than those calculated for the first linear Arrhenius array in experiments where two arrays were observed. To summarize, we observed two well-defined Arrhenius arrays in the He data from six of our nine experiments; in the other three experiments, we observed only a single Arrhenius array. For the Ne data, we observed two distinct arrays in three experiments, and only a single array in the other six. When we observed two arrays in the Ne data we also observed two arrays in the He data, but the reverse is not the case.

Fig. 2.4 shows the range of Arrhenius relationships we observed for $^3$He and $^{21}$Ne, both for the low-temperature linear arrays and for the high-temperature linear arrays when present. For the low-temperature arrays, $^3$He activation energies range from 73.0 to 99.8 kJ/mol and the pre-exponential factor, $D_0$, ranges from $5.9 \times 10^0$ to $1.0 \times 10^4$ cm$^2$s$^{-1}$. When observed, the second linear array at higher temperatures corresponds to $^3$He activation energies ranging from 85.2 to 106.4 kJ/mol and $D_0$ values ranging from $1.7 \times 10^{-1}$ to $3.5 \times 10^0$ cm$^2$s$^{-1}$; in most experiments, the activation energies calculated for these second arrays are indistinguishable within uncertainty from the activation energy calculated from the low-temperature arrays. $^{21}$Ne activation energies range from 95.7 to 153.8 kJ/mol and $D_0$ values range from $6.6 \times 10^{-1}$ to $3.2 \times 10^3$ cm$^2$s$^{-1}$ for the low-temperature array. For the three experiments comprising equivalent release fractions for $^3$He and $^{21}$Ne in the high-temperature linear arrays, $^{21}$Ne
activation energies range from 89.4 to 126.8 kJ/mol and D0 values range from $5.9 \times 10^{-4}$ to $7.3 \times 10^{-1} \text{ cm}^2\text{s}^{-1}$. For two of these three cases, the activation energies calculated from the high-temperature $^{21}\text{Ne}$ array are inconsistent with those calculated from the low-temperature array. The Arrhenius relationships for $^3\text{He}$ and $^{21}\text{Ne}$ reported by Shuster and Farley [22] and for $^3\text{He}$ reported by Trull et al. [23] are also plotted in Fig. 2.4 for comparison. The simple Arrhenius relationships for $^3\text{He}$ and $^{21}\text{Ne}$ calculated by Shuster and Farley [22] from step-degassing experiments on gem-quality quartz fall within the range of Arrhenius relationships characterized by the low-temperature linear arrays in our experiments. The single linear Arrhenius array observed by Trull et al. [23] is very close to the range linear $^3\text{He}$ arrays we observed at higher temperatures.

2.4.2 Natural cosmogenic $^3\text{He}$ and $^{21}\text{Ne}$ measurements

We observed two linear Arrhenius arrays in the step-degassing experiment carried out on a proton-irradiated fragment of vein quartz sample 04-RDY-139-STR (Fig. S5 of Tremblay et al. [87]). Fig. 2.5 shows the results the step-degassing experiment on an unirradiated, multi-grain quartz aliquot from sample 04-RDY-139-STR, with the results of the proton-irradiated step-degassing experiment plotted for comparison. The calculated diffusivities of cosmogenic $^3\text{He}$ at low-temperature heating steps (85% of the total cosmogenic $^3\text{He}$) are significantly lower than those of proton-induced $^3\text{He}$ diffusivities at the same temperatures. In contrast, we observed close agreement between cosmogenic and proton-induced $^3\text{He}$ diffusivities at the end of the transition zone and throughout the second, higher temperature linear Arrhenius array observed for proton-induced $^3\text{He}$ (Fig. 2.5A).

Cosmogenic and proton-induced $^{21}\text{Ne}$ diffusivities in sample 04-RDY-139-STR also overlap at higher temperatures (Fig. 2.5B). A small fraction (7%) of the total $^{21}\text{Ne}$ in the cosmogenic experiment degassed at temperatures less than 250 °C; the diffusivities calculated for these steps plot above the proton-induced $^{21}\text{Ne}$ diffusivities at the same temperatures. In principle, if $^{21}\text{Ne}$ produced by proton irradiation is diffusively equivalent to cosmic-ray-produced Ne, we should observe exactly the same diffusion kinetics in natural and proton-irradiated samples. Although this is the case in broad terms, the results of the two experiments differ in detail. As discussed above, bulk Ne isotope ratios in this sample indicate that only 70% of the total $^{21}\text{Ne}$ is cosmic-ray-produced. Differences in the release pattern of cosmogenic and a trapped atmospheric $^{21}\text{Ne}$ component in this sample could therefore potentially explain differences between the two experiments. However, as noted above, amounts of Ne released in individual heating steps in the experiment on naturally irradiated quartz were too small to accurately separate $^{21}\text{Ne}$ released in each step into cosmogenic and trapped components.

We also observed two linear Arrhenius arrays in the step-degassing experiment on a proton-irradiated quartz fragment from sample HU-08-03, a rhyolite moraine boulder from Peru (Fig. 2.1). Bulk cosmogenic $^3\text{He}$ measurements for six aliquots of unirradiated quartz from this sample yield an average cosmogenic $^3\text{He}$ concentration of 3.75 ($\pm$ 0.3) Matoms/g; results from each analysis are reported in Table S4 of Tremblay et al. [87]. We estimated
Figure 2.4: Summary Arrhenius plot of the nine quartz diffusion experiments we conducted. In (A), solid color lines correspond to the low-temperature linear arrays and dashed color lines correspond to the high-temperature linear arrays observed for $^3$He. In (B), the solid color lines correspond to the low-temperature linear arrays observed for $^{21}$Ne. Also plotted are the Arrhenius relationships for $^3$He and $^{21}$Ne diffusion in quartz reported by Shuster and Farley [22] (dashed black) and for $^3$He reported by Trull et al. [23] (dashed-dotted black). Above the Arrhenius plot, the temperature range over which diffusion experiments occur and the temperature range characterizing the Earth’s surface is shown.
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Figure 2.5: Arrhenius plots for proton-induced and cosmogenic $^{3}$He (A) and $^{21}$Ne (B) diffusion for Antarctic vein quartz sample 04-RDY-139-STR. Unfilled and grey-filled symbols represent the $\ln(D/a^2)$ values for proton-induced $^{3}$He and $^{21}$Ne. Uncertainties are equivalent to those in Fig. S4 in Tremblay et al. [87]. Here, we show with grey-filled symbols the heating steps that we used to calculate $E_a$ and $\ln(D_0/a^2)$ for the higher-temperature linear Arrhenius arrays (Tables 2.2 and 2.3). Linear regressions through these data are also shown. Green-filled symbols show the $\ln(D/a^2)$ values calculated for cosmogenic $^{3}$He and $^{21}$Ne. We propagated uncertainty in the cosmogenic $\ln(D/a^2)$ values using the same Monte Carlo approach that we used for the proton-irradiated experiments. The dashed-dotted green line in (A) shows the linear regression through the cosmogenic $^{3}$He measurements corresponding to the same steps as the proton-induced $^{3}$He measurements used to calculate $E_a$ and $\ln(D_0/a^2)$ for the higher-temperature linear Arrhenius array.

The production rate of cosmogenic $^{3}$He at this site by rescaling direct measurements of the $^{3}$He production rate in synthetic quartz targets by Vermeesch et al. [53]. To do this, we used the scaling scheme of Stone [69] as implemented in Balco et al. [54], the elevation-atmospheric pressure relationship of Balco et al. [54], and the solar variability calculations in Vermeesch et al. [53]. This yields an estimate of 1390 atoms/g/yr for the $^{3}$He production rate at the site where HU-08-03 was collected. It is difficult to evaluate the accuracy of this estimate because of uncertainties in production rate scaling between high elevations at low and high latitudes [103], so we assign a 10% uncertainty to this estimate based on the scaling uncertainty in $^{3}$He production rate estimates estimated by Goehring et al. [104]. Given this production rate, the apparent exposure age of HU-08-03 from cosmogenic $^{3}$He is 2700 ± 350 yr. The ratio of this apparent exposure age to the radiocarbon age of the moraine (12350 +200/20 yr; [90, 91]) is 0.22 ± 0.03, which indicates that if the radiocarbon age represents
the true exposure age of sample HU-08-03, 75% of the cosmogenic \(^3\)He produced during this sample’s exposure history has been diffusively lost.

### 2.4.3 Fluid and mineral inclusions

Examination of polished grain mounts provides us with a qualitative sense of the abundances and types of fluid and mineral inclusions characteristic of the quartz samples we studied in diffusion experiments. Example images from optical microscope and SEM analyses are provided in Fig. S9 of Tremblay et al. [87]. Of the three quartz samples with one linear Arrhenius array present in the step-degassing experiments, CarBZ and 03-RDY-011-QZH contain no visible fluid or mineral inclusions. Quartz fragments from sample 03-RDY-011-QZH are highly fractured, with cracks often penetrating deep into the interior of grains. UB09-4 also displays a single linear Arrhenius array, yet SEM examination revealed that quartz from UB09-4 often contains inclusions of accessory minerals like apatite, zircon, and rutile. Some quartz fragments from UB09-4 also contain linear tracks of opaque fluid inclusions visible in plain light, although these are not abundant. Of the samples exhibiting two linear Arrhenius arrays in step-degassing experiments, the abundance and type of inclusions are highly variable. Quartz fragments from samples 04-MG-080-BR and 04-RDY-139-STR are dominated by abundant trails of dark fluid inclusions. Fluid inclusions in these two samples make up a significant (although not quantified) volume of the quartz fragments. On the other hand, fluid inclusions are rare in quartz fragments from samples 98-PCM-105-MNZ, HU-08-03, and QA-767-Q, all of which exhibit two well-defined linear Arrhenius arrays in experiments. We found evidence for a fluid inclusion trail in one quartz fragment from sample HU-08-03 and occasional isolated fluid inclusions in other quartz fragments from these samples. We observed inclusions of the minerals zircon, apatite, and hornblende in quartz fragments from sample 98-PCM-105-MNZ, and numerous zircon inclusions were present in quartz from sample HU-08-03. We only found one inclusion of a feldspar in a quartz fragment of QA-767-Q.

### 2.4.4 Trace element concentrations

We report concentrations of Al, Ca, Fe, K, Li, Mg, Na, and Ti measured by ICP-OES for each of the quartz samples we conducted step-degassing experiments on in Table S5 of Tremblay et al. [87]. Mn concentrations were below the detection limit in all samples and are therefore not reported. For five of the eight samples with sufficient material, we dissolved two separate aliquots of quartz; these replicates are listed in Table S5 of Tremblay et al. [87]. Concentrations of all elements were below detection limit in two procedural blanks. All quartz samples contain measurable Al, with concentrations ranging from 15 to 650 ppm. Most quartz samples also contain measurable Li, Na, and Ti.
2.5 Discussion

Numerous mechanisms could be responsible for the complex Arrhenius behavior observed in six of our nine experiments. As we discuss below, our results suggest that anisotropy and temperature-dependent structural transformations are unlikely causes. Instead, a sample-specific property, such as radiation damage, structural defects, mineral inclusions and fluid inclusions may be responsible for the complex Arrhenius behavior. While at present we cannot definitively explain this behavior, we present a simple two-domain model that, although lacking an underlying physical mechanism, closely reproduces the observed complex Arrhenius behavior. We then use this two-domain model framework and our measurements of cosmogenic $^3$He in sample HU-08-03 to test the applicability of our laboratory-determined diffusion kinetics at Earth surface temperatures and over geologic time.

2.5.1 Complex Arrhenius behavior

The low-temperature linear Arrhenius arrays observed in our experiments broadly agree with the single linear Arrhenius arrays observed for $^3$He and $^{21}$Ne diffusion in experiments reported by Shuster and Farley [22] (Fig. 2.4). This indicates that these low-temperature arrays represent volume diffusion of $^3$He and $^{21}$Ne in our quartz samples. Below we explore potential mechanisms for producing complex Arrhenius behavior (i.e. the occurrence of, and transition between, low- and high-temperature linear arrays) for $^3$He and $^{21}$Ne observed in some of our experiments.

Anisotropy is not the likely cause of the complex Arrhenius behavior for two reasons. First, we analyzed roughly equant quartz fragments in each diffusion experiment (i.e. the aspect ratios of the respective crystallographic axes were not extreme), but complex Arrhenius behavior was only observed in some of the experiments. We would expect each quartz fragment to exhibit two linear Arrhenius arrays if the arrays corresponded to diffusion along different crystallographic directions within the quartz lattice. Second, anisotropic diffusion occurs when the energy barriers associated with different diffusion pathways differ significantly such that one pathway is preferred at low temperatures and that multiple diffusion pathways are permitted at high enough temperatures [e.g. 94]. Thus there is a temperature dependence to which diffusion pathway is taken, and this temperature dependence should be expressed in both prograde and retrograde heating cycles. Yet in all cases where the complex $^3$He behavior is observed, the diffusivities defining the second linear array correspond to both prograde and retrograde heating steps to below the transition (e.g. Fig 2.1A, 2.2A) and do not agree with the diffusivities in the preceding transition zone. Collectively, these lines of evidence are inconsistent with the hypothesis that multiple Arrhenius arrays are the result of anisotropic diffusion.

The observed temperatures of the apparent transition in $D/a^2$ also make structural transformations in quartz an unlikely cause of complex Arrhenius behavior. The only structural transformation expected to occur in quartz during the main phase of our experiments (i.e. not the final highest temperature steps) is the $\alpha$–quartz to $\beta$–quartz transformation. The $\alpha$
to β-quartz transformation occurs instantaneously at \( \sim 573 ^\circ C \) at 1 atm [105, and references therein] and likely occurs at a similar temperature in our experiments under vacuum. At temperatures preceding the α to β-quartz transformation, α–quartz experiences systematic volume expansion; after the transition, β–quartz experiences no volume expansion at temperatures below 1000 °C [106]. We thus expect a change in diffusive behavior of \(^3\)He and \(^{21}\)Ne across the α to β-quartz transformation. Yet the transition between the initial low-temperature linear array and the subsequent high-temperature array occurs at temperatures \( \leq 450 ^\circ C \) for \(^3\)He in all experiments where we observed the transition. The α–quartz to β–quartz transformation likely does affect the diffusive behavior of \(^{21}\)Ne in our experiments, since deviation from the first linear Arrhenius array generally occurs between 400 and 600 °C. Further, the Pt-Ir packets are allowed to cool during analyses in between heating steps, which means that quartz fragments undergo the instantaneous α to β–quartz transformation multiple times towards the end of the diffusion experiments. Repeated transformation between α–quartz to β–quartz may explain why second high-temperature \(^{21}\)Ne arrays consistent with \(^3\)He high-temperature arrays are not always observed. This may also explain why activation energies for high-temperature \(^{21}\)Ne arrays are inconsistent with activation energies of the low-temperature \(^{21}\)Ne arrays, in cases where high-temperature \(^{21}\)Ne and \(^3\)He agreement is observed. Ultimately, these inconsistencies in \(^{21}\)Ne behavior at or above the α to β–quartz transformation temperature indicate that only the low-temperature linear array for \(^{21}\)Ne observed in our experiments should be extrapolated to Earth surface temperatures. In future experiments, degassing most of the \(^{21}\)Ne through longer heating steps at temperatures lower than the α to β–quartz transformation temperature may result in a better resolved second linear Arrhenius array for \(^{21}\)Ne.

The fact that in most experiments we observed departures from the low-temperature Arrhenius arrays at nearly equivalent cumulative release fractions of \(^3\)He and \(^{21}\)Ne (Fig. 2.1C, 2.2C) but different temperatures for each nuclide (Fig. 2.1B, 2.2B) is significant for several reasons. In addition to the arguments above about anisotropy and the α to β–quartz transformation, this observation indicates that the \(^3\)He diffusivity transition is not due to a material property change. Otherwise, diffusivities of both nuclides would be expected to deviate from linear Arrhenius behavior at a common temperature. Further, the relationship between low-temperature Arrhenius arrays and cumulative release fractions suggests that the patterns of \(^3\)He and \(^{21}\)Ne diffusive behavior are controlled by a common mechanism at temperatures \(< 573 ^\circ C\). Since this behavior is not observed in all experiments, and the cumulative gas fraction comprising the first linear arrays varies between experiments, this behavior must be controlled by a sample-specific property such as radiation damage, mineral inclusions, fluid inclusions, or structural defects. We discuss each of these sample-specific properties and its potential link with diffusive behavior below.

The diffusion kinetics of noble gases in quartz may be influenced by natural radiation damage, due to U and Th present either in the quartz itself or in surrounding or included accessory minerals, or by damage associated with proton irradiation. With regards to the latter, Shuster and Farley [22] calculated slightly different \(^3\)He and \(^{21}\)Ne diffusion parameters in experiments on two fragments of the same quartz sample irradiated with different proton en-
energies and fluences; the fragment experiencing the higher proton dose exhibits slightly greater $^3$He and $^{21}$Ne retentivity. We did not irradiate individual samples with different proton doses and therefore cannot evaluate whether the proton irradiation influenced the diffusion kinetics inferred from linear Arrhenius arrays. However, the results of our stepwise degassing experiment on non-irradiated quartz fragments from sample 04-RDY-139-STR clearly demonstrate that complex Arrhenius behavior is not an artifact of the proton irradiation. For cosmogenic $^3$He, we observed significantly lower apparent diffusivities at temperatures corresponding to the low temperature linear Arrhenius array in the proton-irradiated experiment, consistent with diffusive loss over this sample’s exposure history at subzero temperatures in Antarctica. In contrast, we find excellent agreement between apparent diffusivities of cosmogenic and proton-induced $^3$He corresponding to the high temperature linear Arrhenius array (Fig. 2.5A). This has two important implications. First, that the high-temperature array in proton-irradiated quartz is also present in the diffusive behavior of non-irradiated quartz and is thus not an artifact of the irradiation. Second, given likely mean annual temperatures at this elevation in the southern Transantarctic Mountains near $-40$ °C, we expect significant diffusive loss of $^3$He based on the low-temperature Arrhenius array, but insignificant ($< 5\%$) loss based on the high-temperature Arrhenius array. This observation may indicate that $^3$He, and by inference $^{21}$Ne, are hosted in two separate reservoirs in quartz characterized by the diffusion parameters calculated for each linear Arrhenius array. We explore this possibility in a two-domain model constructed below.

At relatively low doses, the accumulation of natural radiation damage is known to increase He retentivity in minerals like apatite [96, 97, 107] and zircon [98], and cathodoluminescence and electron paramagnetic resonance (EPR) analyses demonstrate that $\alpha$-particles produced by U and Th decay induce structural defects in quartz, in particular silicon vacancies and peroxy linkages [108, 109]. If damage induced by natural radiation influences noble gas diffusion in quartz, as it does in apatite and zircon, we expect this damage to have similar effects on cosmogenic and proton-induced noble gas diffusion in quartz. This is because natural radiation damage, unlike damage produced during proton irradiation, will accumulate in quartz on geologic timescales, presumably starting long before quartz samples are exposed to cosmic rays at the Earth’s surface. That the quartz fragments we analyzed come from geologic samples with vastly different ages, from Precambrian metamorphic rocks to Miocene volcanics, indicates that these samples likely have very different amounts of natural radiation damage. To assess this more directly, we calculated the amount of $^4$He present in each sample prior to proton irradiation (Table S6 in Tremblay et al. [87]) by simply subtracting the proton-induced $^4$He from the total observed $^4$He by assuming a production $^4$He/$^3$He ratio of $\sim 8.5$ and that all observed $^3$He is proton-induced [e.g. 22]. Assuming that most of the inherent $^4$He is radiogenic and therefore a proxy for the amount of radiation damage accumulated, we find no correlation between complex Arrhenius behavior and radiation damage, nor do we find an obvious relationship between the diffusion parameters for the first linear Arrhenius array and radiation damage. Additionally, the concentrations of $^4$He in the two quartz fragments from sample QA-767-Q vary by a factor of seven, but the results of the two diffusion experiments are remarkably consistent. We realize, however, that
the concentration of $^4$He in our quartz samples is a non-ideal proxy for radiation damage, since $^4$He experiences diffusive loss from quartz at Earth surface temperatures and because non-radiogenic $^4$He may also be present in these samples. In the future, measuring U and Th concentrations in quartz samples analyzed in diffusion experiments should provide a more robust measure of the effects of radiation damage on noble gas diffusion kinetics.

In addition to radiation-induced damage, numerous point defects, dislocations or line defects, and twinning boundaries have been commonly identified in naturally occurring quartz [e.g. 110] that may influence noble gas diffusive behavior. We observed no systematic correlation between the concentrations of any trace element commonly associated with point defects and the observation of one or two linear Arrhenius arrays in step-degassing experiments (Table S5 in Tremblay et al. [87]). Likewise, we observed no systematic correlation between trace element concentration and the fraction of $^3$He and $^{21}$Ne represented by the low-temperature linear Arrhenius arrays when two arrays were observed. While these observations indicate that point defects commonly associated with trace elements in quartz do not likely contribute to the observed complexity in noble gas diffusion, there are a number of point defects in quartz not associated with trace elements that we have not attempted to identify or evaluate here, including peroxy linkages, oxygen vacancies, silicon vacancies, and non-bridging oxygen holes. Additionally, we have not attempted to quantify the density of line or plane defects in our quartz samples. A series of inward diffusion experiments provide evidence for fast-path diffusion of noble gases in quartz, either by edge/screw dislocations [111, 112] or via isolated nanopores ranging in size from 10 to 15 nm [84]. When considered in the context of our step-degassing experiments, these experimental results point to the possibility that line and plane defects that do not intersect the boundaries of a quartz grain act as noble gas sinks, similar to how radiation damage in apatite creates pockets or traps where He can accumulate [96, 97]. Thus structural defects in quartz remain a strong potential candidate for explaining the complex diffusive behavior of $^3$He and $^{21}$Ne observed in our experiments.

Fluid and mineral inclusions in the quartz samples we analyzed are highly variable and do not correlate systematically with complex Arrhenius behavior. Many of the quartz samples displaying such complexity contain accessory minerals like zircon and apatite. When present, accessory mineral inclusions are smaller than 20 $\mu$m in diameter and do not make up a significant volume of the quartz fragments, which are generally 200 $\mu$m in diameter or larger (Fig. S9 in Tremblay et al. [87]). Because spallogenic $^3$He and $^{21}$Ne are produced in these accessory mineral inclusions during proton irradiation at rates similar to production rates in the quartz matrix[e.g. 88], they constitute an insignificant fraction of the total $^3$He and $^{21}$Ne abundances and therefore cannot account for the volume of gas associated with the higher-temperature array sometimes observed. Further, apatite, zircon, and rutile inclusions are common in quartz fragments from sample UB09-4, which only exhibited one linear Arrhenius array.

Visible fluid inclusions 5-15 $\mu$m in diameter occurred in the quartz analyzed by Trull et al. [23]. The $^3$He diffusion parameters those authors calculated agree well with the $^3$He diffusion parameters we calculated for the high-temperature linear Arrhenius arrays, indicating that
fluid inclusions may be responsible for complex Arrhenius behavior. We found evidence for fluid inclusions in at least one quartz fragment for all of the samples that exhibited complex Arrhenius behavior. However, the abundance of fluid inclusions varies significantly amongst these quartz samples. While fluid inclusion trails make up a significant volume of the quartz fragments in two of the samples (Fig. S9B,C in Tremblay et al. [87]), fluid inclusions are rare and isolated in other quartz samples exhibiting complex Arrhenius behavior (Fig. S9D,F,G,H in Tremblay et al. [87]). Given that fluid inclusions in our quartz samples are almost always smaller than 10 $\mu$m, it seems unlikely that sufficient abundances of $^3$He and $^{21}$Ne were produced in fluid inclusions to constitute the higher temperature linear Arrhenius arrays observed in the samples with rare fluid inclusions. Additionally, we observed no correlation between complex Arrhenius behavior and concentrations of Ca, K, Mg, or Na, elements that are often concentrated in fluid inclusions [e.g. 101]. An important caveat is that the composition of the fluid inclusions dictates the partition coefficient of $^3$He and $^{21}$Ne between the fluid inclusions and quartz, and the specific compositions of the fluid inclusions in the quartz samples we analyzed are unknown. Thus fluid inclusions remain a viable potential contributor to the complex Arrhenius behavior observed in some experiments.

### 2.5.2 Comparison with results from Shuster and Farley (2005)

Shuster and Farley [22] conducted step-degassing experiments on gem-quality quartz from Brazil that exhibited single linear Arrhenius arrays for both $^3$He and $^{21}$Ne. Shuster and Farley [22] did not measure a large fraction of the $^{21}$Ne present in their irradiated quartz aliquots in the step-degassing portion of their experiments ($\sim$40% for the high-dose experiment and 10% for the low-dose experiment). Additionally, there is a slight deviation from the linear Arrhenius array for $^{21}$Ne at the end of their low-dose experiment similar to the transition zone described in our experiments. From these two observations one can speculate that Shuster and Farley [22] may have observed complex diffusion behavior of $^{21}$Ne if they had continued measuring $^{21}$Ne in the step-heating portion of their experiment. However, we do not think that this methodological difference is responsible for the differences between their results and the results presented here, for in both of their experiments Shuster and Farley [22] completely degased helium during the step-heating portion of their experiments and did not observe any deviation from a linear array.

CarBZ, a different Brazilian gem-quality quartz sample analyzed here, likewise exhibited a single linear Arrhenius array. However, the final $\sim$40% of gas released in the experiment on CarBZ deviates from the linear Arrhenius array, and the Arrhenius parameters calculated from this array suggest much greater $^3$He and $^{21}$Ne diffusivity for CarBZ than the sample analyzed in Shuster and Farley [22]. The differences in diffusion kinetics and behavior between these two gem-quality samples, both of which lack fluid and mineral inclusions, supports the hypothesis that these differences are caused by inter-sample variability in material properties—specifically radiation damage and/or structural defects—that are not quantitatively measured here. Unfortunately, we do not have sufficient material from the sample analyzed in Shuster and Farley [22] to test this hypothesis.
2.5.3 Two-domain model for $^3$He diffusion in quartz

Although we have not identified a mechanistic explanation for the complex diffusive behavior of proton-induced $^3$He and $^{21}$Ne in quartz, our step-degassing experiment on the naturally irradiated aliquot of quartz sample 04-RDY-139-STR clearly demonstrates that the mechanism driving complex behavior influences cosmogenic noble gas retention over geologic time. Deviations from simple Arrhenius linearity similar to those observed in our experiments are often observed for Ar in feldspars. This led to the development of multiple diffusion domain (MDD) theory, whereby the non-linearity is explained by the systematic exhaustion of sub-grain domains with unique diffusion kinetics [e.g. 113, 114]. Lacking a mechanistic model, we took a similar approach and used the sample-specific diffusion parameters for the low and high temperature linear Arrhenius arrays to construct a simple two-domain diffusion model for noble gas diffusion in each quartz sample exhibiting two linear arrays. Like MDD models, these empirical models assume that the quartz fragments analyzed contain two, non-interacting domains that each make up a fraction of the total quartz fragment volume in which $^3$He and $^{21}$Ne can reside. Domain 1 refers to the lower retentivity domain characterized by the diffusion parameters of the low-temperature linear Arrhenius array from each diffusion experiment; domain 2 refers to the high retentivity domain characterized by the diffusion parameters of the higher-temperature linear Arrhenius arrays when observed. The fact that we observe divergence from the low-temperature Arrhenius array at the same cumulative gas release fraction for both He and Ne implies that the same two-domain model is appropriate for both noble gases. However, as discussed above, we are less likely to have accurately quantified the diffusion kinetics of the higher-temperature domain for Ne, so we only construct these models using the $^3$He diffusion kinetics from our experiments. Because the $^{21}$Ne diffusion kinetics for the low-temperature domain imply complete retention at Earth surface temperatures in most quartz samples, these models are less relevant to the interpretation of $^{21}$Ne abundances in natural samples (see below).

In the two-domain model, the proportion of $^3$He in each domain is allowed to vary, and diffusivities are calculated for the same heating schedule as used in the proton-irradiated experiment using the equations outlined by Fechtig and Kalbitzer [82]. We determined the proportion of $^3$He in each domain that best agreed with the experimental data by calculating a misfit statistic $M$:

$$M = \frac{1}{n} \sum_{j=1}^{n} \left( \frac{f_{p,j} - f_{m,j}}{\sigma} \right)^2$$

(2.1)

where $f_{p,j}$ is the modeled cumulative release fraction of $^3$He at heating step $j$, $f_{m,j}$ is the cumulative release fraction of $^3$He during heating step $j$ in the experiment, $\sigma$ is the mean uncertainty in the cumulative release fractions of $^3$He determined from the Monte Carlo simulation, and $n$ is the number of steps in each heating schedule. Modeled diffusivities for $^3$He using the domain proportions that minimized this misfit statistic are shown in Arrhenius space for samples HU-08-03 and QA-767-Q(1) in Fig. 2.6 and in Fig. S10 in Tremblay et al. [87] for the other four experiments exhibiting complex Arrhenius behavior. The two-domain
Figure 2.6: Arrhenius plots of the two-domain models for $^{3}$He diffusion in quartz samples HU-08-03 (A) and QA-767-Q(1) (B). The results of the diffusion experiment on proton-irradiated quartz fragments corresponding to Figs. 3.1A and 3.2A are shown for comparison with the two-domain model (blue circles). The proportion of gas apportioned to the two domains minimized the misfit statistic $M$ discussed in Eq. (2.1). For HU-08-03 (A), the two-domain model predicts that 81% of the $^{3}$He resides in domain 1, with the remaining 19% populates domain 2. For QA-767-Q(1) (B), only 1% of the $^{3}$He is expected to be hosted in domain 2.

models reproduce the two linear Arrhenius arrays observed in experiments as expected, but generally differ from the steps in the experiment corresponding to the transition zone. The amount of gas apportioned to domain 1 ranges from 75% to 99% (Table S7 in Tremblay et al. [87]), which in each of the diffusion experiments corresponds well with the low-temperature linear Arrhenius array and a portion of the transition zone. For the remaining discussion we continue to use the two-domain model framework, recognizing that a model with stronger mechanistic underpinnings is important for future work.

### 2.5.4 Implications for He and Ne retentivity in quartz

The nine diffusion experiments we conducted on a variety of quartz samples demonstrate that both the diffusion kinetics and diffusive behavior of $^{3}$He and $^{21}$Ne in quartz are quite variable. This implies that retentivity of cosmogenic $^{3}$He and $^{21}$Ne at Earth surface temperatures can vary significantly as well. Fig. 2.7 shows expected variation in cosmogenic $^{3}$He and $^{21}$Ne retentivity during an example continuous exposure history given the $^{3}$He and $^{21}$Ne diffusion parameters calculated from each diffusion experiment. To highlight the effect of
apparent MDD-like behavior of $^3$He observed in some experiments on cosmogenic $^3$He retention during surface exposure, we show separate retentivity curves for He diffusion parameters inferred from the two separate linear Arrhenius arrays (Fig. 2.7A). He diffusion parameters calculated for the low-temperature linear Arrhenius arrays imply that all quartz samples analyzed will experience significant diffusive loss of cosmogenic $^3$He even at subzero surface exposure temperatures, which is consistent with the conclusions of Shuster and Farley [22]. However, the diffusion parameters of the high-temperature linear Arrhenius arrays indicate nearly complete retention of $^3$He in the postulated high-retentivity domain at temperatures near or well above 0 °C in large quartz grains. This contrast is important for potential applications of cosmogenic $^3$He in quartz to exposure-dating and paleothermometry [68], as a two-domain model predicts partial retention of cosmogenic $^3$He over a wider range of temperatures and exposure times than either domain by itself.

Figure 2.7: Helium (A) and neon (B) retentivity in quartz. The curves show threshold temperatures above which < 95% retention would occur in quartz as a function of diffusive lengthscale for isothermal simultaneous production and diffusion over 50,000 years, calculated after Wolf et al. [37]. For $^3$He (A), the threshold temperature-diffusive lengthscale relationship is shown for the diffusion kinetics calculated for both the low temperature (solid) and high temperature (dashed) linear Arrhenius arrays when observed in diffusion experiments. Retentivity curves for $^3$He in quartz samples UB09-4 and CarBZ plot below the temperature range shown. For $^{21}$Ne (B), retentivity curves are only shown for the first linear Arrhenius array observed in diffusion experiments.
The variability we observed in $^{21}$Ne diffusion kinetics among samples is less important from the perspective of cosmogenic $^{21}$Ne retention at Earth surface temperatures, because in nearly all cases the experimental results predict that > 95% of cosmogenic $^{21}$Ne produced in quartz will be retained at temperatures < 40 °C for diffusion domain radii > 500 µm (Fig. 2.7B). $^{21}$Ne retentivities are shown using only the diffusion parameters of the low-temperature linear Arrhenius arrays; diffusion parameters for the high-temperature array in three experiments imply even greater retention. Given that temperatures consistently exceeding 40 °C occur in very few places on Earth, our experiments indicate that cosmogenic $^{21}$Ne will generally be quantitatively retained in quartz over geologic time. This is consistent with the results of Shuster and Farley [22] and numerous measurements of cosmogenic $^{21}$Ne exposure ages in quartz that agree with exposure ages determined using other cosmogenic radionuclides [e.g. 30, 70, 115]. In the most qualitative sense, this interpretation is also consistent with the Ne diffusion kinetics estimated from the inward diffusion experiments conducted by Cherniak et al. [20]; however, they calculated diffusion parameters that predict Ne diffusivities six orders of magnitude lower than the most retentive quartz sample we analyzed. As mentioned previously, the very small length scales over which inward diffusion experiments like those of Cherniak et al. [20] are conducted avoid the physical heterogeneities in quartz that—as our experiments demonstrate—can significantly influence the net, grain-scale diffusion of noble gases from natural quartz that we are ultimately interested in quantifying.

Importantly and in contrast to the experiments of Cherniak et al. [20], some of the experiments we conducted imply that quantitative retention of cosmogenic $^{21}$Ne does not always occur at moderately high surface temperatures. For example, the experiments on quartz samples 03-RDY-011-QZH and UB09-4 predict that, at temperatures of 20–40 °C, detectable diffusive loss of cosmogenic $^{21}$Ne will occur over short exposure times and significant diffusive loss will occur after $10^6 - 10^7$ yr of exposure. The activation energy estimated by Niedermann et al. [86] for $^{21}$Ne diffusion in quartz of 90 ± 10 kJ/mol agrees with those calculated from the experiments on 03-RDY-011-QZH and UB09-4 within uncertainty and predicts similar diffusive behavior at relatively high surface temperatures. This variability in $^{21}$Ne diffusion kinetics is potentially important in interpreting old apparent exposure ages inferred from cosmogenic $^{21}$Ne concentrations in quartz in hot environments [e.g. 65].

The variability in $^3$He and $^{21}$Ne retentivity inferred from our diffusion experiments and from previous estimates of $^3$He and $^{21}$Ne diffusivities in quartz from step-degassing measurements [22, 23, 86] indicates that sample-specific diffusion parameters are required to quantitatively apply the open-system behavior of these nuclides to geologic problems. Our results predict that quartz grains in rocks sharing a common exposure duration and temperature but characterized by different diffusion kinetics can contain significantly different abundances of cosmogenic noble gases. Thus if we measure the abundances of cosmogenic noble gases in quartz from a geologic sample, we may come to drastically different inferences about the exposure duration and/or mean exposure temperature of that sample depending on the set of diffusion kinetics we assume. We illustrate this point below with measurements of cosmogenic $^3$He in sample HU-08-03.
2.5.5 Geologic applicability of laboratory-determined diffusion kinetics

To test whether our laboratory-determined diffusion kinetics for $^3$He accurately quantify cosmogenic $^3$He diffusion under natural conditions, we compare the measured concentration of cosmogenic $^3$He in quartz sample HU-08-03, a rhyolitic moraine boulder adjacent to the Quelccaya ice cap in Peru, with the concentration predicted from our step-degassing experiments. As previously mentioned, the exposure age of this sample is independently known from radiocarbon dating of the moraine, as well as cosmogenic $^{10}$Be analysis of the same boulder and adjacent boulders, to be $12350 \pm 200/-20$ yr [90, 91]. In Fig. 2.8A, we predict cosmogenic $^3$He retention as a function of exposure time and isothermal holding temperatures using the laboratory-determined diffusion parameters for HU-08-03, the average grain size of the quartz analyzed for cosmogenic $^3$He ($a = 300 \, \mu m$), and two models. In one model, we only use He diffusion kinetics represented by the low-temperature linear Arrhenius array. In the other model, we assume $^3$He occupies two domains and use the diffusion kinetics and relative domain proportions from fitting a two-domain model to the experimental data (Fig. 2.6A). For the one-domain model, the measured cosmogenic $^3$He retention is consistent with a holding temperature of $-5 \, ^\circ C$, whereas the two-domain model implies a holding temperature in the range 1–5 $^\circ C$.

In order to quantify daily and annual fluctuations in local temperature and calculate an effective exposure temperature for the sample, we obtained hourly and monthly air temperature measurements from a USCRN-compatible weather station at Quelccaya ice cap for the period 2007–2013 from Doug Hardy of the University of Massachusetts Amherst and corrected temperatures for the elevation difference between the weather station and moraine using a local lapse rate determined from NCEP reanalysis data [116]. This calculation accounts for the fact that diffusivity is an exponential function of temperature and that therefore the effective temperature—corresponding to the mean diffusivity experienced by the quartz sample over these short-term temperature oscillations—is higher than the mean temperature. Because of the daily and annual temperature amplitudes at this low-latitude site, the effective exposure temperature we calculated of 1 $^\circ C$ is very close to the mean annual temperature (MAT) of $\sim0.1 \, ^\circ C$. This also means that the effective temperature calculated using the diffusion parameters for the low and high-temperature linear Arrhenius arrays observed in the diffusion experiment on HU-08-03 are indistinguishable. Fig. 2.8A shows that if we assume an effective exposure temperature of 1 $^\circ C$ applies for the entire exposure history of this sample, we find that the one domain approach predicts significantly lower $^3$He retention than observed. The two-domain model, on the other hand, predicts $^3$He retention indistinguishable from the observed retention. We suggest that the effective exposure temperature used in this calculation is a minimum estimate, since we have not accounted for the effect of radiative heating of the sample surface on daily temperature amplitudes, nor have we accounted for evidence that temperatures at Quelccaya ice cap were warmer during the mid-Holocene [117]. Nonetheless, this result provides two important insights about the geologic applicability of our diffusion experiments and two-domain models. First,
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Figure 2.8: Retention of cosmogenic $^3$He in sample HU-08-03, calculated from $^3$He measurements on seven quartz aliquots. The known radiocarbon age for the moraine on which this sample was collected is $12350 \pm 200/-20$ yr [90, 91]. In (A), the observed cosmogenic $^3$He retention is compared to the predicted evolution of $^3$He retention using the laboratory-determined diffusion parameters for HU-08-03 for different isothermal holding temperatures, calculated after Wolf et al. [37]. $^3$He retention evolution curves are calculated using the diffusion parameters for only the low-temperature linear Arrhenius array (dotted) and the diffusion parameters for both linear Arrhenius arrays using the two-domain model (solid). In (B), the observed cosmogenic $^3$He retention is compared to the predicted evolution of $^3$He retention using the laboratory-determined diffusion parameters from all experiments for an isothermal holding temperature of 1 °C, the effective exposure temperature at the moraine today. For experiments in which complex Arrhenius behavior was observed, the two-domain model is shown. The $^3$He retention curve for the diffusion parameters reported by Shuster and Farley [22] is also shown.

it demonstrates that solely considering the diffusion parameters for the low-temperature linear Arrhenius arrays in our experiments does not adequately quantify the diffusive behavior of cosmogenic $^3$He at the grain scale. Second, it indicates that although not framed by a physical mechanism, the two-domain model based on laboratory diffusion kinetics accurately simulates the diffusive loss of cosmogenic $^3$He in a geologic setting.

In Fig. 2.8B, we use the same approach for modeling retention to highlight the importance of sample-specific diffusion kinetics for quantitative prediction of cosmogenic $^3$He retention in geologic settings. We calculate $^3$He retention using diffusion parameters from each of our nine diffusion experiments as well as that of Shuster and Farley [22]. As with the comparison in Fig. 2.8A, the effective exposure temperature is not sensitive to the diffusion parameters used in its calculation at this location; therefore we model $^3$He retention for an effective exposure
temperature of 1 °C using each set of diffusion parameters. In experiments where we observed complex Arrhenius behavior, we used the two-domain model fit to the experimental results. For the known exposure age of \( \sim 12.4 \) ka, we find that most calculated retention curves, including that implied by Shuster and Farley [22], disagree with measured cosmogenic \(^3\text{He}\) retention. This result, in combination with the results shown in Fig. 2.8A, demonstrates the importance of obtaining sample-specific diffusion kinetics for geologic applications. Further, this result confirms that simply applying the \(^3\text{He}\) diffusion parameters reported by Shuster and Farley [22] to quartz is in this case inappropriate.

### 2.6 Conclusions

A series of nine diffusion experiments on proton-induced \(^3\text{He}\) and \(^{21}\text{Ne}\) in quartz reveal that \(^3\text{He}\) and \(^{21}\text{Ne}\) exhibit variable and complex diffusive behavior in different natural quartz samples. We hypothesize that sample-specific features such as radiation damage, defects, or inclusions control the diffusive behavior we observed, although we were not able to identify a clear correlation between diffusion kinetics and any easily observable physical property of the samples. Measurements of cosmogenic \(^3\text{He}\) and \(^{21}\text{Ne}\) in some of the same samples demonstrate that complex diffusive behavior observed for proton-induced \(^3\text{He}\) and \(^{21}\text{Ne}\) is not an artifact of producing these nuclides via proton irradiation and needs to be accounted for in geologic applications. Identifying what controls complex and variable diffusive behavior of noble gases in quartz and developing mechanism-based diffusion models is thus an important direction for future research. To a first order, the \(^3\text{He}\) and \(^{21}\text{Ne}\) diffusion kinetics we observed in quartz are consistent with previous experiments and empirical observations suggesting that cosmogenic \(^3\text{He}\) will experience significant diffusive loss from quartz on timescales > \(10^3\) yr even at subzero temperatures, while cosmogenic \(^{21}\text{Ne}\) will be quantitatively retained at nearly all Earth surface temperatures for > \(10^6\) years. Importantly, the results presented here facilitate quantitative applications of these phenomena in determining both paleotemperatures and exposure durations from cosmogenic \(^3\text{He}\) and \(^{21}\text{Ne}\) concentrations.
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Chapter 3

Neon diffusion kinetics and implications for cosmogenic neon paleothermometry in feldspars


3.1 Abstract

Observations of cosmogenic neon concentrations in feldspars can potentially be used to constrain the surface exposure duration or surface temperature history of geologic samples. The applicability of cosmogenic neon to either application depends on the temperature-dependent diffusivity of neon isotopes. In this work, we investigate the kinetics of neon diffusion in feldspars of different compositions and geologic origins through stepwise degassing experiments on single, proton-irradiated crystals. To understand the potential causes of complex diffusion behavior that is sometimes manifest as nonlinearity in Arrhenius plots, we compare our results to argon stepwise degassing experiments previously conducted on the same feldspars. Many of the feldspars we studied exhibit linear Arrhenius behavior for neon whereas argon degassing from the same feldspars did not. This suggests that nonlinear behavior in argon experiments is an artifact of structural changes during laboratory heating. However, other feldspars that we examined exhibit nonlinear Arrhenius behavior for neon diffusion at temperatures far below any known structural changes, which suggests that some preexisting material property is responsible for the complex behavior. In general, neon diffusion kinetics vary widely across the different feldspars studied, with estimated activation energies ($E_a$) ranging from 83.3 to 110.7 kJ/mol and apparent pre-exponential factors ($D_0$) spanning three orders of magnitude from $2.4 \times 10^{-3}$ to $8.9 \times 10^{-1}$ cm$^2$s$^{-1}$. As a consequence of this variability, the ability to reconstruct temperatures or exposure durations...
from cosmogenic neon abundances will depend on both the specific feldspar and the surface temperature conditions at the geologic site of interest.

3.2 Introduction

In noble gas thermochronometry, the thermal histories of geologic materials are inferred from the concurrent production and thermally-activated diffusion of noble gases. These thermal histories can be used to understand geologic processes occurring over a vast range of temperatures and timescales, from erosion-driven exhumation of rocks over millions of years [e.g. 118, and references therein] to near instantaneous high-temperature impact events [e.g. 119–121]. Feldspar minerals are frequently utilized for noble gas thermochronometry because they are abundant in silicic rocks and have compositions that permit high noble gas production rates from both radioactive decay (radiogenic noble gases) and in situ nuclear interactions with secondary cosmic-ray particles (cosmogenic noble gases). Since its development nearly half a century ago, feldspar $^{40}\text{Ar}/^{39}\text{Ar}$ thermochronometry, which utilizes the production and diffusion of radiogenic $^{40}\text{Ar}$, has been extensively used to study crustal and surface processes both on Earth [e.g. 122, 123] and other planetary bodies [e.g. 33, 124]. More recently, cosmogenic argon in feldspars has been used to reconstruct planetary surface temperatures [e.g. 125]. Cosmogenic neon in feldspars can, in theory, also be used for surface temperature thermochronometry [68, 126]. If neon is quantitatively retained in feldspars at planetary surface temperatures, cosmogenic neon measurements can also be used to determine surface exposure durations [e.g. 29].

The production and diffusion systematics of a particular noble gas–mineral pair must be known for thermochronometric or geochronologic applications. Here, we focus on empirical quantification of neon diffusion kinetics in feldspars, with the goal of examining whether cosmogenic neon can be used for surface paleothermometry [68]. The only existing constraints on neon diffusion in feldspars were reported by Gourbet et al. [21], who examined the diffusion kinetics of neutron-induced $^{22}\text{Ne}$ in three alkali feldspars through stepwise degassing experiments. Orthoclase and Ca-rich anorthoclase exhibited relatively simple neon diffusion behavior expressed as a linear relationship between the logarithm of diffusivity and inverse temperature (although the linearity of the orthoclase experiment has been questioned [127]), while Fish Canyon Tuff sanidine did not. The range in Arrhenius diffusion parameters (activation energy, $E_a$, and pre-exponential factor, $D_0$) calculated by Gourbet et al. [21] suggest that neon can be quantitatively retained at Earth surface temperatures over millions of years, in the case of the orthoclase studied, or diffusively lost on thousand year timescales, in the case of anorthoclase and sanidine.

Several questions remain from these initial experiments reported by Gourbet et al. [21] that we aim to address. First, what is the kinetics of neon diffusion in plagioclase feldspars? Gourbet et al. [21] studied three alkali feldspars; no experimental work has quantified the kinetics of neon diffusion in plagioclases. To fill this gap, we present results from stepwise degassing experiments on three plagioclase feldspars. We also discuss results from a stepwise
degassing experiment on an endmember plagioclase feldspar from lunar sample 76535 [126].

Second, how do the kinetics and behaviors of neon and argon diffusion compare? In contrast to neon, there is a vast literature exploring the kinetics of argon diffusion in feldspars. Some of the earliest studies examining argon in geologic materials [e.g. 128–131] found evidence for complex diffusion behavior in feldspars, which has been observed numerous times since [e.g. 95, 114, 132, 133, and references therein]. The origin and significance of complex argon diffusion behavior, which is observed as both nonlinear Arrhenius arrays and age spectra with multiple plateaus, has been discussed at length. Multiple diffusion domain (MDD) theory [113, 134, 135] posits that complex diffusion behavior results from argon diffusing from multiple, non-interacting subgrain domains of different sizes that are stable both during the geologic history and laboratory heating of a feldspar. Others have suggested that complex argon diffusion behavior may also arise due to structural modifications, microtextural development, fluid alteration, or some combination therein [e.g. 95, 136–140]. In these cases, the timing of various mineralogical changes with respect to the thermal history of a feldspar matter greatly to the interpretation of complex argon diffusion behavior.

For planetary surface paleothermometry using cosmogenic neon, any subgrain alteration during the geologic history of a feldspar will have occurred at higher temperatures than those of interest, but will likely still affect the kinetics of neon diffusion at low temperature. It is thus important to distinguish complex neon behavior due to any existing crystallochemical heterogeneities from that resulting from potential structural changes during laboratory heating. In previous work on noble gas diffusion in quartz [87], we made this distinction by examining diffusion of both helium and neon in the same aliquots. If structural alteration during laboratory heating changes diffusion kinetics, we would expect deviations from a linear Arrhenius array to occur at a common temperature for both noble gases. On the other hand, if some stable subgrain property is responsible for complex diffusion behavior, then we anticipate the temperature at which deviation from Arrhenius linearity occurs to differ for different noble gases.

In a similar manner, in this work we present neon stepwise degassing experiments on a subset of the feldspars for which Cassata and Renne [95] conducted argon stepwise degassing experiments. Cassata and Renne [95] argued that a combination of temperature-dependent structural transitions and the presence of multiple diffusion domains caused deviations from linear Arrhenius behavior in their experiments. Here, we designed our experiments such that the majority of the neon present was released at temperatures lower than those used by Cassata and Renne [95] to characterize argon diffusion. As a result, all deviations from linear Arrhenius behavior interpreted by Cassata and Renne [95] to be a result of structural transitions should be absent from our neon experiments, if their interpretation is correct. We also examined feldspars that exhibit linear Arrhenius behavior for argon diffusion to determine whether simple diffusion behavior is also observed for neon. If simple diffusion behavior is observed for both noble gases in a particular feldspar, it suggests that there is a single diffusion domain with a single diffusion lengthscale, which may equal the physical grain size of the aliquots analyzed. In these cases, our experimental results and those of Cassata and Renne [95] can be compared with theoretical calculations of argon and neon.
diffusivities.

In addition to addressing the questions outlined above, we use our experimentally-determined diffusion kinetics to model the sensitivity of cosmogenic neon diffusion to temperature and exposure duration amongst different feldspars. We use the modeled sensitivities to evaluate the potential for using cosmogenic neon in feldspar to constrain past planetary surface temperatures.

### 3.3 Methods

We conducted neon stepwise degassing experiments on a suite of feldspar that span the full range of feldspar compositions from orthoclase to anorthite. Brief sample descriptions including compositions are provided in Table 3.1; for more detailed information, see Cassata and Renne [95] and references therein. Samples were irradiated with a 220 MeV proton beam for 5 hours at the Francis H. Burr Proton Therapy Center at the Massachusetts General Hospital. Numerous grains from a given sample were packed together into an Sn foil in order to balance ejection of proton-induced Ne with implantation [e.g. 88]. These Sn foils were packaged into HDPE capsules (9.4 mm in diameter, 3.0 mm in height), which were stacked into quartz tubes to form a ~500 mm long cylindrical target; the approximate range of 220 MeV protons in HDPE is 300 mm. A 100 µm thick Pb foil in front of the target stack, in conjunction with the target stack itself, defocuses and scatters the proton beam intensity in attempt to evenly distribute the cross-section flux [88, 141]. The target was flipped halfway through the irradiation to ensure Ne production in both ends of the target stack despite proton energy dissipation; the feldspars examined here were located within 150 mm of either end of the target stack. Sample temperatures do not exceed 45 °C during irradiation [22]. Proton irradiation of the feldspars examined here took place in April 2013 with a total proton fluence of \( \sim 8.5 \times 10^{15} \text{ } \text{p/cm}^2 \), which was measured during irradiation by a thin foil transmission ionization chamber in front of the beam aperture.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Description</th>
<th>Phase</th>
<th>Composition</th>
</tr>
</thead>
<tbody>
<tr>
<td>BMk</td>
<td>Granitic pegmatite, Benson Mines, NY USA</td>
<td>Orthoclase</td>
<td>0 3 97</td>
</tr>
<tr>
<td>FCs</td>
<td>Rhyolitic ignimbrite, Fish Canyon Tuff, CO USA</td>
<td>Sanidine</td>
<td>1 27 72</td>
</tr>
<tr>
<td>GSs</td>
<td>Rhyolitic ash, Gulf of Salerno, Italy</td>
<td>Sanidine</td>
<td>3.7 31 66</td>
</tr>
<tr>
<td>SURTp</td>
<td>Basaltic lava, Surtsey, Iceland</td>
<td>Labradorite</td>
<td>60 40 0.8</td>
</tr>
<tr>
<td>OREGp</td>
<td>Basaltic lava, Plush, OR USA</td>
<td>Labradorite</td>
<td>64 35 0.7</td>
</tr>
<tr>
<td>GV-09</td>
<td>Anorthosite, Grass Valley, CA USA</td>
<td>Anorthite</td>
<td>94 5.2 0.6</td>
</tr>
<tr>
<td>76535</td>
<td>Troctolite, Moon</td>
<td>Anorthite</td>
<td>96 3.5 0.3</td>
</tr>
</tbody>
</table>
This irradiation design should lead to spatially uniform Ne production for crystal fragments < 500 µm in radius [141] if the crystal fragments are compositionally uniform. With the exception of Fish Canyon sanidine and Grass Valley anorthite, the feldspars studied here are compositionally homogeneous with respect to these elements [95] and we therefore expect proton-induced Ne to be spatially uniform. The production of uniform, high concentrations of neon isotopes from proton irradiation allows us to conduct stepwise degassing experiments on single feldspar crystals [22, 87, 88]. Implications for compositional zonation of Fish Canyon sanidine and Grass Valley anorthite are detailed in the discussion.

The effects of lattice damage from proton irradiation on noble gas diffusion in feldspars has not been explicitly investigated. Previous work empirically demonstrates that lattice damage generated during proton irradiation with the magnitude of fluence and energy used here does not significantly modify noble gas diffusion kinetics in other mineral phases [22, 87, 88]. Although neutron irradiation, which typically has 2–3 orders of magnitude higher fluence than proton irradiation, has been shown to influence noble gas diffusion in apatite [107], several studies have demonstrated that damage generated during neutron irradiation minimally affects argon diffusion kinetics in feldspars [95, 142, 143]. Given this set of observations, we therefore assume that damage produced during proton irradiation does not significantly modify neon diffusion kinetics in feldspars, although this assumption should be tested with replicate experiments on aliquots irradiated with different proton fluences and energies.

Proton irradiated feldspars were inspected by binocular microscopy to select individual crystals lacking penetrative fractures and visible inclusions. Selected crystals were photographed to estimate crystal dimensions (Fig. S1 in Tremblay et al. [144]) and then placed under vacuum inside Pt-Ir alloy packets affixed to K-type thermocouples. Packets were heated with either a 30 or 150 W diode laser in a feedback control loop with the thermocouple via a PID temperature controller, enabling us to maintain a setpoint temperature to within 2 °C. Samples were heated in fifty or more consecutive heating steps to temperatures between 100 and 1200 °C. Each heating schedule contained at least two retrograde heating cycles, and individual heating steps lasted between 0.5 and 4 hours. All measurements were made on an MAP 215-50 sector field mass spectrometer in the Noble Gas Thermochronometry Lab of the Berkeley Geochronology Center; gas purification and mass spectrometric measurement techniques are detailed in Tremblay et al. [87]. For $^{21}$Ne, we made no isobaric interference corrections; the MAP 215-50 cannot resolve $^{20}$Ne$^1$H from $^{21}$Ne, and we assume corrections due to this isobaric interference are negligible. $^{21}$Ne background corrections were made by subtracting the average of six or more room temperature procedural blanks measured over the course of each experiment from measurement time-zero intercepts; the average correction for $^{21}$Ne across all experiments was 0.06 × 10$^6$ atoms. $^{20}$Ne and $^{22}$Ne have isobaric interferences from $^{40}$Ar$^{++}$ and $^{44}$CO$_2^{++}$, respectively, which the MAP 215-50 sector field mass spectrometer used for these experiments also cannot resolve. Although these interferences can be corrected for by introducing an $^{39}$Ar spike during neon measurements and observing a linear relationship between the Ar$^{++}$/Ar$^+$ and CO$_2^{++}$/CO$_2^+$ ratios [78] (Balco and Shuster, 2009), we did not use the spike procedure during these experiments. Instead,
we assumed that all of the $^{22}$Ne signal observed during room-temperature procedural blanks was entirely from $^{44}$CO$_2^{++}$ and used the average blank 44/22 ratio and measured $^{44}$CO$_2^{++}$ signals to correct measured $^{22}$Ne signals during heating steps. $^{20}$Ne was not measured. Experiments were terminated when three or more consecutive heating steps yielded $^{21}$Ne and $^{22}$Ne time-zero intercepts at or below background level. We determined total neon amounts by comparison with the time-zero intercepts of a manometrically-calibrated air standard. Measurement of different calibrated pipette volumes of the air standard demonstrated that $^{21}$Ne sensitivity was constant over the pressure range of the analyses in a given experiment. Blank corrected $^{21}$Ne and $^{22}$Ne abundances for each heating step are reported in Table S1 of Tremblay et al. [144]. The magnitude of the isobaric interference correction on $^{22}$Ne signals for individual heating steps varies between 5 and 100%, with an average correction of 50%. These generally large-magnitude corrections propagate into very large $^{22}$Ne uncertainties; therefore we do not use the $^{22}$Ne data further. The concentrations of $^{21}$Ne and $^{22}$Ne present in the individual feldspar crystals analyzed ($>10^{12}$ atoms/g) are orders of magnitude greater than any likely combination of atmospheric, cosmogenic, and nucleogenic neon components present prior to proton irradiation, which for terrestrial samples are typically on the order of $10^6$–$10^8$ atoms/g [e.g. 21, 29]. We therefore assume that contributions from these components are negligible in comparison to the uniformly distributed, proton-induced neon, and that variations in the $^{21}$Ne/$^{22}$Ne ratio between different heating steps reflect the very uncertain isobaric interference correction made for $^{22}$Ne.

We used the equations of Fechtig and Kalbitzer [82] to calculate lengthscale-normalized diffusivities ($D/a^2$) from the fraction of $^{21}$Ne measured and duration of each heating step for each stepwise degassing experiment. By using these equations, we make several assumptions. First, we assume that Ne diffusion is both Fickian and isotropic [83]. Ar stepwise degassing experiments on cleavage flakes with different lattice orientations indicate isotropic diffusion in feldspars at the temperatures over which we conduct neon step degassing experiments [95]. Second, we assume that the initial distribution of the diffusant is spatially uniform; proton irradiation should generate Ne uniformly, as discussed above. Third, we assume that each feldspar crystal has a spherical, fixed geometry. We approximate the spherically equivalent radius of the samples used in our experiments as the radius of a sphere whose surface area to volume ratio equals that of the crystal analyzed. Previous work demonstrates that this assumption is valid for materials with moderate aspect ratios, even for crystals with realistic shapes or irregular geometries [39, 145, 146].

We first estimated the surface to volume ratio of the crystals from optical microscopy measurements. Since feldspars do not have distinctive crystal habits and frequently bear surface irregularities such as cleavage steps, we had to make simplifying assumptions about the crystal geometries to make these estimates. To overcome this limitation, we obtained accurate surface area to volume ratio and size determinations of the feldspar crystals by X-ray computed tomography. X-ray computed tomography (CT) allows for three-dimensional, nondestructive characterization of geologic samples based on the variable attenuation of X-rays as they travel through different materials [147]. After the stepwise degassing experiments, we extracted each crystal from its packet to look for evidence of fracturing. Intact
fragments were mounted on double sided tape and scanned with 3.15 µm resolution on the Xradia MicroXCT scanner at the University of Texas at Austin High-Resolution X-ray CT Facility. Using the software Blob3D [148], feldspar crystals were segmented from mounting material using a grayscale threshold and separated into individual crystal volumes. We extracted numerous statistics about these volumes, including surface area, volume, aspect ratio, and maximum and minimum axis lengths, and calculated spherically equivalent radii of the crystals for comparison with our first estimates (Table S2 in Tremblay et al. [144]).

3.4 Results

Results of the neon stepwise degassing experiments are reported in Table S1 of Tremblay et al. [144] and plotted in Figs. 3.1A–3.6A, where the natural logarithm of calculated diffusivities ($\ln(D/a^2)$, where $D$ is diffusivity and $a$ is the diffusive lengthscale) is shown as a function of inverse temperature. Figs. 3.1A–3.6A also show the results from argon stepwise degassing experiments on different grains of the same feldspars reported by Cassata and Renne [95]. Additionally, in Fig. 3.7 we compare the result of a neon stepwise degassing experiment on a neutron-irradiated crystal of anorthite from lunar troctolite 76535 [126] to an $^{37}$Ar stepwise degassing experiment on 76535 anorthite reported by Cassata and Renne [95]. For both neon and argon datasets, we use the Monte Carlo approach described by Tremblay et al. [87] to propagate uncertainties in gas release fraction into calculated diffusivities. If the temperature dependence of noble gas diffusion is Arrhenian and the feldspar analyzed is characterized by a single diffusion domain, then we expect to observe a linear correlation in this plotting space. In many cases we observe significant deviations from linearity; however, for all stepwise degassing experiments at least a subset of the data collected comprises a linear array. We fit least squares regressions to these subsets in Figs. 3.1A–3.7A, with the goal of including as many temperature steps as possible in the regression while minimizing the residuals between the regression and the data. We used these regressions and the Monte-Carlo derived uncertainties in $D/a^2$ to estimate the activation energy ($E_a$) and diffusion coefficient ($D_0/a^2$) from the slope and intercept of the linear regression, respectively, assuming an Arrhenius dependence of diffusivity on temperature:

$$\frac{D}{a^2} = \frac{D_0}{a^2} e^{\exp \left(\frac{-E_a}{RT}\right)}$$ (3.1)

where $R$ is the gas constant and $T$ is absolute temperature. These calculated diffusion parameters are reported in Table 3.2. While the significance of these calculated diffusion parameters is in some cases uncertain, as will be discussed below, fitting these regressions allows us to compare the temperatures and gas fractions over which linear Arrhenius behavior is observed. These comparisons are shown in Figs. 3.1B–3.7B and 3.1C–3.7C as residuals, which we define as the difference between the calculated diffusivity from a given heating step and the expected diffusivity from the linear regression at the same temperature.
Figure 3.1: Arrhenius plot (A) and residual plots (B-C) for diffusion of proton-induced $^{21}\text{Ne}$ (green), neutron-induced $^{39}\text{Ar}$ (blue; data from [95]), and neutron-induced $^{22}\text{Ne}$ (purple; data from [21]) in different crystals of Fish Canyon sanidine. For visual clarity, residuals are not shown for neutron-induced $^{22}\text{Ne}$. $D/a^2$ values are normalized to $s^{-1}$. Uncertainties in $\ln(D/a^2)$ estimated using a Monte Carlo approach [87] are shown, although in most cases the uncertainty is smaller than the symbol plotted. Linear regressions in (A) are fit through the filled symbols and used to determine $E_a$ and $\ln(D_0/a^2)$, assuming an Arrhenian dependence of diffusivity on temperature (Eq. 3.1). Residuals, defined as the difference between the calculated $\ln(D/a^2)$ from a given heating step and the expected $\ln(D/a^2)$ from the linear regression at the same temperature, are plotted against temperature (B) and cumulative gas release fraction (C). Filled symbols are the same as in (A).
Table 3.2: Summary of neon diffusion parameters. 1σ uncertainties are reported.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Spherical equiv. radius(^a) (µm)</th>
<th>(E_a) (kJ/mol)</th>
<th>±</th>
<th>(ln(D_0/a^2))</th>
<th>±</th>
<th>Apparent (D_0) (cm(^2)/s)(^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BMk-D</td>
<td>283, 271</td>
<td>91.7</td>
<td>2.1</td>
<td>4.32</td>
<td>0.44</td>
<td>5.52 × 10(^{-2})</td>
</tr>
<tr>
<td>FCs-A</td>
<td>308, 276</td>
<td>83.6</td>
<td>1.8</td>
<td>1.14</td>
<td>0.34</td>
<td>2.38 × 10(^{-3})</td>
</tr>
<tr>
<td>FCs-C</td>
<td>327, 328</td>
<td>86.3</td>
<td>1.4</td>
<td>1.9</td>
<td>0.24</td>
<td>7.19 × 10(^{-3})</td>
</tr>
<tr>
<td>Gs-A</td>
<td>178, 205</td>
<td>83.3</td>
<td>1.5</td>
<td>3.88</td>
<td>0.32</td>
<td>2.04 × 10(^{-2})</td>
</tr>
<tr>
<td>SURTp-B</td>
<td>307</td>
<td>94.3</td>
<td>1.2</td>
<td>4.72</td>
<td>0.24</td>
<td>1.06 × 10(^{-1})</td>
</tr>
<tr>
<td>OREGp-A</td>
<td>320, 336</td>
<td>102.1</td>
<td>1.9</td>
<td>6.28</td>
<td>0.46</td>
<td>6.03 × 10(^{-1})</td>
</tr>
<tr>
<td>GV-09-A</td>
<td>230</td>
<td>103.3</td>
<td>3.5</td>
<td>12.84</td>
<td>0.89</td>
<td>1.99 × 10(^2)</td>
</tr>
<tr>
<td>76535-B(^c)</td>
<td>296, 244</td>
<td>110.7</td>
<td>1.6</td>
<td>0.73</td>
<td>0.32</td>
<td>8.86 × 10(^{-1})</td>
</tr>
</tbody>
</table>

\(^a\)Spherically equivalent radii were calculated in several different ways. In the first instance, the radius was calculated from the surface area to volume ratio (SA/V) of the crystal analyzed using optical microscope measurements. For some of the \(^{21}\)Ne stepwise degassing experiments, a second radius is listed that was calculated from the SA/V determined from X-ray computed tomography measurements (Table S2 of Tremblay et al. [144]).

\(^b\)Stepwise degassing experiment data presented in Garrick-Bethell et al. [126].

\(^c\)Stepwise degassing experiment data presented in Garrick-Bethell et al. [126].
The two neon stepwise degassing experiments we conducted on Fish Canyon sanidine exhibited single linear Arrhenius arrays over the duration of the experiment, which was also observed in replicate argon stepwise degassing experiments (Fig. 3.1). Deviation from linearity occurs at the end of neon experiment A; however, this deviation comprises less than 7% of the cumulative $^{21}$Ne released (Fig. 3.1C), and the remaining steps do not form any clear additional linear arrays (Fig. 3.1A). Interestingly, our stepwise degassing experiments using proton-induced $^{21}$Ne disagree significantly with the experiment using neutron-induced $^{22}$Ne reported by Gourbet et al. [21], which showed complex neon diffusion behavior (Fig. 3.1A). Neon and argon stepwise degassing experiments on Gulf of Salerno sanidine likewise exhibit simple, linear Arrhenius behavior (Fig. 3.2). Although several of the high-temperature steps in the neon stepwise degassing experiment deviate from a linear Arrhenius array (Fig. 3.2B), these steps constitute less than 10% of the cumulative $^{21}$Ne released (Fig. 3.2C) and do not form any clear additional linear arrays (Fig. 3.2A).

Feldspars other than sanidine exhibit disparate neon and argon Arrhenius behavior. The neon experiment on Benson Mines orthoclase shows a clear downward deviation from linear
Arrhenius behavior at $\sim$70% of the cumulative $^{21}\text{Ne}$ release fraction (Figs. 3.3A and 3.3C). A second linear Arrhenius array, which includes a retrograde heating cycle, is observed at higher $^{21}\text{Ne}$ release fractions (Fig. 3.3A). For comparison, we show the results of an $^{39}\text{Ar}$ stepwise degassing experiment reported by Cassata and Renne [95] on an equant crystal of Benson Mines orthoclase with an estimated spherical radius equal to that in the neon experiment. The $^{39}\text{Ar}$ experiment appears to comprise a single linear Arrhenius array (Fig. 3.3A). There is a slight downward deviation in diffusivity between 50 and 70% of the cumulative $^{39}\text{Ar}$ released as well (Fig. 3.3C). However, the steps following this downward deviation occur at temperatures exceeding $1100\, ^\circ\text{C}$ (Fig. 3.3B), at which point the crystal used in the $^{39}\text{Ar}$ experiment is melting [149, 150]. The two labradorite samples studied from Surtsey, Iceland and Plush, Oregon, both exhibit upward deviations from linear Arrhenius behavior in $^{37}\text{Ar}$ stepwise degassing experiments at temperatures between 600 and $800\, ^\circ\text{C}$ and at gas release fractions $<10\%$ (Figs. 3.4 and 3.5; Cassata and Renne, [95]). Essentially all of the $^{21}\text{Ne}$ in our stepwise degassing experiment on Surtsey labradorite was released during steps below $600\, ^\circ\text{C}$ (Fig. 3.4C) and comprises a single linear Arrhenius array (Fig. 3.4A). The


21Ne step degassing experiment on Plush labradorite, on the other hand, shows a significant downward deviation from an initial linear Arrhenius array at 350 °C and 25% of the cumulative 21Ne released (Fig. 3.5). Lastly, we compare neon and argon degassing experiments on two samples of anorthite, the calcium endmember of plagioclase feldspar. In Grass Valley anorthite, neon and argon both show downward deviations from linear Arrhenius behavior, but at different temperatures and gas release fractions (Fig. 3.6). Anorthite from lunar sample 76535 shows linear Arrhenius behavior for 97% of the 21Ne measured but downward deviation from linear behavior at 30% of the cumulative 37Ar and 1000 °C.

For the subset of each dataset comprising a linear Arrhenius array, we find that 21Ne activation energies range from 83.3 to 110.7 kJ/mol and apparent pre-exponential factors ($D_0$) range from $2.4 \times 10^{-3}$ to $1.99 \times 10^2$ cm$^2$s$^{-1}$. These diffusion parameters are within the range of those calculated by Gourbet et al. [21] for three alkali feldspars. Activation energies and apparent pre-exponential factors for 21Ne diffusion in plagioclase feldspars are generally greater than those in alkali feldspars, although a larger number of neon stepwise degassing
Figure 3.5: Arrhenius plot (A) and residual plots (B-C) for diffusion of proton-induced $^{21}\text{Ne}$ (green) and neutron-induced $^{37}\text{Ar}$ (blue; data from [95]) in different crystals of Plush, Oregon labradorite. Units, uncertainties, linear regressions, and residuals are as described for Fig. 3.1.

experiments are necessary to determine if this trend is systematic. Roughly the opposite trend was observed for the activation energy of argon diffusion as a function of composition [95].

### 3.5 Discussion

While argon diffusion in feldspars has been studied at length over several decades, this is only the second work to examine neon diffusion in feldspars and the first work to study neon diffusion in plagioclase feldspars. As such, these neon stepwise degassing experiments provide insight into the potential noble gas diffusion mechanisms in feldspars. Below we discuss evidence for both structural modifications and multiple diffusive length scales affecting noble gas diffusion in feldspars. For feldspars that exhibit complex neon diffusion behavior, we construct multiple diffusion domain (MDD) models. We use the diffusion parameters from these MDD models as well as the diffusion parameters determined for feldspars ex-
3.5.1 Comparison of neon and argon diffusion

3.5.1.1 Neon and argon diffusion in alkali feldspars

Of the samples we examined, Fish Canyon and Gulf of Salerno sanidine exhibited the simplest Arrhenius behavior for argon diffusion (Figs. 3.1 and 3.2; [95]). A single linear Arrhenius array characterizing all of the $^{39}$Ar released during these experiments is consistent with a single diffusion lengthscale, which we assume is equal the grain size analyzed (in which case $a \approx 213, 332,$ and $407$ µm for Fish Canyon sanidine 1, Fish Canyon sanidine 2, and Gulf of Salerno sanidine respectively, which we estimated from the total amount of $^{39}$Ar, the duration of the neutron irradiation, and the stoichiometry of each feldspar). Cassata and Renne [95] also attribute simple behavior to the fact that sanidine has monoclinic
Figure 3.7: Arrhenius plot (A) and residual plots (B-C) for diffusion of proton-induced $^{21}$Ne (green) and neutron-induced $^{39}$Ar (blue; data from [95]) in different crystals of lunar 76535 anorthite. Units, uncertainties, linear regressions, and residuals are as described for Fig. 3.1.

crystal symmetry at room temperature and does not undergo a displacive transition during heating. Consequently, thermal expansion proceeds linearly in all three unit cell directions [151, 152]. Our proton-induced $^{21}$Ne stepwise degassing experiments on Fish Canyon and Gulf of Salerno sanidine also exhibit simple diffusion behavior, with $\geq 90\%$ of the $^{21}$Ne degassed plotting on a single linear Arrhenius array and no additional arrays formed from the few high temperatures steps that deviate. The neutron-induced $^{22}$Ne stepwise degassing experiment on Fish Canyon sanidine reported by Gourbet et al. [21] seemingly conflicts with our observation of simple neon diffusion behavior (Fig. 3.1A). One possibility is that the crystal fragment used in the neutron-irradiated experiment was fractured before or during the stepwise degassing experiment. Another possibility is that heating to $> 250 \, ^\circ\text{C}$ during neutron irradiation caused some diffusive loss of neon. This latter possibility seems likely given the diffusion kinetics we determined for Fish Canyon sanidine; however, we would expect the initial neon data from the neutron-irradiated experiment to plot below the linear Arrhenius array in the proton-irradiated experiment if this were the case. Gourbet et al. [21] suggest that production of $^{22}$Ne from the spallation reaction $^{23}\text{Na}(n,np)^{22}\text{Ne}$ during
neutron irradiation may have been spatially variable due to core-to-rim zonation of Na in Fish Canyon sanidine [153]. Spatially variable $^{22}$Ne production violates the assumption of a uniform initial $^{22}$Ne distribution and could lead to curved Arrhenius arrays. However, if spatially variable production of $^{22}$Ne from $^{23}$Na was the cause of nonlinear behavior, we would expect to observe nonlinear behavior in the argon experiments as well, given that $^{39}$Ar is produced from $^{39}$K and K is also zoned in Fish Canyon sanidine (Bachmann et al., 2002). Curvature in the proton-irradiated neon experiments might also be expected if this were the case, although spatially variable production from $^{23}$Na would be buffered by reactions on Al and Si with similar cross sections [154]. Given these numerous potential complications with the Fish Canyon sanidine experiment reported by Gourbet et al. [21], we suggest that our stepwise degassing experiments using proton-irradiated Fish Canyon sanidine more accurately characterize neon diffusion in that sample. Our $^{21}$Ne results, when paired with the $^{39}$Ar stepwise degassing experiments, strongly support the case for these sanidine samples having a single diffusion domain with a single diffusion lengthscale, which we assume is defined by the physical grain size. Additionally, the diffusion parameters ($E_a$ and $D_0$) for Fish Canyon and Gulf of Salerno sanidine are in good agreement with one another for the respective noble gases examined. The diffusion parameters reported in Table 3.2 for Fish Canyon and Gulf of Salerno sanidine can therefore be straightforwardly compared to theoretical calculations (e.g. density functional theory or molecular dynamics simulations) of interstitial neon and argon diffusion through the monoclinic sanidine crystal structure.

The Arrhenius behavior of $^{21}$Ne diffusion in Benson Mines orthoclase is somewhat surprising, as monoclinic orthoclase is also expected to undergo linear thermal expansion. Cassata and Renne [95] conducted five argon stepwise degassing experiments on Benson Mines orthoclase, one on an equant fragment (Fig. 3.3) and four on sheet-like cleavage fragments (Fig. S2 of Tremblay et al. [144]). All five experiments exhibit deviations from a linear Arrhenius array at high temperatures and $^{39}$Ar release fractions; however, in all experiments these deviations occur near the melting point of orthoclase [149, 150], making it difficult to assess its origin. The $^{21}$Ne stepwise degassing experiment on Benson Mines orthoclase, on the other hand, shows a clear downward deviation from linear Arrhenius behavior beginning at 70% of the cumulative $^{21}$Ne released and at 500 °C, hundreds of degrees below the melting temperature of orthoclase (Fig. 3.3). There was no visible evidence for fracturing or other alteration when we unpacked the crystal for X-Ray CT analysis, indicating that no change in the physical grain size occurred before or during the experiment. Additionally, a second linear Arrhenius array observed at higher temperatures and gas release fractions in the $^{21}$Ne experiment includes a retrograde heating cycle (Fig. 3.3A). If nonlinear Arrhenius behavior resulted from a reversible, temperature-dependent structural transformation, we would expect diffusivities in the retrograde heating to approach diffusivities observed at the same temperatures in the preceding prograde heating, which was not observed. These observations leave two potential explanations for the nonlinear Arrhenius behavior. It is possible that the crystal of Benson Mines orthoclase we analyzed was fractured in a way that was not detected by either optical microscopy or X-ray CT, in which case replicating the neon step degassing experiment on a different crystal of Benson Mines orthoclase would result in different Arrhe-
nius behavior. Alternatively, these results could indicate that nonlinear Arrhenius behavior of $^{21}\text{Ne}$ reflects a preexisting material property (sub-grain domain distribution) of Benson Mines orthoclase. This latter possibility suggests that the same intrinsic property of Benson Mines orthoclase ought to cause nonlinear Arrhenius behavior for argon. Deviations from linearity observed in argon experiments reported by Cassata and Renne [95] occur between 15 and 80% of the Ar released, which at first appears to suggest that sub-grain features defining the diffusion lengthscale vary from grain to grain. However, these deviations all occur near the melting temperature of orthoclase, making the origin of these deviations ambiguous. A straightforward test of this hypothesis would be to conduct another $^{39}\text{Ar}$ stepwise degassing experiment on Benson Mines orthoclase with a revised heating schedule, such that all of the $^{39}\text{Ar}$ is released at temperatures significantly below the orthoclase melting temperature.

3.5.1.2 Neon and argon diffusion in plagioclase feldspars

Our neon stepwise degassing experiments on plagioclase feldspars highlight how the effects of both structural modification during laboratory heating and preexisting material properties can be convoluted to result in nonlinear Arrhenius behavior. Cassata and Renne [95] conducted a number of experiments on labradorite samples, all of which exhibit upward deviations from initial linear Arrhenius arrays at temperatures between 600 and 800 °C. They argue that in labradorite and other Ca-rich feldspars, upward deviations are the result of an increase in the rate of thermal expansion above 600 °C, which has been observed experimentally [152, 155]. This interpretation is consistent with our neon stepwise degassing experiments on Surtsey and Plush labradorite, as we observed no upward deviations from an initial Arrhenius array and degas > 99% of the $^{21}\text{Ne}$ below 600 °C in both experiments (Figs. 3.4 and 3.5). However, in the case of Plush labradorite, we observe a downward deviation from an initial linear Arrhenius array when ~25% of the $^{21}\text{Ne}$ had been released and at 350 °C (Fig. 3.5), a temperature for which no changes in the rate of thermal expansion are expected. Like our neon degassing experiment on Benson Mines orthoclase, retrograde heating steps in the Plush labradorite experiment do not overlap with the initial linear Arrhenius array, confirming that this behavior is not a result of a reversible structural change. If we assume that the crystal of Plush labradorite was not fractured, these results instead suggest that complex neon diffusion behavior reflects a preexisting material property of Plush labradorite. A very small fraction (< 10%) of the total gas is released below 600 °C in argon stepwise degassing experiments; therefore the effects of this preexisting material property are likely obscured by the coincident changes in rate of thermal expansion. Without the observation of temperature-independent complex Arrhenius behavior from the neon stepwise degassing experiment on Plush labradorite, simple down-temperature extrapolation of the initial linear Arrhenius array in the argon stepwise degassing experiment to geologically relevant temperatures may have seem justified. However, doing so would likely result in inaccurate thermal history reconstruction. In contrast to Plush labradorite, with Surtsey labradorite we observe a single linear Arrhenius array for $^{21}\text{Ne}$ (Fig. 3.4), suggesting this labradorite is characterized by a single diffusion domain with a single diffusion length-
scale, which may be defined by the physical grain size \((a \approx 307 \, \mu m)\). Furthermore, this implies that nonlinear behavior for Ar diffusion, manifest as upward curvature on Arrhenius plots at \(\sim 600 \, ^\circ C\), followed by downward curvature at higher temperatures, is likely related to structural modifications of the feldspar in response to heating \([95]\). Accurate geologic thermal history information could therefore be inferred for Surtsey labradorite by downward extrapolation of initial linear Arrhenius arrays.

Unlike the other feldspars we studied, anorthite undergoes a structural transition during neon stepwise degassing experiments. Between 225 and 300 °C, anorthite transitions from a P1 to T triclinic crystal symmetry \([156, 157]\). The P1–T transition is accompanied by an increase in unit cell volume and in the rate of thermal expansion \([155]\), both of which ought to decrease the energy barrier to interstitial diffusion and increase noble gas diffusivities. Therefore we expect to observe upward deviations from initial linear Arrhenius arrays associated with this transition in neon stepwise degassing experiments but not in argon stepwise degassing experiments, as the latter take place at temperatures above the P1–T transition. In the \(^{21}\)Ne stepwise degassing experiment on Grass Valley anorthite, we observed the opposite: downward deviation from an initial linear Arrhenius array occurred at 300 °C (Fig. 3.6). However, we do not find this surprising given the crystallochemical complexity of Grass Valley anorthite, which is characterized by two phases of anorthite separated by antiphase boundaries, as well large muscovite inclusions, plagioclase subgrains, and Na-rich feldspar alteration patches \([158, 159]\). Thus we anticipate both the diffusion kinetics and initial distribution of neon to be spatially variable in this sample. Given this heterogeneity, it is also expected that the argon and neon diffusion experiments on different aliquots of Grass Valley anorthite are not reconcilable with one another. A neon stepwise degassing experiment on neutron-irradiated anorthite from lunar sample 76535 \([126]\) exhibits linear Arrhenius behavior between 170 and 800 °C for essentially all of the gas released (Fig. 3.7). There appears to be a slight upward deviation in the diffusivities at \(\sim 300 \, ^\circ C\), which may be associated with the P1–T transition. However, fitting a linear regression to only the data collected below 300 °C yields indistinguishable diffusion parameters from those calculated using all the data. Linear Arrhenius behavior at temperatures below 800 °C in the neon experiment is also consistent with the downward deviation from an initial linear Arrhenius array above 800 °C in the argon experiment being caused by the transition to an I1 symmetry \([160, 161]\).

To summarize our comparison of neon and argon stepwise degassing experiments, we often see different Arrhenius behavior for neon diffusion than was observed for argon diffusion in the same feldspars. The origin of these differences depends on the feldspar in question. In several cases, the effects of a preexisting material property of a particular feldspar and the effects of a structural transformation during laboratory heating are conflated in argon stepwise degassing experiments; neon stepwise degassing experiments conducted at lower temperatures make such conflations apparent. It would be valuable to measure neon and argon isotopes simultaneously in future stepwise degassing experiments on neutron-irradiated feldspars in order to discern between such effects.
3.5.2 Multiple diffusion domain (MDD) model for neon diffusion in feldspars

At present, we cannot ascribe a specific intrinsic property or mechanism to nonlinear Arrhenius behavior that is not associated with a temperature-dependent structural transformation. Identifying the origin of this complex Arrhenius behavior in argon stepwise degassing experiments is critically important, because crystallochemical changes that could potentially be responsible for this behavior (e.g. strain-induced microtextural development, fluid alteration) may have occurred during the portion of a sample’s geologic thermal history that is relevant to $^{40}\text{Ar}/^{39}\text{Ar}$ thermochronometry. For cosmogenic noble gas thermochronometry using neon in feldspars, wherein production and diffusion are only happening at planetary surfaces where feldspars are exposed to cosmic ray particles, we expect any major crystallochemical changes to have occurred at much higher temperatures than are relevant to the system of interest. In other words, all crystallochemical heterogeneities are present throughout the thermal history recorded by cosmogenic neon in feldspars, with the possible exception of those generated by shock during impact events. Thus although we do not have a mechanistic explanation for the nonlinear, temperature-independent Arrhenius behavior observed in some neon experiments, we think this complex behavior characterizes cosmogenic neon diffusivity and therefore must be accounted for to accurately reconstruct temperatures using cosmogenic neon in feldspars.

In order to account for complex neon diffusion in feldspars, we modeled the results of stepwise degassing experiments exhibiting complex Arrhenius behavior using multiple diffusion domain (MDD) theory [113, 134, 135]. MDD theory explains nonlinear Arrhenius behavior as the result of diffusion from multiple, non-interacting subgrain domains of varying sizes. Our modeling approach is similar to that described in Tremblay et al. [87], wherein diffusivities are calculated for the experiment heating schedule using the equations outlined by Fechtig and Kalbitzer [82] for a spherical geometry and for a given diffusion domain distribution. The number of subgrain domains was allowed to vary, and the models were designed to search over a large number of combinations of activation energy ($E_a$), pre-exponential factor ($D_0/a^2$), and gas fraction ($f$) attributed to each domain; activation energy was held in common for all domains. For a particular number of diffusion domains, we determined the combination of diffusion parameters and gas fractions that best agreed with the stepwise degassing experiments by calculating a misfit statistic $M$:

$$M = \sum_{j=1}^{n} |f_{p,j} - f_{m,j}|$$

where $f_{p,j}$ is the modeled cumulative $^{21}\text{Ne}$ released at heating step $j$, $f_{m,j}$ is the observed cumulative $^{21}\text{Ne}$ released at heating step $j$, and $n$ is the total number of heating steps. This misfit statistic is analogous to the reduced chi-squared misfit statistic used in Tremblay et al. [87] in that the same set of diffusion parameters minimizes both quantities. However, the cumulative difference in predicted and observed gas fractions used here has more physical
meaning. For example, a misfit statistic of 0.15 can be thought of as not predicting 15% of the observed \(^{21}\text{Ne}\) released with our MDD model. We continued to add diffusion domains until the minimized misfit statistic with \(x + 1\) domains was within 0.03 of the minimized misfit statistic with \(x\) domains. In Fig. 3.8, we show the best fit MDD models for the neon stepwise degassing experiments on Benson Mines orthoclase, Plush labradorite, and Grass Valley anorthite; best fit diffusion parameters, gas fractions, and misfit statistics are reported in Table 3.3. By assuming that this model framework can be extrapolated over time and to lower temperatures, we use the MDD model fits for these feldspars in the remaining discussion to assess the sensitivity of cosmogenic neon-in-feldspar paleothermometry to exposure temperature and duration.

Table 3.3: Best fit multiple diffusion domain model parameters.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Domain</th>
<th>(E_a) (kJ/mol)</th>
<th>(ln(D_0/a^2))</th>
<th>(f)</th>
<th>Misfit</th>
</tr>
</thead>
<tbody>
<tr>
<td>BMk-D</td>
<td>1</td>
<td>91.5</td>
<td>4.0</td>
<td>0.45</td>
<td>0.17</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>5.6</td>
<td></td>
<td>0.3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>1.2</td>
<td></td>
<td>0.25</td>
<td></td>
</tr>
<tr>
<td>OREGp-A</td>
<td>1</td>
<td>96.9</td>
<td>2.4</td>
<td>0.74</td>
<td>0.16</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>7.4</td>
<td></td>
<td>0.26</td>
<td></td>
</tr>
<tr>
<td>GV-09-A</td>
<td>1</td>
<td>108.4</td>
<td>14.9</td>
<td>0.76</td>
<td>0.33</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>19.2</td>
<td></td>
<td>0.08</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>8.0</td>
<td></td>
<td>0.08</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>4.3</td>
<td></td>
<td>0.08</td>
<td></td>
</tr>
</tbody>
</table>

3.5.3 Implications for neon retentivity in feldspars

The seven neon stepwise degassing experiments reported here, combined with the experiments reported by Gourbet et al. [21] and Garrick-Bethell et al. [126], demonstrate that neon diffusion kinetics and behavior vary widely amongst feldspars of different compositions and geologic origins. This is perhaps not surprising, given the vast range of diffusion kinetics and behavior observed in argon stepwise degassing experiments [e.g. 95, 114, 138]. Nonetheless, the variability of neon diffusion kinetics and behavior has important implications for the applicability of laboratory-determined diffusion kinetics to applications of cosmogenic neon paleothermometry [68]. Specifically, these results indicate that sample-specific diffusion kinetics will be necessary to quantitatively reconstruct temperatures using cosmogenic neon in feldspars.

To illustrate this point, in Fig. 3.9 we show how cosmogenic neon retentivity will evolve as a function of exposure duration for a constant exposure temperature of 20 °C using the different diffusion parameters obtained in neon stepwise degassing experiments. Retentivity refers to the amount of cosmogenic neon produced during exposure to cosmic ray particles
Figure 3.8: Arrhenius plots comparing calculated diffusivities from multiple diffusion domain (MDD) models (black) to calculated diffusivities from neon stepwise degassing experiments (green) for Benson Mines orthoclase (A), Plush labradorite (B), and Grass Valley anorthite (C). Lines correspond to diffusion parameters characterizing each diffusion domain, which are listed in Table 3.3 along with the fraction of gas comprising each domain and the misfit statistic of the models shown.
that has not diffused out of the feldspar; thus a retentivity of one indicates no diffusive loss, while a retentivity asymptoting to zero indicates that steady-state between production and diffusion has occurred. For feldspars exhibiting linear Arrhenius behavior, we assume that the physical grain size defines the diffusion lengthscale of a single diffusion domain and scale diffusivities to a common diffusion lengthscale of 500 µm; retention curves for these feldspars are shown in Fig. 3.9A. Having normalized the diffusion lengthscale, we can see in Fig. 3.9A that differences in diffusion parameters (E_a and D_0) amongst different feldspars results in significant variability in retentivity. For example, while lunar 76535 anorthite is expected to retain all of its cosmogenic neon over 10 Ma of exposure at 20 °C, Easy Chair Crater anorthoclase would retain < 10% given the same exposure history. In cases where we used MDD models to infer neon diffusion parameters, we do not know the diffusion lengthscales of the different domains as this cannot be separated from the pre-exponential factor D_0 without making additional assumptions. Furthermore, it is likely that the domain size distributions in feldspars exhibiting MDD-like behavior would depend on macroscopic grain size in a way that we cannot quantify. We therefore did the calculations in Fig. 3.9B using the spherically equivalent radius of each feldspar crystal analyzed in the stepwise degassing experiment. Fig. 3.9B highlights the difference in cosmogenic neon retentivities that would be expected for simple extrapolation of initial linear Arrhenius arrays versus MMD model calculated diffusion parameters in feldspars exhibiting complex Arrhenius behavior. For some feldspars such as Benson Mines orthoclase, the differences are small until very long exposure durations are reached (> 1 Ma); for others such as Grass Valley anorthite, the differences become important on much shorter timescales (> 0.01 Ma).

In previous theoretical calculations on the sensitivity of cosmogenic neon-in-feldspar paleothermometry [68], we used the diffusion kinetics for Madagascar cryptoperthite reported by Gourbet et al. [21]. However as can be seen in Fig. 3.9, we predict lower cosmogenic neon retentivity using neon diffusion kinetics from most of the feldspars we examined than when using Madagascar cryptoperthite kinetics. This means that the applicability of cosmogenic noble gas paleothermometry to geologic problems will vary depending on the specific feldspar and surface temperature environment. For example, Kober et al. [29] measured cosmogenic 21Ne abundances in sanidine from a welded tuff in the Atacama Desert that were indistinguishable from what would be expected given theoretical 21Ne production rates for sanidine and the known exposure duration, suggesting that no diffusive loss of cosmogenic 21Ne occurred. Complete cosmogenic 21Ne retention suggests that the sanidine studied by Kober et al. [29] is significantly more retentive to neon than the two sanidine samples we conducted stepwise degassing experiments on here, especially given the high amplitude temperature variations and peak temperatures that rocks experience in extreme environments like the Atacama Desert [50, 51]. Similarly, the lunar surface experiences extreme variations in temperature during a lunar day cycle, with peak temperatures in excess of 100 °C and temperature minima less than −150 °C [162]. However, because lunar 76535 anorthite is so retentive, Garrick-Bethell et al. [126] were able to measure cosmogenic neon abundances in multiple anorthite grains and calculate an accurate estimate of the effective lunar surface temperature (75.5 ± 4.2 °C) over the 142 Ma exposure history of sample 76535. For any of
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Figure 3.9: Demonstration of the variability of neon retentivity in feldspars. Using the neon diffusion parameters reported here and elsewhere [21, 126], we calculate how neon retention evolves as a function of exposure duration assuming a constant exposure temperature of 20 °C after Wolf et al. [37]. In (A), we show neon retention curves for the six feldspars that exhibit relatively simple linear Arrhenius behavior. Simple linear Arrhenius behavior suggests that the physical grain size defines the diffusion lengthscale for these feldspars; therefore we normalized the diffusion lengthscale to a common spherically equivalent radius of 500 µm. In (B), we show neon retention curves for exhibiting complex Arrhenius behavior using diffusion parameters calculated both from the initial linear Arrhenius array (solid curves) observed in stepwise degassing experiments as well as using an MDD model (dashed curves). As discussed in the text, we use the grain size analyzed in the stepwise degassing experiment for these calculations, as there is no straightforward way to normalize the diffusion lengthscale for feldspars exhibiting complex diffusion behavior.

the diffusion parameters we obtained for the other feldspars, we would predict substantially lower and incorrect effect lunar surface temperatures.

3.6 Conclusions

We present stepwise neon degassing experiments on feldspars of various compositions and geologic origins. This suite of experiments reveals that neon diffusion behavior and kinetics vary significantly amongst different feldspars. Comparison with argon stepwise degassing experiments on the same feldspars provides insight into the source of complex noble gas diffusion behavior. For some feldspars, the absence of nonlinear Arrhenius behavior in neon experiments conducted at lower temperatures suggests that the nonlinear behavior observed in argon experiments resulted from temperature-dependent structural transformations. For
other feldspars, nonlinear Arrhenius behavior observed in both neon and argon experiments suggests that some sample-specific material property is contributing to complex diffusion behavior. When extrapolated down to planetary surface temperatures, the set of available neon diffusion kinetics predicts a wide range of temperatures and exposure durations over which cosmogenic noble gas paleothermometry may be applicable. This wide range indicates that (1) sample specific diffusion kinetics will be necessary for quantitative applications, and (2) the temperature sensitivity of cosmogenic noble gas paleothermometry will depend greatly on a combination of the specific feldspar and surface thermal environment of interest.
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Chapter 4

Applications of cosmogenic noble gas paleothermometry to questions in Earth and planetary science


4.1 Abstract

Here, we present two applications of cosmogenic noble gas paleothermometry: one to a question in paleoclimate and one to a question in planetary science. Together, these two applications are representative of the range of potential temperatures and geologic problems that can be addressed with cosmogenic noble gas paleothermometry, and highlight some of the challenges associated with applying the technique at each end of the spectrum.

First, we explore whether cosmogenic noble gas paleothermometry can be used to constrain temperatures in the Maritime Alps of Italy since the last glacial maximum (LGM). While an extensive network of Late Quaternary proxy records has been used to quantitatively reconstruct climate parameters throughout much of the European Alps, only qualitative proxy data extend back to the LGM in the Maritime Alps, where it has been hypothesized that climatic conditions and glacier dynamics differed from other Alpine sectors during deglaciation. Here, we present measurements of cosmogenic $^3$He in quartz from boulders in a series of nested moraines in the Gesso Valley, Italy. Paired with previous constraints on the exposure duration of these boulders from cosmogenic $^{10}$Be measurements and with $^3$He diffusion experiments on proton-irradiated quartz fragments, we use the cosmogenic $^3$He measurements to place constraints on the possible temperatures these boulders experienced during their exposure since the LGM. To a first order, effective diffusion temperatures (EDTs) over the last ~22 thousand years—calculated from the cosmogenic $^3$He measure-
ments and sample-specific diffusion kinetics—are broadly consistent with temperatures inferred from other proxies in the nearby Alps and with temperature estimates from a general circulation model (GCM). In detail, however, we calculate significantly different EDTs for boulders sampled from the same moraines. These discrepancies could result from (1) the fact that we have not accounted for variations in radiative heating of the boulder surfaces (e.g., due to variations in overhead vegetation cover or snow cover), (2) limitations in our understanding of and ability to model accurately complex helium diffusion kinetics, (3) uncertainties associated with our grain size analyses, or (4) some combination of the three. Additional work to understand the effects of radiative heating and to better understand complex diffusion kinetics is necessary to provide better resolution on temperatures since the LGM in this setting.

Second, we present the results of a neon diffusion experiment and cosmogenic neon measurements on plagioclase feldspar grains from lunar sample 76535. Sample 76535, collected during the Apollo 17 mission, has the oldest known (4.25 Ga) paleomagnetic record for the Moon and provides the strongest evidence that the Moon had an early core dynamo. Understanding the thermal history of 76535 is key to the interpretation that the paleomagnetic record is primary, and therefore 4.25 Ga old. With the neon diffusion kinetics and cosmogenic isotope measurements we present here and in Garrick-Bethell et al. [126], we demonstrate that 76535 has experienced an EDT of $75.5 \pm 4.2 ^\circ C$ over 142 Ma of exposure to cosmic ray particles at the lunar surface. An EDT of $75.5 \pm 4.2 ^\circ C$ is in excellent agreement with EDTs determined from cosmogenic argon measurements in other lunar samples as well as with ground temperature measurements made at the Apollo 17 landing site. Therefore the cosmogenic neon isotope abundances observed in 76535 are most consistent with diurnal radiative heating by the Sun only; there is no evidence for impact-related heating after its initial exposure to cosmic ray particles. Paired with existing argon isotope thermochronometric constraints, these results support the interpretation that the paleomagnetic record in 76535 is primary and therefore that the Moon had an early core dynamo.

4.2 Introduction

Past surface temperatures on Earth and other planetary bodies can, in principle, be reconstructed using observations of cosmogenic noble gases, such as $^3$He and $^{21}$Ne, in mineral phases that experience simultaneous production and diffusive loss of these gases at surface temperatures [68]. Experiments quantifying the diffusion kinetics of $^3$He in quartz and $^{21}$Ne in feldspars confirm that these noble gas–mineral pairs are sensitive to surface temperature conditions [87, 144]. These experiments also demonstrate that noble gas diffusion kinetics vary significantly between mineral samples of different geologic origins, and that sample-specific diffusion kinetics are necessary for quantitative temperature reconstructions using cosmogenic noble gas observations. Here, we present two applications of cosmogenic noble gas paleothermometry to problems in Earth and planetary science that span the range of timescales and temperatures over which this technique can potentially be utilized. In
both applications, we combine measurements of cosmogenic noble gas isotope abundances with experimentally-determined, sample-specific noble gas diffusion kinetics to quantitatively model the samples’ temperature histories during exposure to cosmic ray particles. While some bounds on the temperature histories in both applications can be inferred from other proxy records, observations, and models, the specific thermal histories are unknown.

4.2.1 Reconstructing Late Quaternary temperatures in the Maritime Alps, Italy

In this first application, we attempt to reconstruct temperatures since the last glacial maximum (LGM) using cosmogenic \(^3\)He measurements in quartz from moraine boulders in the Gesso Valley. The Gesso Valley is located in the southernmost Maritime Alps of Italy approximately 40 km from the Gulf of Genoa in the Mediterranean Sea (Fig. 4.1) and was extensively glaciated during the last glacial period. Glacial moraine complexes and other geomorphic features have been mapped throughout the basin [163], and cosmogenic \(^{10}\)Be exposure ages have been determined for boulders from three moraine complexes that span from the LGM to the Younger Dryas (YD) cold period [164–166]. A number of younger, undated moraines are preserved in the valley at higher elevations (Fig. 4.1), and small glaciers restricted to the highest elevation cirques persist today [166]. Methodologically, the presence of numerous moraines with different exposure ages within the same valley is advantageous because it allows us to reconstruct temperatures over different time intervals for an area with a shared climate history (with the caveat that the moraines are at substantially different elevations, as will be discussed later).

Constraints on temperatures since the LGM in the Gesso Valley and the Maritime Alps are scientifically interesting for several reasons. Due to the Maritime Alps’ (1) southerly latitude, (2) generally lower elevations and (3) proximity to the Mediterranean Sea, the Late Quaternary climatic evolution and glacier dynamics in this region likely differed substantially from those in Alpine regions further north and further inland, despite the apparent synchronicity of glacier advances during stadials recorded by moraines throughout the region [e.g. 18, 166, 167]. However, our knowledge of deglacial climate conditions in the Maritime Alps from proxy records is somewhat limited. While there are a handful of pollen-based reconstructions from the Maritime Alps of particular climate parameters, such as mean temperature during the coldest month and mean annual precipitation, through the Holocene [10, 168–171], no records from the region extend back to the LGM. Similarly, there is only one reconstruction of mean July temperatures from fossil assemblages of chironomids (midges) proximal to the Maritime Alps from Lago Piccolo di Avigliana with coverage from 14 to 9.5 thousand years ago [172]. There are only two proxy studies from the Maritime Alps that extend into the latest Pleistocene which we are aware of—one reporting pollen fossil assemblages in sixteen high elevation (> 1700 m) lakes [173] and one reporting fossil chironomid assemblages from Lac Long Inférieur in France [174]—and neither study interprets the proxies in terms of quantitative climate parameters. Reconstructing temperatures in the
Gesso Valley from the LGM to the present with cosmogenic noble gas paleothermometry would therefore fill a gap in an otherwise extensive network of proxy-based reconstructions of post-LGM climate across Europe [e.g. 10, and references therein], and address the specific question of how climate evolution in the Maritime Alps during deglaciation differed from other Alpine sectors. For example, in combination with the positions and chronology of moraines, a well-resolved local temperature record could be used to inform a simple glacier mass balance model in the Gesso Valley during the deglacial period. With independent constraints on deglacial temperatures, a mass balance model could be used to invert (in a crude sense) for changes in precipitation during deglaciation [e.g. 175]. This paired temperature-precipitation reconstruction could then be compared to proxy records further north and further inland in the Alps to assess how climate and glacier dynamics varied across the region during deglaciation.

In addition to assessing climatic variability during deglaciation across the European Alps,
temperature records from cosmogenic noble gas paleothermometry could provide needed tests of different methodologies for reconstructing climate parameters over this time interval. Reconstructions of climate parameters from existing proxies in the European Alps commonly exhibit significant disagreement with climate model simulations prior to the Holocene. Pollen-based reconstructions suggest much lower temperatures, particularly in the winter, than the models simulations [e.g. 176], while models suggest higher summertime temperatures than chironomid-based reconstructions during interstadials [177]. It is unclear whether these disagreements are attributable to limitations in the general circulation models (GCMs) used to simulate paleoclimate, a breakdown in the assumptions of biologically-based reconstructions, or some combination of both. Having independent pre-Holocene temperature proxies in the European Alps that are mechanistically governed by different processes would therefore help in assessing the cause of the current proxy-model discrepancies.

4.2.1.1 Existing proxy constraints on the Late Quaternary climate of the Maritime Alps

Over the historical period, the Maritime Alps are characterized by higher mean annual temperatures (MAT), smaller annual temperature amplitudes, lower mean annual precipitation (MAP), and snow cover that is thinner and lasts for smaller fraction of the year than in other Alpine sectors [178, 179]. The Maritime Alps most likely remained the warmest Alpine sector during the Late Quaternary, given that the Maritime Alps are ∼6° south of the northernmost eastern Alps, and thus would have experienced greater insolation and generally higher temperatures during this time period. Warmer overall conditions are consistent with species distribution and phylogeographical models, which suggest that the Maritime Alps remained significantly warmer than other parts of the Alps and functioned as a refugium for plant species during the last glacial period [180]. However, temperature and precipitation anomalies in the Maritime Alps during specific climatic intervals of the Late Quaternary may have been distinct from other Alpine sectors. For example, during the Mid-Holocene Warm Period 6,000 years ago, pollen-based reconstructions indicate that Maritime Alps winters may have been as much as 2–3 °C colder than today, while throughout the rest of the Alps winter temperatures were comparable to today [10, 168, 170]. For the same time period, pollen-based reconstructions indicate that the Maritime Alps were wetter (ΔP - E > 0) during the Mid-Holocene, while the rest of the Alps were dryer (ΔP - E < 0) [10, 168].

No proxy-based reconstructions from the Maritime Alps extend back to the LGM. The nearest pollen-based reconstructions indicate 15–20 °C lower winter temperatures and ∼500 mm/yr lower MAP during the LGM than today [10, 176]. For the Mediterranean region as a whole, LGM winter temperatures range anywhere from 0 to 30 °C lower than today, while MAP varies between 0 and 800 mm/yr less than today [170]. In contrast to pollen-based reconstructions, Kuhlemann et al. [167], to explain spatial patterns of Mediterranean sea surface temperatures (SSTs) and ELA depressions, suggested that incursions of cold polar air between the Pyrenees and the Alps were more frequent during the LGM. These incursions would have resulted in greater moist air convection and cyclogenesis as these air
masses encountered the warm SSTs in the Gulf of Genoa and therefore greater precipitation in the Maritime Alps and other Mediterranean-proximal glaciated areas (e.g., Corsica). The interpretation of Kuhlemann et al. [167] implies wetter conditions in the Maritime Alps, not dryer as suggested by pollen-based reconstructions, during the LGM and potentially during subsequent stadials marked by glacier readvances, assuming the same atmospheric phenomena took place.

4.2.2 Surface temperatures of the Moon recorded in lunar sample 76535

In the second application, we use observations of cosmogenic neon isotopes in grains of the plagioclase feldspar anorthite from lunar sample 76535 to constrain the thermal history of the sample during its exposure to cosmic ray particles at the lunar surface. Sample 76535 is a clast of troctolite, a mafic intrusive rock comprised of ~35% olivine, ~60% plagioclase, and ~5% orthopyroxene [181, 182], that cooled slowly at 30-50 km depth in the lunar crust [183]. Sample 76535 is the oldest Apollo sample, with ages of 4.2–4.3 Ga from the U/Pb, Th/Pb, Sm/Nd, $^{40}$Ar/$^{39}$Ar, and fission track chronometers [126, 184–190], that is unbrecciated and has no textural evidence for shock due to impact events. Because of its age and the absence of shock evidence, 76535 has been utilized in paleomagnetic studies to assess the presence and intensity of an early lunar magnetic field, which have implications for the early thermal evolution of the Moon and the mechanisms by which a lunar dynamo may have been generated [126, 189].

Interpreting the paleomagnetic record in 76535 to have formed at ~4.25 Ga in the presence of a lunar magnetic field and not due to brief fields created during impact events relies upon a detailed understanding of the thermal history of the sample, as at elevated temperatures the minerals carrying the magnetic signal can be ‘unblocked,’ meaning that their magnetic signal is reset. Detailed studies of the radiogenic $^{40}$Ar and cosmogenic $^{38}$Ar systematics in subsamples of 76535 place the firmest constraints on its thermal evolution [126, 189]. The most recent and most precise step degassing measurements on neutron irradiated aliquots of 76535 indicate almost no loss of radiogenic $^{40}$Ar or cosmogenic $^{38}$Ar, as evidenced by essentially constant apparent ages for all heating steps as a function of cumulative $^{39}$Ar or $^{37}$Ar (two isotopes generated uniformly by neutron irradiation) [126]. No diffusive loss of radiogenic or cosmogenic argon from 76535 contrasts with the argon systematics in many other Apollo samples that have been studied, which exhibit partial resetting either due to impact events or insolation of the lunar surface [e.g. 33, 125]. Using the diffusion kinetics of argon determined in the same aliquots of 76535, models of production and diffusion of radiogenic $^{40}$Ar indicate that a heating due to an impact event at ~142 Ma that likely brought 76535 to the lunar surface could not have heated the sample above 400 °C. Because 76535 is more retentive to argon than some other lunar samples [e.g. 125], production and diffusion modeling of cosmogenic $^{38}$Ar only places an upper bound on the temperatures experienced during exposure to cosmic rays to <170 °C [126], which is significantly greater than typical
effective diffusion temperatures (EDTs) at the Moon’s surface of 70–80 °C [e.g. 125].

Given that $^{38}$Ar is stable, it is hypothetically possible that the total 142 Ma exposure duration determined from cosmogenic $^{38}$Ar measurements represents more than one exposure interval. More than one exposure interval implies burial interval(s) associated with impact event(s), during which temperatures of 76535 could have exceeded EDTs at the lunar surface but not exceeded 170 °C. While such temperatures are well below the blocking temperatures of the magnetic carrier minerals in 76535 [191] and thus not relevant to the fidelity of its paleomagnetic record, observations of a cosmogenic isotope sensitive to lunar surface temperatures could (1) corroborate the temperature constraints of the $^{38}$Ar observations, and (2) demonstrate that only heating due to solar radiation affected 76535 since its initial exposure to cosmic ray particles. Here, we demonstrate that neon in anorthite from 76535 experiences open system behavior (i.e., simultaneous production and diffusion) at lunar surface conditions and make observations of cosmogenic neon in anorthite grains to test the assumption that this sample has only experienced heating due to insolation in the last 142 Ma.

### 4.3 Methods

The methods for cosmogenic noble gas paleothermometry with helium in quartz, as is the case for the Maritime Alps application, and with neon in feldspars, as is the case for the lunar application, are in many ways comparable to one another. In both applications, we determine sample-specific diffusion kinetics for the diffusant–mineral pair of interest by conducting step degassing experiments on irradiated single mineral grains, and we measure cosmogenic noble gas isotope abundances in multiple aliquots of each sample. Because we do not measure the noble gas diffusion kinetics and cosmogenic abundances in the same aliquot of sample, we must scale the diffusion lengthscale relevant to the step degassing experiment to the diffusion lengthscale appropriate for the cosmogenic abundance measurements. In the case of lunar sample 76535, scaling the diffusion kinetics is relatively straightforward because cosmogenic neon concentrations are so high that they can be measured on single anorthite grains, for which the diffusion lengthscale is readily estimated. The very high concentrations of cosmogenic neon are due to the lack of a lunar atmosphere, which makes in situ cosmogenic nuclide production rates substantially higher than those on Earth for a given nuclide–mineral pair [e.g. 192], and the long, 142 Ma exposure duration of 76535 to cosmic ray particles at the lunar surface. In contrast, the exposure durations of the Gesso Valley samples are four orders of magnitude smaller than that of 76535; as a consequence, cosmogenic $^{3}$He abundances in quartz from the Gesso Valley samples must be measured from many hundreds to thousands of quartz grains at once. The need to analyze large aliquots of material for Earth-based applications requires that we quantify the variance in the size of quartz grains we analyze for cosmogenic $^{3}$He, which introduces an additional uncertainty when reconstructing temperatures based on these observations. With properly scaled diffusion kinetics and observed cosmogenic abundances for each application, we forward model
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production and diffusion over the known exposure duration and compare the observed cos-
mogenic \(^{3}\text{He}\) or neon retention to that calculated for different temperature scenarios.

Below, we describe the details of the irradiations, noble gas measurements, and diffusion
lengthscale analyses specific to each application of cosmogenic noble gas paleothermometry.

4.3.1 Helium measurements in quartz from Gesso Valley
moraine boulders

Of the Gesso Valley samples for which \(^{10}\text{Be}\) measurements exist, we obtained archived
material (either whole rock or crushed, sieved fractions) from five samples for cosmogenic \(^{3}\text{He}\) measurements: one from the Piano del Praiet moraine (PDP10), two from the Ponte Murato
moraine (PM1, and PM4), and two from the Tetti del Bandito moraine (TDB1 and TDB3;
Fig. 4.1 and Table 4.1). We obtained a seventh sample, PDP-11, for which there are no
existing \(^{10}\text{Be}\) measurements. However, probative measurements of neon isotope abundances
in PDP-10 and PDP-11 indicated that PDP-11 has a substantial inherited cosmogenic nuclide
inventory (i.e., prolonged exposure to cosmic rays before being deposited atop the Piano del
Praiet moraine) and will therefore not be discussed further. We separated quartz from other
phases using standard crushing, sieving, and magnetic methods, followed by a ‘frothing’
technique commonly used in the ceramics industry to separate quartz from feldspars in the
largest sieve fraction that lacked composite grains [193]. Purified quartz was then used
to both measure cosmogenic \(^{3}\text{He}\) abundances and determine sample-specific \(^{3}\text{He}\) diffusion
kinetics. All helium isotope measurements were made with an MAP 215-50 sector field mass
spectrometer in the BGC Noble Gas Thermochronometry Lab. Gas purification techniques
and mass spectrometer analyses are as described in Tremblay et al. [87].

Table 4.1: Locations and sample information for moraine boulders previously dated in the
Gesso Valley with cosmogenic \(^{10}\text{Be}\), originally reported in Federici et al. [164, 165].

<table>
<thead>
<tr>
<th>Sample</th>
<th>Latitude (decimal degrees)</th>
<th>Longitude (decimal degrees)</th>
<th>Elevation (m)</th>
<th>Sample thickness (cm)</th>
<th>Shielding factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>PDP10</td>
<td>44.421534</td>
<td>7.819950</td>
<td>1806</td>
<td>3.0</td>
<td>0.9200</td>
</tr>
<tr>
<td>PM1</td>
<td>44.252667</td>
<td>7.385500</td>
<td>860</td>
<td>3.0</td>
<td>0.9653</td>
</tr>
<tr>
<td>PM4</td>
<td>44.252667</td>
<td>7.385500</td>
<td>860</td>
<td>3.0</td>
<td>0.9653</td>
</tr>
<tr>
<td>TDB1</td>
<td>44.289712</td>
<td>7.432528</td>
<td>770</td>
<td>3.0</td>
<td>0.9825</td>
</tr>
<tr>
<td>TDB3</td>
<td>44.289712</td>
<td>7.432528</td>
<td>770</td>
<td>3.0</td>
<td>0.9819</td>
</tr>
</tbody>
</table>

For cosmogenic \(^{3}\text{He}\) measurements, 100–500 mg aliquots of quartz were weighed and
packed into tantalum metal cups with both ends crimped, placed under vacuum in a sample
chamber, and heated with a feedback-controlled 150 W diode laser to either 500, 800, or 1100
°C for 15 minutes until subsequent extractions yielded He signals indistinguishable from the
instrumental detection limit. Empty tantalum cup blanks, heated to the same temperatures as the samples, and room temperature procedural blanks were measured throughout each analytical session and subtracted from the sample measurements; $^3$He blank corrections were typically $2-3 \times 10^4$ atoms, corresponding to blank correction magnitudes on the order of 3–11%. Aliquots of air and $^3$He-spiked helium standards of different manometrically-calibrated pipette volumes were analyzed throughout an instrumental tuning period used to determine helium sensitivities; sensitivities varied linearly over the pressure range of the sample analyses, approximated by the size of the $^4$He signal. We propagated uncertainties from the blank corrections and sensitivity regression into the cosmogenic $^3$He concentrations. We assume that all $^3$He is cosmogenic.

To determine sample-specific diffusion kinetics, we conducted stepwise degassing experiments on a proton-irradiated quartz grain from each sample. Proton irradiation generates a uniform distribution of $^3$He in quartz through similar nuclear reactions to those induced by cosmic ray particles but with ten orders of magnitude or higher production rates, enabling step degassing diffusion experiments to be conducted on single irradiated quartz grains [22, 87, 88]. Quartz aliquots were irradiated with a 228.5 MeV proton beam for 6 hours at the Francis H. Burr Proton Therapy Center at the Massachusetts General Hospital in December 2015; the total proton fluence of this irradiation was $9.14 \times 10^{15}$ p/cm$^2$. The irradiation target design and setup are detailed in Tremblay et al. [144]. Proton irradiated quartz aliquots were examined with a binocular microscope, and single crystals lacking penetrative fractures and visible inclusions (fluid or mineral) were selected for stepwise degassing. The dimensions of the chosen grains were measured to estimate the spherical equivalent radius used in later calculations to scale the diffusion lengthscale. Details of the stepwise degassing setup and helium measurements are detailed in Tremblay et al. [87].

In addition to determining the spherical equivalent radius of the quartz grains used in diffusion experiments, we also determined the spherical equivalent radii of the quartz grains used for cosmogenic measurements and assessed whether these radii are representative of the quartz size distribution in whole rock. Such an assessment is important because if we significantly reduced the grain size of quartz during the crushing process, this could lead to both an underestimation of the diffusion lengthscale to which the diffusion experiment size is scaled and missing cosmogenic $^3$He from our measurements. First, we photographed and measured the dimensions of at least 100 quartz grains from the sieve fraction of each sample used for cosmogenic $^3$He measurements. We determined major, intermediate, and minor axes of best fitting ellipsoids using the software ImageJ [194] and calculated the radius of a sphere with the same surface area to volume ratio for each grain. We compared the spherical equivalent radii calculated using this approach to spherical equivalent radii determined from micro x-ray computed tomography (CT) analyses on a smaller number of grains from the same samples, wherein the grains were mapped in three dimensions with a resolution better than 5 $\mu$m. CT scans were obtained on the Xradia MicroXCT scanner at the University of Texas at Austin High-Resolution X-ray CT Facility and processed using the software Blob3D [148] as described in Tremblay et al. [144]. This comparison demonstrates that the ellipsoid approach consistently overestimates the spherical equivalent radius by $\sim 50\%$ likely because
Figure 4.2: Grain size analysis for Gesso Valley samples. Histograms and solid curves denote the distribution of spherical equivalent radii for representative quartz grains (≥100) from the sieve fraction analyzed for cosmogenic $^3\text{He}$ abundances. Dashed curves denote the distribution of spherical equivalent radii in whole rock, inverted from the distribution of sectional circles (≥100) of quartz grains measured in thin section. Thin sections were made from the same sample as the crushed fraction, in the case of PDP10, or from a resampled boulder on the same moraine, in all other cases. Vertical black lines denote the spherical equivalent radius of the single quartz grain analyzed in each diffusion experiment shown in Fig. 4.4.
the ellipsoid method significantly underestimates the surface area of grains. We therefore scaled the spherical equivalent radii from loose grain measurements by a factor 1.5; the distribution of grain sizes from these measurements are shown in Fig. 4.2. Also shown in Fig. 4.2 is the probability distribution of spherical equivalent radii of quartz grains in whole rock. To determine this distribution, we calculated circular equivalent radii from measured sectional areas of at least 100 quartz grains in thin sections, and inverted the distribution of circular equivalent radii to a distribution of spherical equivalent radii using the code STRIPSTAR and the methodology described by Heilbronner and Barrett [195]. For PDP10, the thin section was made from the same sample as the sample crushed for cosmogenic $^3$He measurements. For the PM and TDB moraines, no whole rock material from the original samples was preserved; we therefore collected additional material from boulders exposed atop each of these moraines for thin sections, and assume that the grain size observed in these samples is representative of the samples for which we have cosmogenic $^3$He data.

For all samples, the distribution of spherical equivalent radii for the sieve fraction has a smaller standard deviation than the radii determined from thin section measurements (Fig. 4.2), which is not surprising given that the sieving process removes grains larger and smaller than the sieve size. With the exception of the PM samples, we find that the mean spherical equivalent radius of quartz in the sieve fraction is equal to or slightly greater than the mean radius determined from thin section measurements (Fig. 4.2). The mean quartz radius in the sieve fraction from the PM samples is only slightly smaller than the mean radius from thin section measurements, and the two distributions show significant overlap. Given the good agreement between mean spherical equivalent radii for the sieve fraction and thin section quartz, we assume that the grain size has not been substantially reduced by sample crushing and use the mean and standard deviation of the sieve fraction radii distributions as the appropriate diffusion lengths to model the diffusion of cosmogenic $^3$He in each sample.

### 4.3.2 Neon measurements in 76535 anorthite

To quantify neon diffusion kinetics in anorthite from 76535, we conducted a step degassing experiment on a neutron irradiated grain of anorthite. Small aliquots of 76535 were neutron irradiated for 50 hours at the University of Oregon TRIGA reactor in the Cadmium-Lined In-Core Irradiation Tube (CLICIT) facility. The choice of neutron irradiation over proton irradiation was primarily a practical one, as neutron irradiation was necessary for the argon measurements presented in Garrick-Bethell et al. [126] and generates high, uniform concentrations of $^{21}$Ne and $^{22}$Ne like proton irradiation, albeit through different nuclear reactions. From the irradiated aliquot, we isolated a single, intact grain of anorthite (76535 sample material is friable and readily disaggregated into single component grains). The anorthite grain, which has a spherically equivalent radius of 296 µm determined from microscope measurements, was heated over 97 consecutive heating steps, including three retrograde heating cycles, to temperatures between 100 and 1050 °C and lasting between 0.5 and 10 hours using a feedback-controlled laser heating system (Table S5 in [126]). We used the gas purifi-
cation and mass spectrometric measurement techniques described in Tremblay et al. [87]. Thirteen room temperature procedural blanks measured over the course of the experiment were subtracted from the measurement time zero intercepts; average blank corrections were $0.05 \times 10^6$ atoms for $^{21}\text{Ne}$ and $1.5 \times 10^6$ atoms for $^{22}\text{Ne}$. The MAP-215 sector field mass spectrometer in the BGC Noble Gas Thermochronometry Lab used to conduct these measurements cannot resolve $^{22}\text{Ne}^+$ from $^{44}\text{CO}_2^+$. However, we found that the CO$_2^+$/CO$_2^{++}$ was constant over the H$_2$ partial pressure range in the stepwise degassing experiment, and that the average signals on m/e = 44 for room-temperature blanks and heating steps are equal. Therefore we accounted for the $^{44}\text{CO}_2^{++}$ interference in the blank correction described above. No isobaric interference corrections were necessary for $^{21}\text{Ne}$. Aliquots of a manometrically-calibrated air standard were also analyzed after approximately every fifth heating step to determine neon sensitivities of the mass spectrometer, which we found to be constant over the pressure range of the analyses.

For the cosmogenic neon measurements, we measured $^{20}\text{Ne}$, $^{21}\text{Ne}$, and $^{22}\text{Ne}$ in five unirradiated anorthite grains using the same feedback-controlled laser system. During these measurements, we corrected for interferences on $^{22}\text{Ne}$ from $^{44}\text{CO}_2^{++}$ and $^{20}\text{Ne}$ from $^{40}\text{Ar}^{++}$ by introducing a $^{39}\text{Ar}$ spike during neon analyses as described by Balco and Shuster [78]. Like the step degassing experiment, room temperature procedural blanks and aliquots of the manometrically-calibrated air standard were measured throughout the analytical session. Prior to the neon analyses, each anorthite grain was precisely weighed. The mass of each sample, combined with the compositionally-determined density of 76535 anorthite, was used to estimate the volume of each grain and, assuming a spherical geometry, each grain’s radius. These spherical equivalent radii were then used to scale the diffusion experiment results in forward models of production and diffusion.

### 4.4 Results and Discussion

Although the methods for applying cosmogenic noble gas paleothermometry to questions about paleoclimate on Earth and past surface temperatures on the Moon are quite similar, below we describe how the results of applying this new technique in terms of the temperatures that we reconstruct can be dramatically different. While for the Maritime Alps we reconstruct temperatures since the LGM that range between 5 and 25 °C, on the Moon we estimate effective diffusion temperatures (EDTs) between 70 and 80 °C, which reflects the large temperature variations characterizing a planetary body without an atmosphere. The magnitude of the temperatures, and more importantly the temperature variations, we are interested reconstructing for each application directly affects our ability to interpret each dataset. In the case of the Moon, uncertainties in the assumptions we make to reconstruct temperatures from cosmogenic neon observations in anorthite have little effect on our interpretation that 76535 has only experienced solar radiative heating while at the lunar surface for the last 142 Ma. Conversely, for the Maritime Alps there are a number of sources of uncertainty in our temperature reconstruction from $^3\text{He}$ in quartz that, at this point, limit
our ability to quantify past climate variations since the LGM.

4.4.1 Cosmogenic $^3$He retention in quartz and temperature reconstruction from Gesso Valley moraine boulders

We report measured abundances of cosmogenic $^3$He in quartz aliquots from each of the Gesso Valley samples in Table 4.2. We used version 3 (v3) of the online exposure age calculator code, a more recent version of the code published in Balco et al. [54] that implements the cosmogenic $^3$He production rate in quartz determined by Vermeesch et al. [53], to calculate an apparent exposure age from the measured $^3$He abundance in each aliquot. We assume that the erosion rate is negligible for all boulders sampled, as was assumed in the original publications reporting $^{10}$Be exposure ages from these boulders [164, 165]. Sample coordinates, elevations, thicknesses, and shielding correction factors used in exposure age calculations are reported in Table 4.1. In Table 4.3, we report the weighted mean apparent $^3$He exposure age for each sample determined using the scaling scheme of Stone [69]. We also recalculated the $^{10}$Be exposure ages, normalizing the $^{10}$Be concentrations to the isotope ratio standards of Nishiizumi et al. [71], using v3 of the online exposure calculator and the global $^{10}$Be production rate calibration dataset, and assuming the scaling scheme of Stone [69] (Table 4.2). We divided the weighted mean apparent $^3$He exposure ages by the $^{10}$Be exposure ages to calculate $^3$He retention, which represents the fraction of cosmogenic $^3$He produced during surface exposure that remains in the quartz analyzed [68].

Fig. 4.3 shows $^3$He retention as a function of exposure duration in the five samples we analyzed. All Gesso Valley samples retain less than 50% of the cosmogenic $^3$He that was produced during their exposure (Table 4.3, Fig. 4.3). Retention generally decreases with increasing exposure duration: quartz from PDP10, sampled from the youngest and highest elevation moraine, retains 46% of its cosmogenic $^3$He, while quartz from TDB1, sampled from the lowest elevation moraine correlated to the LGM, retains only 6% of its cosmogenic $^3$He. Samples PM1 and PM4, both from the Ponte Murato moraine, have $^{10}$Be exposure ages that agree within uncertainty but significantly different $^3$He retention (Table 4.3, Fig. 4.3). Similarly, the $^{10}$Be exposure ages for the two Tetti del Bandito moraine samples, TDB1 and TDB3, are in agreement, but the $^3$He retentions in these two samples are drastically different (Table 4.3, Fig. 4.3).

In order to reconstruct temperatures from the observed $^3$He retention in each quartz sample and assess the differences in $^3$He retention between samples from the same moraine, we need to know the diffusion kinetics of $^3$He in each sample. Fig. 4.4 shows the results of step degassing experiments on proton-irradiated quartz from the Gesso Valley samples in Arrhenius plots where the natural log of diffusivity, calculated from the cumulative fraction of gas released during each heating step [82], is plotted as a function of inverse temperature (gray circles).

All Gesso Valley quartz samples exhibit some degree of nonlinearity in the Arrhenius plots (Fig. 4.4). While we do not have a mechanistic explanation or model for this type of
Table 4.2: Observations of cosmogenic $^3\text{He}$ in Gesso Valley quartz samples.

<table>
<thead>
<tr>
<th>Sample, aliquot</th>
<th>Mass of quartz analyzed (g)</th>
<th>$[^3\text{He}]$ ($10^3$ atoms/g)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PDP10-1</td>
<td>0.109</td>
<td>2.20 ± 0.38</td>
</tr>
<tr>
<td>PDP10-2</td>
<td>0.101</td>
<td>2.38 ± 0.37</td>
</tr>
<tr>
<td>PDP10-3</td>
<td>0.102</td>
<td>3.65 ± 0.35</td>
</tr>
<tr>
<td>PDP10-4</td>
<td>0.126</td>
<td>2.91 ± 0.26</td>
</tr>
<tr>
<td>PDP10-5</td>
<td>0.121</td>
<td>2.99 ± 0.39</td>
</tr>
<tr>
<td>PDP10-6</td>
<td>0.136</td>
<td>2.99 ± 0.31</td>
</tr>
<tr>
<td>PDP10-7</td>
<td>0.117</td>
<td>3.12 ± 0.37</td>
</tr>
<tr>
<td>PDP10-8</td>
<td>0.125</td>
<td>2.44 ± 0.35</td>
</tr>
<tr>
<td>PM1-1</td>
<td>0.101</td>
<td>1.14 ± 0.42</td>
</tr>
<tr>
<td>PM1-2</td>
<td>0.101</td>
<td>0.89 ± 0.60</td>
</tr>
<tr>
<td>PM1-3</td>
<td>0.304</td>
<td>1.11 ± 0.18</td>
</tr>
<tr>
<td>PM1-4</td>
<td>0.266</td>
<td>0.88 ± 0.15</td>
</tr>
<tr>
<td>PM1-5</td>
<td>0.290</td>
<td>1.05 ± 0.15</td>
</tr>
<tr>
<td>PM4-1</td>
<td>0.113</td>
<td>1.29 ± 0.34</td>
</tr>
<tr>
<td>PM4-2</td>
<td>0.309</td>
<td>1.51 ± 0.17</td>
</tr>
<tr>
<td>PM4-3</td>
<td>0.268</td>
<td>1.63 ± 0.19</td>
</tr>
<tr>
<td>PM4-4</td>
<td>0.247</td>
<td>1.60 ± 0.12</td>
</tr>
<tr>
<td>TDB1-1</td>
<td>0.216</td>
<td>0.62 ± 0.28</td>
</tr>
<tr>
<td>TDB1-2</td>
<td>0.269</td>
<td>0.11 ± 0.14</td>
</tr>
<tr>
<td>TDB1-3</td>
<td>0.306</td>
<td>0.28 ± 0.13</td>
</tr>
<tr>
<td>TDB1-4</td>
<td>0.292</td>
<td>0.26 ± 0.13</td>
</tr>
<tr>
<td>TDB1-5</td>
<td>0.482</td>
<td>0.36 ± 0.08</td>
</tr>
<tr>
<td>TDB3-1</td>
<td>0.216</td>
<td>1.38 ± 0.27</td>
</tr>
<tr>
<td>TDB3-2</td>
<td>0.124</td>
<td>1.35 ± 0.39</td>
</tr>
<tr>
<td>TDB3-3</td>
<td>0.279</td>
<td>1.20 ± 0.19</td>
</tr>
<tr>
<td>TDB3-4</td>
<td>0.301</td>
<td>1.31 ± 0.27</td>
</tr>
<tr>
<td>TDB3-5</td>
<td>0.268</td>
<td>1.32 ± 0.18</td>
</tr>
</tbody>
</table>
Table 4.3: Apparent $^3$He exposure ages and retention in Gesso Valley quartz samples. See text for details about the input parameters to the exposure age calculation. We report external uncertainties for both $^3$He and $^{10}$Be exposure ages.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Apparent exposure age (yr), $^3$He</th>
<th>Exposure age (yr), $^{10}$Be</th>
<th>$^3$He retention</th>
</tr>
</thead>
<tbody>
<tr>
<td>PDP10</td>
<td>6402 ± 341</td>
<td>14071 ± 1220</td>
<td>0.46 ± 0.05</td>
</tr>
<tr>
<td>PM1</td>
<td>4534 ± 452</td>
<td>16356 ± 1601</td>
<td>0.28 ± 0.04</td>
</tr>
<tr>
<td>PM4</td>
<td>7006 ± 512</td>
<td>19213 ± 1654</td>
<td>0.36 ± 0.04</td>
</tr>
<tr>
<td>TDB1</td>
<td>1407 ± 271</td>
<td>23397 ± 2072</td>
<td>0.06 ± 0.01</td>
</tr>
<tr>
<td>TDB3</td>
<td>6187 ± 561</td>
<td>21003 ± 1854</td>
<td>0.29 ± 0.04</td>
</tr>
</tbody>
</table>

Figure 4.3: Cosmogenic $^3$He retention as a function of $^{10}$Be exposure age in quartz from Gesso Valley moraine samples. Ellipses represent 1σ uncertainty.
Figure 4.4: Arrhenius plots for helium diffusion experiments on Gesso Valley quartz samples. \( D/a^2 \) values are normalized to \( s^{-1} \). Experimental data are plotted as gray circles. Diffusivities were calculated using the equations of Fechtig and Kalbitzer [82] and the uncertainty propagation outlined in Tremblay et al. [87]. Color circles and lines denote three-domain multiple diffusion domain (MDD) models that minimize misfit with the experimental data. Tremblay et al. [144] describe MDD modeling approach used here.
complex diffusion behavior [87], multiple diffusion domain (MDD) models [113, 134, 135] can reproduce the nonlinearity observed in laboratory degassing experiments and appear to be relevant to $^3$He diffusive loss over $10^3$–$10^4$ year timescales, as demonstrated for a geologic case study for which the temperatures during surface exposure are reasonably well known [87]. We constructed MDD models optimized to fit each of the helium step degassing experiments on Gesso Valley quartz samples following the approach outlined in Tremblay et al. [144].

Fig. 4.5 shows the misfit between the calculated diffusivities from MDD models and the experimentally-determined diffusivities as a function of number of diffusion domains, where the misfit statistic was calculated using Eq. 3.2 in Chapter 3. The misfit shown for a given number of diffusion domains is the minimum misfit found after searching over a large range of model parameters (activation energy $E_a$, pre-exponential factor(s) $D_0/a^2$, and gas fractions).

We found that, for all five step degassing experiments, increasing the number of diffusion domains from 1 to 2 and from 2 to 3 significantly reduced the misfit between the observed diffusivities and those calculated with the MDD model (Fig. 4.5). However, increasing the number of diffusion domains from 3 to 4 did not significantly reduce the misfit between the observed and calculated diffusivities (Fig. 4.5). For experiment PM1-A, attempts at constructing a four domain model yielded two domains with the same pre-exponential factor and thus are the equivalent of the three domain model. Therefore for all experiments we use the diffusion parameters corresponding to the optimized three domain model. Lines corresponding to the diffusion parameters of the three domains, as well as the calculated diffusivities for the three domain models, are shown in color over the experimentally determined diffusivities in Fig. 4.4. The activation energies, pre-exponential factors, gas fractions, and misfit statistic for these three domain models are reported in Table 4.4.

As discussed in Section 4.3, we need to scale the diffusion kinetics determined from the step degassing experiments to the diffusion lengthscale appropriate for the cosmogenic $^3$He abundance measurements. In constructing MDD models, we cannot independently parameterize the diffusivity at infinite temperature, $D_0$, and the diffusion lengthscale, $a$. Instead, we model them together as the natural logarithm of the pre-exponential factor in the Arrhenius expression, $ln(D_0/a^2)$, which in an Arrhenius plot corresponds to the y-intercept. Because we cannot independently model the diffusion lengthscale $a$, we must make an assumption about how to scale the MDD models appropriately. This is not a problem in the $^{40}$Ar/$^{39}$Ar thermochronometry community in which MDD models were developed, because in almost all cases argon diffusion kinetics and naturally-occurring argon isotope abundances are measured in the same mineral grain [e.g. 114]. Here, we assume that the diffusion lengthscale of all domains, and by inference all the pre-exponential factors in a given MDD model, scales with the spherical equivalent radius of the quartz grain analyzed. Theoretically, this implies that diffusion lengthscale of the most retentive domain (the domain with the lowest $ln(D_0/a^2)$ or intercept in Arrhenius space) is the spherical equivalent radius of the grain analyzed. Practically, this scaling is accomplished as follows:

$$\left(\frac{D_0}{a^2}\right)_{scaled} = \left(\frac{D_0}{a^2}\right)_{MDD} \left(\frac{a_{sde}}{a_{cosmo}}\right)$$  \hspace{1cm} (4.1)
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Figure 4.5: Minimized misfit between observed and MDD-modeled $^3$He diffusivities as a function of number of diffusion domains for Gesso Valley quartz samples.

Table 4.4: Three domain multiple diffusion domain model parameters for $^3$He diffusion experiments in Gesso Valley quartz samples.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Domain</th>
<th>$E_a$ (kJ/mol)</th>
<th>$ln(D_0/a^2)$</th>
<th>fraction</th>
<th>Misfit</th>
</tr>
</thead>
<tbody>
<tr>
<td>PDP10-B</td>
<td>1</td>
<td>96.5</td>
<td>10.2</td>
<td>0.61</td>
<td>0.097</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>16.1</td>
<td>0.21</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>13.2</td>
<td>0.18</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PM1-A</td>
<td>1</td>
<td>89.6</td>
<td>8.6</td>
<td>0.54</td>
<td>0.067</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>10.1</td>
<td>0.36</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>14.1</td>
<td>0.10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PM4-A</td>
<td>1</td>
<td>90.9</td>
<td>8.4</td>
<td>0.74</td>
<td>0.109</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>5.9</td>
<td>0.20</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>14.4</td>
<td>0.06</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TDB1-B</td>
<td>1</td>
<td>99.7</td>
<td>11.8</td>
<td>0.46</td>
<td>0.161</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>13.2</td>
<td>0.30</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>17.3</td>
<td>0.24</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TDB3-B</td>
<td>1</td>
<td>97.6</td>
<td>10.3</td>
<td>0.42</td>
<td>0.149</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>12.3</td>
<td>0.41</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>15.7</td>
<td>0.17</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
where \( a_{sde} \) is the spherical equivalent radius of the step degassing experiment quartz grain and \( a_{cosmo} \) is the spherical equivalent radius of the quartz grains used for the cosmogenic \(^3\)He measurements (Fig. 4.2).

With the scaled, sample-specific diffusion kinetics, we explore possible temperature scenarios to explain the observed cosmogenic \(^3\)He abundances in the Gesso Valley samples. To do this, we use forward models of simultaneous production and diffusion to model how cosmogenic \(^3\)He retention evolves as a function of exposure duration under different temperature scenarios. We begin with the simplest possible scenario of constant temperature over time, as this allows us to assess the effective diffusion temperature (EDT) integrated over the exposure duration of each sample (hereafter referred to as the integrated EDT). Fig. 4.6 shows the evolution of \(^3\)He retention as a function of exposure duration for constant temperature scenarios in 2 °C increments from 0 °C to 30 °C. These retention evolution curves differ for each Gesso Valley quartz sample for several reasons: (1) each sample has a different set of diffusion kinetics, assuming a three domain diffusion model (Fig. 4.4, Table 4.4), (2) these sample specific diffusion kinetics are scaled to different spherical equivalent radii based on the measured grain size distributions of quartz in the sieve fraction used for cosmogenic \(^3\)He measurements (Fig. 4.2), and (3) the cosmogenic \(^3\)He production rate in quartz differs between samples. In each panel of Fig. 4.6 we report the integrated EDT that agrees with the observed cosmogenic \(^3\)He retention in each quartz sample. We provide two uncertainty estimates on this integrated EDT. One \( \sigma \) EDT uncertainties in parentheses account for the uncertainty in \(^3\)He retention and and exposure duration as determined from \(^{10}\)Be measurements; the second set of uncertainties also account for uncertainty in the spherical equivalent radius to which the experimentally-determined diffusion kinetics are scaled.

The most readily observable feature of the models in Fig. 4.6 is that the integrated EDT calculated for each quartz sample is different. This is in part expected because the different moraines represented by these samples are located at different elevations in the Gesso Valley and thus will experience different temperatures at any point in time due to the atmospheric lapse rate. This may also in part be due to the samples having different exposure durations; for example, a change in temperature between the deposition of the TDB moraine and the PM moraine would only be reflected in the cosmogenic \(^3\)He retention and integrated EDT of the TDB moraine samples. Differences in integrated EDT between samples from the same moraine, on the other hand, are unexpected. For PM1 we calculate an integrated EDT of 7.6 °C, while for PM4 we calculate a much higher integrated EDT of 19.7 °C. Similarly, for TDB1 we calculate an integrated EDT of 24.5 °C, while for TDB3 we calculate a much lower integrated EDT of 15.8 °C.

To put these integrated EDTs into context, in Fig. 4.7 we use modern daily temperature records from 2002 to 2016 to calculate mean temperatures (solid lines) and EDTs (dashed lines) at the elevation of each moraine. We obtained temperature records at the elevation of each moraine by scaling daily mean, minimum, and maximum temperature data from two meteorological stations within the Gesso Valley: Diga della Piastra (44.227 °E, 7.389 °N, 959 m) and Diga del Chiotas (44.168 °E, 7.334 °N, 1980 m). These data are publicly available through the Environmental Protection Agency for the Piemonte Region.
Figure 4.6: EDTs integrated over the exposure duration of Gesso Valley moraine samples. For each sample, we plot cosmogenic $^3$He retention as a function of exposure duration assuming a constant EDT and the MDD model diffusion kinetics reported in Table 4.3. Observed cosmogenic $^3$He retention ellipses are plotted as in Fig. 4.4 for comparison. One σ EDT uncertainties in parentheses account for the uncertainty in $^3$He retention and and exposure duration as determined from $^{10}$Be measurements; the second set of uncertainties also account for uncertainty in the spherical equivalent radius to which the experimentally-determined diffusion kinetics are scaled.
Figure 4.7: EDTs calculated from modern meteorological data. In gray we show the time series of mean, minimum, and maximum temperatures from 2002 to mid-2016 at the elevations of the PDP, PM, and TDB moraines, scaled from the nearest two meteorological stations using average monthly lapse rates. Solid color lines denote the mean temperature for each time series; dashed color lines denote the EDT for each time series calculated using the activation energies of the best fit MDD models in Fig. 4.4 and Table 4.4. Colors for specific samples are the same as in Figs. 4.3–4.6.

(arpa.piemonte.gove.it). We scaled the temperature data at Diga della Piastra to the elevation of the TDB and PM moraines and the temperature data at Diga del Chiotas to the elevation of the PDP moraine using monthly average lapse rates determined from the same dataset. For PDP10, PM4, and TDB1, the modern EDT estimate (9.8, 15.1, and 15.9 °C) is several degrees lower than the EDT integrated over each sample’s exposure duration (13.8, 19.7, and 24.5 °C). In contrast, the modern EDT estimate for TDB3 (15.9 °C) is comparable to the EDT integrated over its exposure duration (15.8 °C), and for PM1 the modern EDT estimate (15.0 °C) is several degrees higher (vs. 7.6 °C).

In addition to comparing the integrated EDTs calculated from observed cosmogenic $^3$He abundances to modern day EDTs in the Gesso Valley, we can compare our observations to temperatures from general circulation model (GCM) simulations and nearby temperature records from other proxy data. In Figs. 4.8–4.10, we show how cosmogenic $^3$He retention would evolve as a function of exposure duration using seasonal temperature outputs from the TraCE-21ka transient simulation. TraCE-21ka uses the National Center for Atmospheric Research (NCAR) Community Climate System Model version 3 (CCSM3), a synchronously coupled atmosphere-ocean general circulation model (GCM) [196], to simulate the Earth’s climate from the LGM (22 thousand years ago) to the present [197, 198]. We obtained seasonal (DJF, MAM, JJA, and SON) mean and maximum temperatures from the TraCE-21ka simulation for the 44.3 °N, 7.4 °E grid cell including the Gesso Valley. These simulated temperatures were determined for a mean elevation above sea level for the grid cell, which changed through the simulation as simulated sea level changed. However, the elevation of
Figure 4.8: Cosmogenic $^3$He retention calculated in PDP10 from scaled TraCE-21ka seasonal temperatures and spliced chironomid July temperatures. The left panel shows the mean and maximum seasonal temperature from the TraCE-21ka climate simulation and the mean July temperature from two spliced chironomid records, scaled to the elevation of PDP10 using modern lapse rate data. The right panel shows the evolution of $^3$He retention with time assuming the TraCE-21ka and chironomid temperatures represent the EDT experience over PDP10’s exposure duration. Thick retention curves assume the mean exposure duration and grain size for diffusion kinetics scaling; lower thin retention curves assume the $+1\sigma$ exposure duration and grain size, while upper thin curves assume the $-1\sigma$ exposure duration and grain size. The ellipse shows the observed retention and exposure duration, as in Fig. 4.3.

our sample sites with respect to sea level would have also changed through time, meaning that the relative offset between our sample site elevation and the mean grid cell elevation would have remained constant. We therefore scale the TraCE-21ka simulation temperatures to our sample sites using the present day difference between the sample site elevations and TraCE-21ka mean elevation assuming the modern seasonal lapse rate determined from the meteorological stations discussed above. The atmospheric lapse rate in the Gesso Valley likely changed between the LGM and the present, especially considering the fact that the valley was more extensively glaciated during part of this interval. Nonetheless, we assume the modern rate because (1) we have no independent means for assessing how different paleo-lapse rates may have been, and (2) any differences from the modern lapse rate when the valley was glaciated were likely $\leq 2$ °C/km [e.g. 169, 199, 200], which will not be resolvable using our cosmogenic noble gas observations that span $\leq 1$ km in elevation [68]. For all Gesso Valley quartz samples, the observed cosmogenic $^3$He retention is bracketed by the $^3$He retention calculated assuming mean seasonal temperatures and the $^3$He retention calculated assuming maximum seasonal temperatures scaled from the TraCE-21ka simulation. For PDP10 (Fig. 4.8), PM4 (Fig. 4.9), and TDB1 (Fig. 4.10), we calculate cosmogenic $^3$He retention from the TraCE-21ka simulation maximum seasonal temperature that is in agreement within uncertainty with the observed retention in these samples. Cosmogenic
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Figure 4.9: Cosmogenic $^3$He retention calculated in PM1 and PM4 from scaled TraCE-21ka seasonal temperatures. The left panel shows the mean and maximum seasonal temperature from the TraCE-21ka climate simulation, scaled to the elevation of the PM moraine using modern lapse rate data. The right panels shows the evolution of $^3$He retention with time assuming the TraCE-21ka temperatures represent the EDT experience over the PM samples’ exposure duration. Thick and thin retention curves are as in Fig. 4.8. Ellipses show the observed retention and exposure duration, as in Fig. 4.3.

Figure 4.10: Cosmogenic $^3$He retention calculated in TDB1 and TDB3 from scaled TraCE-21ka seasonal temperatures. The left panel shows the mean and maximum seasonal temperature from the TraCE-21ka climate simulation, scaled to the elevation of the TDB moraine using modern lapse rate data. The right panels shows the evolution of $^3$He retention with time assuming the TraCE-21ka temperatures represent the EDT experience over the TDB samples’ exposure duration. Thick and thin retention curves are as in Fig. 4.8. Ellipses show the observed retention and exposure duration, as in Fig. 4.3.
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\(^3\)He retention calculated from the TraCE-21ka mean seasonal temperatures agrees with the observed cosmogenic \(^3\)He retention in PM1 within uncertainty (Fig. 4.9).

PDP10, which has the youngest \(^{10}\)Be exposure age of 14071 ± 1220 years, is the only sample for which proxy data with continuous, coeval coverage are readily compared. For this comparison, we spliced two chironomid-based July temperature reconstructions from locations close to the Maritime Alps. One record is from Lago de Piccolo di Avigliana, located in the Italian Alps ∼25 km north of the Gesso Valley (45.05 °N; 7.38 °E, 365 m), where the chironomid-based mean July temperature reconstruction covers 14200 to 9500 years ago [172]. The other record is from Schwarzsee ob Söolden, a high-alpine lake in the Austrian Alps (46.96583 °N, 10.94611 °E, 2796m), where the chironomid record extends from the present day back 10200 years [201]. Like the GCM simulation, we scaled the July temperature reconstructions from both locations to the elevation of PDP10 using modern lapse rate information. We recognize that the Schwarzsee ob Söolden chironomid record is a substantial distance inland from our study site the Maritime Alps; however, there are no closer chironomid records that extend to the present day. Therefore we splice this record with the Lago de Piccolo di Avigliana record with caution, and note that a simple lapse rate scaling of the Schwarzsee ob Söolden reconstruction to our sample elevations is likely problematic. Fig. 4.8 shows the scaled, spliced chironomid temperature reconstruction and the corresponding model for cosmogenic \(^3\)He retention. Like the maximum seasonal temperatures from the TraCE-21ka simulation, we calculate cosmogenic \(^3\)He retention from the mean July temperature reconstruction in agreement with our observations from PDP10.

To a first order, the fact that modern EDTs calculated from meteorological data are within a few degrees of the EDTs integrated over the exposure duration of each Gesso Valley quartz sample, and the fact that cosmogenic \(^3\)He retention calculated with temperatures from a GCM simulation and an independent proxy reconstruction are in broad agreement with our cosmogenic \(^3\)He observations, is promising. This first order agreement suggests that our cosmogenic \(^3\)He measurements are, in fact, providing some information on ambient temperature conditions during exposure. For example, we do not calculate integrated EDTs below 0 °C, as we do for cosmogenic \(^3\)He measurements made on Holocene-age glacial erratics in Antarctica [68], nor do we calculate integrated EDTs unfeasibly high for Earth surface conditions (e.g, EDTs of 70–80 °C that we obtain for the Moon [125, 126]). However, for the purposes of reconstructing past climate variations, the substantial intra-moraine differences in EDTs are problematic and require explanation. For both the PM and TDB moraines, the difference in integrated EDTs between samples from the same moraine is ∼10 °C.

One possibility is that these intra-moraine temperature differences are real and reflect differential shading of the samples by vegetation, snow cover or topography. Unshaded rock samples can experience significantly higher daytime temperatures due to insolation than shaded samples. As discussed in Chapter 1, heating of rocks due to incident solar radiation can substantially raise rock temperatures above daily maximum air temperatures. Amplification of temperatures 5–10 °C above the daily maximum is common in non-desert environments [48, 49, 202, 203]. Considering our modern EDT calculations from meteorological station data, if we increase the maximum daily temperature by 5 or 10 °C, we find
significant increases in the EDT. For example, using the diffusion kinetics for TDB1, by increasing the maximum daily temperature in the meteorological data by 5 °C, we find that EDT increases from 15.9 to 19.2 °C. Increasing the maximum daily temperature by 10 °C increases the EDT to 23.0 °C, which is within the uncertainty of the EDT integrated over TDB1’s exposure duration. Therefore it is possible that, in the case of the TDB moraine, TDB3 may have been shaded or snow covered during all or some of its exposure history, while TDB1 was fully exposed to incoming solar radiation throughout its exposure. Similarly, PM1 may have been shaded or snow covered while PM4 was not since the PM moraine was deposited.

This interpretation is consistent with the comparison of observed cosmogenic $^3$He retention to calculated retention from TraCE-21ka and chironomid temperatures. TraCE-21ka simulation maximum seasonal temperature calculations agree well with PDP10, PM4, and TDB1 observations, while observations from PM1 and TDB3 are closer to the calculations with the mean seasonal temperature from TraCE-21ka. We would expect mean temperatures to agree with our cosmogenic $^3$He observations, as is the case for PM1, if no heating due to insolation occurred. Following the same reasoning, we anticipate that samples experiencing nonzero insolation will have cosmogenic $^3$He abundances that are lower than what is expected from mean temperatures, as is the case for PDP10, PM4, TDB1, and TDB3. Likewise, the good agreement between the observed cosmogenic $^3$He retention in PDP10 and the chironomid-based reconstruction of mean July temperatures, which will be significantly greater than mean temperatures throughout most of the year, supports the interpretation that the temperatures experienced by sample PDP10 exceeded air temperatures during its exposure to cosmic ray particles. Relating maximum seasonal air temperatures or mean July air temperatures to insolation-induced daily rock temperature amplifications is not straightforward, although an empirical relationship could be obtained by monitoring in situ rock temperatures adjacent to meteorological stations. We attempted to obtain such a record by installing temperature sensor network inside a boulder at the PDP moraine in 2015; however, a pesky rodent chewed through the sensor cables and only one month of data was collected.

We note that shading from solar radiation and shielding of cosmic rays are not equivalent. Vegetative cover can have a substantial effect on heating by insolation, but in most cases a negligible effect on cosmogenic nuclide production rates due to its relatively low density. Similarly, thin snow cover will not substantially affect cosmogenic nuclide production rates but will cause rock temperatures to differ substantially from air temperatures. Thick snow cover (≥ 1 m) will affect both production rates and temperatures. Today, there is significant vegetation cover on the TDB and PM moraines, but no cover at PDP. Unfortunately, we have no way of assessing the degree of vegetation cover on the TDB and PM moraines before the modern, and no way to assess the past degree of snow cover for all moraines. Topography can shield rocks from cosmic ray particles, but these effects are accounted for in our calculations of cosmogenic nuclide production rates (Table 4.1); in contrast, we have not accounted for the effects of topographic shading on rock surface temperatures. We do not have detailed enough locations for the TDB and PM samples to identify the original boulders that were sampled and assess differences in topographic shading, although we suspect this would be
secondary to vegetation effects.

Another possible explanation for the intra-moraine differences is that our MDD model representations of helium diffusion kinetics in Gesso Valley quartz samples are inaccurate and/or inadequate. The MDD models we construct are inherently non-unique, and while the models we use do minimize the misfit between the observed and calculated diffusivities in our step degassing experiments for a given number of domains, comparable fits can be achieved over a range of diffusion parameters. To illustrate this, in Fig. 4.11 we show minimized values of MDD model misfit, calculated using Eq. 3.2 in Chapter 3, as a function of activation energy $E_a$ for three domain models fit to each of the step degassing experiments shown in Fig. 4.4. For most of the step degassing experiments, there is a broad range of activation energies (and associated pre-exponential factors and gas release fractions) over which the misfit with the MDD model changes only slightly; these changes in misfit are much smaller than the change in misfit associated with increasing the number of diffusion domains and the model complexity (Fig. 4.5).

For example, the MDD misfit for the PM1-A step degassing experiment ranges between 7.0 and 10.2% between activation energies of 80 and 97.5 kJ/mol (Fig. 4.11). The MDD
diffusion kinetics we use in the forward models for PM1 quartz presented above assume an activation energy of 89.6 kJ/mol. If instead we use a different set of diffusion kinetics for a three domain model that yields a comparable misfit with the step degassing experiment \((E_a = 97.5 \text{ kJ/mol}; \ln(D_0/a^2) = 12.2, 10.1, 16.8; f_{gas} = 0.45, 0.44, 0.11; \text{Misfit} = 0.095)\), we calculate an integrated EDT from the cosmogenic \(^{3}\text{He}\) retention in PM1 quartz of 17.8 (±2.3) +3.8/-3.9 °C, which is in agreement with the integrated EDT we calculated for PM4 (Fig. 4.6). This highlights how sensitive the temperatures we calculate from an observed amount of cosmogenic \(^{3}\text{He}\) retention are to the diffusion kinetics we use. While different MDD models might reproduce diffusivities observed in laboratory step degassing experiments comparably well, the downward extrapolation of these models results in significantly different diffusivities at the temperatures characterizing Earth’s surface. This suggests that some or all of the intra-moraine differences in integrated EDTs could be attributed to uncertainties in how we extrapolate laboratory-determined diffusion kinetics. Given that we do not yet have a mechanistic understanding of what controls the complex noble gas diffusion behavior we observe in our experiments, discriminating between different MDD models of comparably good fit (and even assessing whether MDD models adequately represent the processes responsible for complex behavior) is difficult at this stage.

A third possible explanation for the intra-moraine variation could arise from our grain size analysis and scaling of MDD models. Uncertainty in the physical significance of our MDD models translates into an uncertainty in our assumptions about how to scale our MDD model fits from step degassing experiments to the cosmogenic \(^{3}\text{He}\) measurements. However, because we have scaled the results of each experiment using the same assumptions in Eq. 4.1, the effects will be systematic. Similarly, the factor of 1.5 we applied to estimated spherical equivalent radii of quartz from the sieve fractions, based on different approaches to estimate surface area to volume ratios and ground truthing with x-ray computed tomography data, will have systematic effects on all integrated EDTs. Assuming that the MDD model scaling and correction applied to sieve fraction measurements are appropriate, we must also consider the possibility that our grain size analysis for the PM and TDB samples does not represent the actual grain size and diffusion lengthscale of quartz in these samples. Since we did not have whole rock material from the original PM and TDB samples, we made thin sections from other boulders collected from the PM and TDB moraines to compare with the size distributions of quartz in the sieved fraction. While there is good agreement between the mean spherical equivalent radii of quartz measured in these thin sections and in the sieve fractions, it is possible that in the original sample the mean quartz size before crushing was much larger. As a sensitivity test, we again use PM1 as an example. In order to obtain an integrated EDT for PM1 equivalent to that calculated for PM4 of 19.7 °C, we must increase the spherical equivalent radius assumed for the cosmogenic \(^{3}\text{He}\) measurement by 110% (without changing the spherical equivalent radius for PM4). While such a dramatic underestimation of the PM1 grain size, and more generally >100% uncertainty in all our PM and TDB grain size analyses, seems unlikely, we cannot rule out such a possibility given that whole rock material from these samples was unavailable.

In summary, integrated EDTs since the LGM, calculated from our observations of cosmo-
genic $^3$He concentrations in quartz, are broadly consistent with what we expect from modern meteorological station data, a GCM simulation of Earth’s climate since the LGM, and data from independent proxies in the region. Nonetheless, there are nontrivial differences between the integrated EDTs we calculate, particularly for samples with equivalent exposure ages from the same moraine, that require explanation. We identify three major potential sources of uncertainty that could account for these discrepancies: (1) the fact that we have not accounted for variations in radiative heating of the boulder surfaces across samples, (2) limitations in our understanding of and ability to model and extrapolate helium diffusion kinetics when complex behavior is observed, or (3) uncertainties associated with our quartz grain size analyses. At this stage, all three of these possibilities could be contributing to intra-moraine and inter-moraine variability in reconstructed temperatures. Because of these nontrivial uncertainties, and the fact that we have no cosmogenic $^3$He observations from younger moraines that record only more recent, Holocene temperatures in the Gesso Valley, it is difficult to fully compare our results to the TraCE-21ka and chironomid temperature records and not yet possible to comment on the hypothesis that the post-LGM climate evolution and glacier dynamics of the Maritime Alps differed from other Alpine sectors. Nonetheless these results are promising, and suggest that with additional work and better understanding of diffusion kinetics and rock-air temperature relationships we can address questions in paleoclimate like this one in future applications.

### 4.4.2 Cosmogenic neon retention in 76535 anorthite and recorded lunar surface paleotemperatures

Four of the five unirradiated anorthite grains we analyzed have neon isotopic compositions that plot on a mixing line between solar wind neon [204] and cosmogenic neon as determined by Lugmair et al. [185] (solid line, Fig. 4.12). Our data are offset to the right from an alternative mixing line between solar wind neon and the nominal cosmogenic neon production rate ratios calculated by Leya et al. [192] (dashed line, Fig. 4.12). However, the uncertainties on these latter cosmogenic production rate calculations are large enough [12%; 192] that they overlap with the Lugmair et al. [185] determination within uncertainty. The fifth analysis (aliquot v) plots below this mixing line, suggesting neon isotope fractionation during solar wind implantation [204], and is not used in thermal history calculations.

We deconvolved the cosmogenic component from the solar wind component in the remaining four analyses (Table 4.5). Using the elemental production rates of cosmogenic neon in Leya et al. [192] and the composition of 76535 anorthite from Dymek et al. [182], we calculated the total cosmogenic abundance of each neon isotope produced in these anorthite grains during the $142 \pm 3$ Ma exposure of 76535 (Table 4.5). Because we do not know the shielding depth of the specific anorthite grains we analyzed, depth-averaged production rates for each neon isotope were calculated over the maximum dimension of the whole rock sample inferred from photographs (6.5 cm). Cosmogenic neon retention was then calculated by dividing the observed cosmogenic neon abundances by the total amount of cosmogenic
neon produced during cosmic ray exposure. Retention values indicate that between 8 and 67% of the cosmogenic neon produced was diffusively lost (Table 4.5), with the amount of diffusive loss inversely correlated to the grain size analyzed.

Table 4.5: Observations of naturally-occurring neon isotopes in 76535 anorthite. Measured abundances, cosmogenic abundances, total cosmogenic neon produced during 142 Ma of exposure, and cosmogenic neon retention are reported.

<table>
<thead>
<tr>
<th>Aliquot</th>
<th>$^{20}$Ne ±</th>
<th>$^{21}$Ne ±</th>
<th>$^{22}$Ne ±</th>
</tr>
</thead>
<tbody>
<tr>
<td>v (0.74 mg)</td>
<td>306027 6155 2650 42</td>
<td>26500 385</td>
<td></td>
</tr>
<tr>
<td>w (1.89 mg)</td>
<td>127928 2586 6155 99</td>
<td>16836 250</td>
<td></td>
</tr>
<tr>
<td>x (0.46 mg)</td>
<td>661 187 625 15</td>
<td>831 20</td>
<td></td>
</tr>
<tr>
<td>y (2.71 mg)</td>
<td>17266 536 10239 316</td>
<td>14077 363</td>
<td></td>
</tr>
<tr>
<td>z (1.68 mg)</td>
<td>5119 158 4995 78</td>
<td>6469 100</td>
<td></td>
</tr>
</tbody>
</table>

The results of our step degassing experiment to examine neon diffusion in 76535 anorthite are discussed extensively in Tremblay et al. [144] and in Chapter 3. To summarize, 76535 anorthite shows linear Arrhenius behavior for 97% of the $^{21}$Ne measured (Fig. 4.13). Steps at low temperature that deviate from the linear array are most likely measurements of background but are statistically above the instrument detection limit. Deviations from linear behavior above 800 °C occur after a known structural transformation in anorthite [160, 161]. Although anorthite also undergoes a structural transition from a P1 to T triclinic crystal symmetry during our step degassing experiment around 300 °C [156, 157], the diffusion parameters we calculate from only the temperature steps below 300 °C are indistinguishable from those calculated using all the data between 170 and 800 °C. Therefore we interpret the
Figure 4.12: Three isotope plot showing the naturally-occurring neon isotopic composition of the five anorthite grains from 76535 we analyzed. Four of the five analyses plot on a mixing line between solar wind neon [204] and cosmogenic neon as determined by Lugmair et al. [185]. Analysis v plots below both mixing lines, which indicates that neon isotope fractionation occurred during solar wind implantation [204].

step degassing experiment on 76535 anorthite to reflect neon diffusion from a single diffusion domain, and assume that the diffusion lengthscale is equivalent to the spherical equivalent radius of the anorthite grain analyzed (296 µm).

Using the diffusion parameters calculated from the step degassing experiment (Fig. 4.13) scaled to the spherical equivalent radius of each anorthite grain in which we measured natural neon abundances, we modeled the simultaneous production and diffusion of cosmogenic neon for different EDTs. We calculated a reduced $\chi^2$ misfit statistic for each EDT as follows:

$$\chi^2 = \frac{1}{n-1} \sum_{i=1}^{n} \left( \frac{R_{o,i} - R_{c,i}}{\sigma_i} \right)^2$$ (4.2)

Where $n$ is the number of measurements, $R_c$ and $R_o$ are the calculated and observed retention values for each measurement, respectively, and $\sigma$ is the observed retention uncertainty. We calculated this misfit statistic using both the $^{21}$Ne and $^{22}$Ne diffusion parameters derived from the Arrhenius relationships shown in Fig. 4.13. We estimated the standard
Figure 4.13: Arrhenius plot for diffusion of neutron-induced $^{21}$Ne (triangles) and $^{22}$Ne (circles) in a single crystal fragment of 76535 anorthite. Diffusivities were calculated using the equations of Fechtig and Kalbitzer [82] and the uncertainty propagation outlined in Tremblay et al. [87]. Filled symbols were used to fit linear regressions and calculate diffusion parameters. Initial low temperature steps that plot above the linear regression are close to the detection limit.

We find that a weighted mean EDT of 75.5 ± 4.2 °C best agrees with the observed cosmogenic neon abundances (Fig. 4.14). This is in excellent agreement with the weighted mean EDT of 77.0 ± 1.3 °C calculated from $^{40}$Ar/$^{39}$Ar and $^{38}$Ar/$^{37}$Ar whole rock measurements of Apollo 15 samples [125]. Given our calculated neon diffusion parameters and direct lunar surface temperature measurements [162], we estimate a modern EDT at the Apollo 17 landing site of ~83 °C (Fig. 4.15). Collectively, these results demonstrate that 76535 has only experienced heating due to insolation during its 142 Ma exposure at the lunar surface. There is no evidence to suggest that 76535 experienced heating associated with impact events that exceeded lunar surface EDTs at any point since the sample’s initial exposure to cosmic ray particles.

These results from cosmogenic neon observations in 76535 anorthite suggest cosmogenic
neon paleothermometry may be feasible for meteorite or mission return samples from other planetary bodies, both in feldspars and in other mineral phases like quartz whose neon diffusion kinetics are sensitive to planetary surface temperatures. For example, cosmogenic neon observations either made at the Martian surface by an instrumented rover [e.g. 205] or in samples stored for return during the Mars 2020 mission could be used to assess near-surface Martian thermal conditions over million or billion year timescales, which could place important constraints the past habitability of the Martian surface [125]. This could be especially useful in samples for which cosmogenic and radiogenic argon are quantitatively retained at planetary surface temperatures and only able to place upper bounds on surface temperatures. In cases where both argon and neon exhibit open-system behavior, observations of cosmogenic isotopes of both noble gases will provide robust constraints on time-integrated planetary surface temperatures.

4.5 Conclusions

Having established the theoretical basis for cosmogenic noble gas paleothermometry and presented experimental data that quantify noble gas diffusion kinetics in relevant mineral phases in the previous chapters, in this chapter we presented applications of cosmogenic noble gas paleothermometry to a study of Late Quaternary paleoclimate and to a study of
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Figure 4.15: Relationship between EDT and mean temperature ($T_{\text{avg}}$) through the lunar daily insolation cycle at the Apollo 17 site, calculated using the $^{21}$Ne diffusion kinetics for 76535 anorthite and surface temperature measurements in Keihm and Langseth [162].

For the paleoclimate application, we used observations of cosmogenic $^3$He in quartz from moraine boulders to reconstruct integrated effective diffusion temperatures since the LGM in the Gesso Valley, Maritime Alps, Italy. Although we cannot yet evaluate hypotheses about the climate evolution and glacier dynamics during deglaciation in the Maritime Alps from these data, our initial temperature reconstructions over the last 22 ka are reasonable in the context of temperatures predicted by other proxies in the southern Italian Alps and with temperature estimates from a GCM simulation. Future work to better understand rock-air temperature relationships and helium diffusion systematics in particular should improve uncertainties in our temperature reconstructions and allow for more direct comparisons with proxy and model-based reconstructions.

For the lunar application, we used cosmogenic neon observations in anorthite from Apollo 17 sample 76535 to reconstruct temperatures during this sample’s 142 million year residence at the surface of the Moon. Our neon observations suggest that 76535 has only experienced lunar surface temperatures over tens of millions of years.
heating due to insolation while at the lunar surface; we find no evidence to support impact-related heating since initial exposure to cosmic ray particles. These results indicate promise for cosmogenic neon observations in other planetary materials and on other planetary bodies for reconstructing near surface temperatures on million or billion year timescales.
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