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Abstract

Chemical removal of nitrogen oxides from the atmosphere: Impacts on air quality and effects of temperature

by

Paul Romer
Doctor of Philosophy in Chemistry
University of California, Berkeley
Professor Ronald C. Cohen, Chair

The concentration of nitrogen oxides (NO\textsubscript{x} ≡ NO + NO\textsubscript{2}) regulates the concentrations of all major atmospheric oxidants and the formation of secondary air pollutants, with consequences for climate, human health, and ecosystems. The chemical cycling between NO\textsubscript{x} and its oxidation products controls the concentration and transport of NO\textsubscript{x} and affects the spatial extent of air pollution. Previous studies have shown that permanent loss of NO\textsubscript{x} occurs both through production of HNO\textsubscript{3} and through production of alkyl and multifunctional nitrates (RONO\textsubscript{2}). Despite their importance to atmospheric chemistry, significant uncertainties remain in the relative importance of these pathways and in the fates of RONO\textsubscript{2} and HNO\textsubscript{3} in the atmosphere.

I use observations from two intensive field studies, the Southern Oxidant and Aerosol Study (SOAS) in Centreville Alabama and the Korea-United States Air Quality Study (KORUS-AQ) over South Korea, to provide new constraints on the lifetimes and fates of NO\textsubscript{x} oxidation products. I show that RONO\textsubscript{2} compounds produced from isoprene oxidation have a lifetime under three hours and are lost both by gas-phase chemistry to re-release NO\textsubscript{x} to the atmosphere and by aerosol-phase hydrolysis to form HNO\textsubscript{3}. In contrast, observations of HNO\textsubscript{3} and NO\textsubscript{x} over the Yellow Sea between China and South Korea confirm that HNO\textsubscript{3} is nearly chemically inert in the troposphere. This finding contradicts recent proposals that HNO\textsubscript{3} undergoes photolysis extremely rapidly in the aerosol phase.

I apply these findings to investigate how the chemistry of NO\textsubscript{x} oxidation products affects the lifetime of NO\textsubscript{x} and the production of O\textsubscript{3} in different environments. I show that, in general, the formation of short-lived NO\textsubscript{x} reservoirs extends the lifetime of NO\textsubscript{x} by sequestering NO\textsubscript{x} in less reactive forms. Furthermore, I show that in areas where the formation of RONO\textsubscript{2} is the dominant pathway for NO\textsubscript{x} loss, ozone production efficiency no longer increases with temperature, changing the response of air quality to meteorology. Finally, I show that over the past decade, NO\textsubscript{x} chemistry has shifted in the United States towards a regime where RONO\textsubscript{2} chemistry plays a greater role in the loss of NO\textsubscript{x}. 
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Chapter 1

Introduction

Trace constituents in the atmosphere affect our health, our climate, and our environment. Globally, indoor and outdoor air pollution are estimated to cause over 6 million deaths each year, making poor air quality one of the leading causes of premature mortality worldwide (Forouzanfar et al. 2015). In the United States, efforts to improve air quality, especially those following the passage of the Clean Air Act of 1970, have led to significant increases in life expectancy and human health (Pope et al. 2009). However, despite these achievements, many places in the United States routinely experience air pollution above the National Ambient Air Quality Standards (NAAQS) for both fine particulate matter (PM$_{2.5}$) and ozone (O$_3$). Recent studies have suggested that improvements in air quality in major cities across the United States have slowed or stopped after decades of success (Jiang et al. 2018).

Photochemical air pollution is difficult to control in part because a significant portion of PM$_{2.5}$ and nearly all O$_3$ is not emitted directly, but is produced in situ from chemical reactions in the atmosphere. When nitrogen oxides (NO$_x$) and volatile organic compounds (VOCs) are exposed to sunlight, a pair of radical chain reactions is formed (Fig. 1.1A) that rapidly produces O$_3$ (Seinfeld and Pandis 2006). This same chemistry, especially in the presence of additional species such as SO$_2$ and NH$_3$, also generates low vapor pressure compounds that can condense to form particles. The linked radical chain reactions lead to a strikingly non-linear dependence of ozone production on the concentration of NO$_x$ and the VOC reactivity (VOCR) (e.g., Thornton et al. 2002). At low concentrations, increasing NO$_x$ leads to more efficient radical cycling and increases in the concentration of the hydroxyl radical (OH) and the rate of ozone production (Fig. 1.1B). Eventually, increases in NO$_x$ serve to terminate the radical chain reactions rather than propagate them, leading to a decline in OH concentrations and O$_3$ production.

More broadly, NO$_x$ controls both the rates and pathways of oxidation in the atmosphere. NO$_x$ not only determines the concentration of OH, the most important atmospheric oxidant, but also the concentration of O$_3$, an oxidant in addition to being a pollutant, and the concentration of NO$_3$, often the most important oxidant at night. The concentration of NO$_x$ also controls the fate of organic peroxy radicals (RO$_2$), determining whether they react with NO to form aldehydes and ketones, or whether they will be sufficiently long-lived to react with
HO$_2$ or undergo unimolecular isomerization to eventually form hydroperoxides or epoxides (e.g., Orlando and Tyndall, 2012; Teng et al., 2017). Understanding the chemical factors that control the concentration of NO$_x$ is therefore crucial to understanding atmospheric oxidation.

NO$_x$ is emitted to the atmosphere from a variety of sources, most of which involve high-temperature processes that lead to dissociation of N$_2$. These sources are both anthropogenic and natural, and include power plants, motor vehicles, and lightning (e.g., Dallmann and Harley, 2010; Nault et al., 2017). Fires emit NO$_x$ as a direct combustion product of nitrogen from proteins and DNA in the fuel (Andreae and Merlet, 2001). Soil microbes also emit NO$_x$ as a by-product of nitrification and de-nitrification (Pilegaard, 2013). Once in the atmosphere, NO$_x$ can undergo a variety of different chemical processes that oxidize it to form higher oxides of nitrogen (NO$_x$). While there are many classes of NO$_x$: the two with the largest role in the long-term removal of NO$_x$ from the atmosphere are nitric acid (HNO$_3$) and alkyl and multifunctional nitrates (RONO$_2$). Understanding the chemical budget of NO$_x$ requires understanding the production and loss of these two classes.

Previous studies combining laboratory experiments, chemical transport models, and field
measurements have helped to greatly constrain the production of these species. Laboratory experiments by Mollner et al. (2010) found that the rate constant for the production of HNO$_3$ from OH and NO$_2$ had been overestimated by 10–20% under standard conditions, due to a minor channel that produces a weakly bound isomer of nitric acid that rapidly decomposes back to NO$_2$. New constraints on the temperature and pressure dependencies of the reaction rate were provided by Henderson et al. (2012) and Nault et al. (2016) using kinetic modeling and direct observations of NO$_2$ in the upper troposphere.

Recent studies have also greatly constrained the production rate of RONO$_2$. For many years there were substantial disagreements between the concentration and formation rates of total alkyl and multifunctional nitrates (ΣRONO$_2$) and the sum of individually measured RONO$_2$ species (Day et al., 2003; Rosen et al., 2004; Perring et al., 2010). Advances in technologies for detecting and quantifying individual multifunctional nitrates have substantially reduced this discrepancy (Beaver et al., 2012; Lee et al., 2016), establishing that field observations of ΣRONO$_2$ were likely correct. This convergence in the measured concentrations suggests that discrepancies between the formation rate of alkyl and multifunctional nitrates derived from measurements of ΣRONO$_2$ and the rate calculated from individual VOCs is due to uncertainties in laboratory kinetics or model representations.

RONO$_2$ are produced in the daytime through the reaction of RO$_2$ radicals with NO. While this reaction typically produces NO$_2$ and an alkoxy radical (RO), a fraction of the time these two compounds will instead associate to form an RONO$_2$. The branching ratio $\alpha_i$ represents the RONO$_2$ yield from the RO$_2$ + NO reaction. Values of $\alpha_i$ for the production of alkyl nitrates from alkane oxidation have been measured since the 1980s (Atkinson et al., 1982; Carter and Atkinson, 1989). Recently, Teng et al. (2015) reported that values of $\alpha_i$ for alkene oxidation were significantly higher than previously assumed, helping to explain high concentrations of ΣRONO$_2$ observed in Houston, TX.

Recent laboratory studies have also substantially reduced the uncertainty in the RONO$_2$ yield from isoprene oxidation. As the most common VOC besides methane, the rate of RONO$_2$ production from isoprene oxidation has been found in modeling studies to have major implications for the response of air pollution to future changes in emissions or the climate (Ito et al., 2009; Paulot et al., 2012; Mao et al., 2013; Zare et al., 2018). For many years, laboratory studies reported wildly varying rates of RONO$_2$ formation from isoprene oxidation, with branching ratios ranging from 0.04–0.15 (Chen et al., 1998; Sprengnether et al., 2002; Paulot et al., 2009; Teng et al., 2015). Within the past decade, laboratory studies have converged on a yield of $0.13 \pm 0.02$ (Teng et al., 2017), a value matched by field studies estimating $\alpha_i$ for isoprene from the correlation of ΣRONO$_2$ and HCHO (Perring et al., 2009).

However, understanding the production of RONO$_2$ and HNO$_3$ from NO$_x$ oxidation does not fully describe their role in the atmosphere. Completely understanding the effects of these species on NO$_x$ also requires knowledge of their subsequent chemistry and deposition. For example, if RONO$_2$ oxidation efficiently recycled NO$_x$ to the atmosphere, RONO$_2$ would become temporary NO$_x$ reservoirs, transporting NO$_x$ on regional or continental scales but not leading to the permanent loss of NO$_x$. 
Investigating the fate of RONO$_2$ and HNO$_3$ in the ambient atmosphere requires studying their chemistry over a range of ages (time since emission) or watching the evolution of NO$_x$ and NO$_z$ on time scales of hours to days. Studies focused on the short-term evolution of NO$_x$ within plumes provide key constraints on the oxidation of NO$_x$, but are not well suited to examining the balance of reactions from the production and the loss of NO$_z$ compounds that occur on longer timescales.

A few studies have been able to investigate the bi-directional cycling between NO$_x$ and NO$_z$ by focusing on environments with little or no fresh emissions of NO$_x$. Perring et al. (2010) investigated the cycling of NO$_z$ by examining polluted plumes originating from Mexico City that were aged for 1–2 days. They found that NO$_z$ species accounted for a growing fraction of total reactive nitrogen (NO$_y$) as the plume aged, mostly in the form of HNO$_3$, and estimated that the chemical loss of RONO$_2$ was always insignificant (< 10%) compared to RONO$_2$ production. Bertram et al. (2013) used measurements over the northern Pacific Ocean to investigate NO$_x$ cycling in highly aged air. They found ΣRONO$_2$ to be unimportant, accounting for < 10% of total NO$_y$. In contrast, release of NO$_x$ from photolysis and oxidation of gas-phase HNO$_3$ accounted for over a quarter of total NO$_x$ production in the upper troposphere. Other studies of NO$_x$ chemistry in the remote marine atmosphere have found anomalously high concentrations of NO$_x$ or anomalously low concentrations of HNO$_3$, suggesting that unknown chemistry was converting HNO$_3$ into NO$_x$ (e.g., Hauglustaine et al., 1996; Gao et al., 1999; Perkins et al., 2001). However, not all studies have agreed with this assessment. Bertram et al. (2007) suggested that wet deposition (rainout) of HNO$_3$ could equally explain the observations, and Neuman et al. (2006) found that, if anything, concentrations of HNO$_3$ were higher than expected based on known chemistry.

Other studies have investigated the cycling of NO$_x$ and NO$_z$ in forested environments. These studies have suggested rapid loss of RONO$_2$ compounds formed from biogenic VOCs, based on comparison of ΣRONO$_2$ with HCHO (Perring et al., 2009), ΣRONO$_2$ with HNO$_3$ (Browne et al., 2013), and isoprene nitrates with methyl vinyl ketone (Grossenbacher et al., 2004). Comparison between measurements and models further suggested the need for rapid chemical loss of these species (Giacopelli et al., 2005; Horowitz et al., 2007). However, none of these studies were able to strictly constrain the products of RONO$_2$ loss. Laboratory experiments suggested that oxidation to form secondary nitrates, recycling of NO$_x$, and heterogeneous conversion to nitric acid could potentially all play an important role (Darter et al., 2011; Liu et al., 2012; Lee et al., 2014a; Müller et al., 2014).

The relatively small number of studies that have been able to study the bi-directional cycling of NO$_x$ and the significant variation in their results highlight the need for additional field measurements to better constrain the fate of NO$_z$ in the atmosphere. Here, I investigate the chemistry of both ΣRONO$_2$ and HNO$_3$ using observations from two field intensives: the Southern Oxidant and Aerosol Study (SOAS, June – July 2013) in Centreville, Alabama, and the Korea-United States Air Quality Study (KORUS-AQ, May – June 2016) over South Korea. The contrasting chemistry in these two locations, moving from a forested environment dominated by biogenic VOC emissions to a highly polluted megacity makes it possible to isolate the chemistry of different NO$_z$ molecules and to examine how NO$_x$ chemistry varies...
between different environments.

While intensive field deployments are excellent tools for investigating specific chemical mechanisms, they give little information about the trends in chemical mechanisms over time. Doing so requires more context than obtainable from a single 6 week field deployment and more detailed information than typically reported from long-term monitoring stations. Overcoming this barrier requires synthesizing multiple sources of information to better understand mechanistic trends over time. For example, Pusede et al. (2014) combined measurements from a short-term field deployment with long-term monitoring at the same location to understand how ozone production was changing in the San Joaquin Valley, CA. The combination of short- and long-term measurements was crucial to understanding how the chemistry of ozone production was affected by changing emissions and fluctuating temperatures in this polluted region. Similarly, Edwards et al. (2017) combined measurements from two short-term field campaigns near Atlanta, GA in 1999 and 2013 to understand how the mechanisms of nighttime VOC oxidation are changing in the southeast United States.

In the first half of this dissertation, I present new constraints on the fate and lifetime of $\Sigma RONO_2$ and HNO$_3$ using results from both the SOAS and KORUS-AQ field campaigns.

In Chapter 2, I demonstrate the need for multiphase chemistry to act as a sink of $\Sigma RONO_2$ and a source of HNO$_3$ in an isoprene-dominated forest. By examining the behavior of $\Sigma RONO_2$ and HNO$_3$ during SOAS, I show that known gas-phase chemical production and loss processes cannot explain their evolution and infer that a significant portion of $\Sigma RONO_2$ must rapidly undergo heterogeneous hydrolysis to form HNO$_3$. I find that during the SOAS campaign, approximately half of the $\Sigma RONO_2$ produced permanently removed NO$_x$ from the atmosphere and the other half recycled NO$_x$ to the atmosphere within a few hours of being formed.

In Chapter 3, I investigate the recent proposal that HNO$_3$ in aerosols undergoes photolysis between 10 and 300 times more rapidly than in the gas phase. Using a chemical box model and airborne observations of NO$_x$ and HNO$_3$ over the Yellow Sea during KORUS-AQ, I show that rapid aerosol nitrate photolysis is inconsistent with other NO$_x$ chemistry. This result confirms that HNO$_3$ has a long (> 50 hr) lifetime to chemical loss and is predominantly removed by wet and dry deposition.

In the second half of this dissertation, I study how the chemistry of NO$_x$ and O$_3$ is changing over time by merging the results of the previous two chapters with long-term chemical monitoring and archived measurements from NASA and NOAA. By combining results from multiple sources, I am able to provide a more comprehensive look at how NO$_x$ chemistry will be affected by changes to emissions or to the climate.

In Chapter 4, I investigate ozone production in regions with high biogenic VOC emissions where RONO$_2$ chemistry is the dominant NO$_x$ sink. I combine extensive chemical measurements from SOAS with a more limited 15-year measurement record at the same location to examine how changes in temperature affect ozone production at this location, and show that changes in soil microbial emissions of NO$_x$ with temperature explain 40% of the increase of O$_3$ production with temperature. This finding suggests that even if anthropogenic emissions of NO$_x$ continue to decline over the continental United States, hotter temperatures will
continue to be associated with worse air pollution.

In Chapter 5, I combine a broad suite of air- and ground-based observations to discuss the factors that control NO\textsubscript{x} loss on a continental scale. I show that over the past decades, the portion of NO\textsubscript{x} loss occurring through RONO\textsubscript{2} chemistry has significantly increased in many areas of the country. I show that this transition, combined with changes in the spatial pattern of NO\textsubscript{x} emissions, has led to a more even distribution of NO\textsubscript{x} across the continental United States.

In Chapter 6, I conclude with a discussion of the implications of the results presented in this dissertation and suggest possible ideas for future research.
Chapter 2

**NO$_x$ loss in the southeast United States**


2.1 Introduction

The concentration and chemistry of nitrogen oxides (NO$_x$ ≡ NO + NO$_2$) in Earth’s troposphere has a significant and non-linear effect on the oxidative capacity of the atmosphere. This in turn affects the production, composition, and aging of aerosols and the lifetime of greenhouse gases such as methane. Concentrations of NO$_x$ control the production of ozone, a respiratory health hazard, important oxidant, and greenhouse gas. In addition, the deposition of reactive nitrogen is an important source of nutrients in some ecosystems (e.g., Fowler et al., 2013).

NO$_x$ is emitted by both anthropogenic and biogenic sources, including motor vehicles, power plants, forest fires, and soil bacteria (e.g., Dallmann and Harley, 2010; Mebust and Cohen, 2014; Hudman et al., 2012), and is temporarily or permanently removed from the atmosphere by chemical conversion to higher oxides of nitrogen. Across much of the globe, the balance of these sources and sinks is in a period of dramatic change, with large reductions of NO$_x$ emissions occurring in North America and Europe and significant increases occurring in Asia (e.g., Russell et al., 2012; Curier et al., 2014; Reuter et al., 2014). Understanding the effects of changes in NO$_x$ emissions on the concentration and spatial distribution of NO$_x$ requires detailed knowledge of the chemistry and transport of NO$_x$ and NO$_x$ reservoirs. These reservoirs are poorly understood and represent a significant uncertainty in analyses of NO$_x$ emissions and ozone production (e.g., Ito et al., 2007; Browne and Cohen, 2012; Mao et al., 2013).

The net chemical loss of NO$_x$ is difficult to directly observe. Observational methods for determining the lifetime of NO$_x$ are easiest to apply in the outflow of isolated emissions,
where the declining concentration of NO\textsubscript{x} or the changing ratio of NO\textsubscript{x} to total reactive nitrogen (NO\textsubscript{y}) provide clear evidence for NO\textsubscript{x} loss (e.g., Ryerson et al., 1998; Dillon et al., 2003; Alvarado et al., 2010; Valin et al., 2013). In rural and remote regions, emissions and concentrations of NO\textsubscript{x} and NO\textsubscript{y} are typically slowly varying over large distances (e.g., Browne et al., 2013), preventing the loss of NO\textsubscript{x} from being directly observable. Nor can the lifetimes found in plume studies be easily translated into an appropriate lifetime in the regional background. Short-lived NO\textsubscript{x} reservoirs such as peroxy acyl nitrate (PAN) can efficiently remove NO\textsubscript{x} in a plume, but act as a source of NO\textsubscript{x} in rural and remote regions (Finlayson-Pitts and Pitts, 1999). In addition, the non-linear interactions between NO\textsubscript{x} and OH make the lifetime of NO\textsubscript{x} in a fresh plume very different from its lifetime several hours downwind (e.g., Martinez et al., 2003; Valin et al., 2013).

To constrain the lifetime of NO\textsubscript{x} in rural and remote regions, observations of reactive nitrogen species must be combined with an understanding of the chemical transformations between NO\textsubscript{x} and its higher oxides. If the production, loss, and fate of these higher oxides are accurately understood, then the lifetime of NO\textsubscript{x} can be calculated by tracing the flow of reactive nitrogen through the system. Here, we evaluate the daytime lifetime of NO\textsubscript{x} in the rural southeast United States, using measurements taken from 1 June – 15 July 2013 as part of the Southern Oxidant and Aerosol Study (SOAS). In situ measurements of volatile organic compounds (VOCs), atmospheric oxidants, and a wide range of reactive nitrogen compounds are used to determine the production and loss rates for nitric acid, alkyl and multifunctional nitrates, and peroxy nitrates. These rates are used to assess the lifetime of NO\textsubscript{x} in this region.

### 2.2 The NO\textsubscript{y} family and the lifetime of NO\textsubscript{x}

During the day, NO\textsubscript{x} is lost by associating with other radicals to produce higher oxides of nitrogen, primarily nitric acid, alkyl and multifunctional nitrates (\(\Sigma\text{ANs} = \Sigma\text{RONO}_2\)), and peroxy nitrates (\(\Sigma\text{PANs} = \Sigma\text{R(O)OONO}_2\)) (e.g., Day et al., 2003; Perring et al., 2010). The sum of these and other higher oxides such as \(\text{N}_2\text{O}_5\) and HONO are collectively known as NO\textsubscript{z} (NO\textsubscript{z} \(\equiv NO\textsubscript{y} - NO\textsubscript{x}\)).

NO\textsubscript{x} is oxidized to produce the major daytime classes of NO\textsubscript{z} through reactions (R2.1), (R2.2b), and (R2.3).

\[
\text{NO}_2 + \text{OH} + M \rightarrow \text{HNO}_3 + M \quad \text{(R2.1)}
\]

\[
\text{NO} + \text{RO}_2 + M \rightarrow \text{RONO}_2 + M \quad \text{(R2.2b)}
\]

\[
\text{NO}_2 + \text{R(O)O}_2 + M \rightleftharpoons \text{R(O)OONO}_2 + M \quad \text{(R2.3)}
\]

NO\textsubscript{x} can also be converted to NO\textsubscript{z} through reactions of the NO\textsubscript{3} radical. Although these reactions are most important at night, previous studies have shown that NO\textsubscript{3} chemistry can
produce NO\textsubscript{z} during the day if concentrations of alkenes are high (e.g., Fuentes et al. 2007; Mogensen et al. 2015; Ayres et al. 2015).

The production and fate of different NO\textsubscript{z} species determine the lifetime of NO\textsubscript{x}. Some of these species are short-lived and re-release NO\textsubscript{x} back to the atmosphere within hours of being formed. If the lifetime for the conversion of an NO\textsubscript{z} species back to NO\textsubscript{x} is shorter than typical NO\textsubscript{x} lifetimes in the atmosphere, then NO\textsubscript{x} and these NO\textsubscript{z} species interact, and their concentrations will approach a steady-state ratio. As NO\textsubscript{x} is removed from the system, some of the short-lived NO\textsubscript{z} species dissociate, buffering the concentration of NO\textsubscript{x}. In this way, the presence of NO\textsubscript{x} reservoirs directly extends the lifetime of NO\textsubscript{x}.

One method to take this buffering into account when calculating the lifetime of NO\textsubscript{x} is to consider the sum of NO\textsubscript{x} and all NO\textsubscript{z} species with lifetimes to re-release of NO\textsubscript{x} shorter than the atmospheric lifetime of NO\textsubscript{x}. We define this sum as short-lived reactive nitrogen, or NO\textsubscript{SL}. The remaining forms of reactive nitrogen are defined as long-lived reactive nitrogen (NO\textsubscript{LL}). The division between NO\textsubscript{SL} and NO\textsubscript{LL} depends on the lifetime of NO\textsubscript{x}. For the initial discussion in this chapter, we use a provisional lifetime of 7 hours to divide NO\textsubscript{z} species between NO\textsubscript{SL} and NO\textsubscript{LL}. This cutoff is in the middle of the range of NO\textsubscript{x} lifetimes found in plume studies (e.g., Ryerson et al. 1998; Dillon et al. 2003; Alvarado et al. 2010; Valin et al. 2013). The provisional cutoff chosen as a starting point does not affect the final results.

In areas well removed from large NO\textsubscript{x} sources, NO\textsubscript{x} and its short-lived reservoirs inter-convert significantly faster than the rate of change of NO\textsubscript{x}. Under these conditions, the lifetime of NO\textsubscript{x}(\tau_{NO_x}) is equal to the lifetime of NO\textsubscript{SL}. If the conversion of NO\textsubscript{LL} to NO\textsubscript{SL} is negligible, then the lifetime of NO\textsubscript{x} can be calculated by Eq. (2.1).

\[
\tau_{NO_x} = \tau_{NO_{SL}} = \frac{[NO_{SL}]}{L(NO_{SL})}
\]  

(2.1)

Throughout this chapter, we use \( L(X) \) to indicate the gross loss rate of the compound or class of compounds X.

The relationship and interactions between NO\textsubscript{SL} and NO\textsubscript{LL}, and their typical compositions in the planetary boundary layer, are shown in Fig. 2.1. In the summertime at mid-latitudes, peroxy nitrates typically release NO\textsubscript{x} within hours of being formed (LaFranchi et al. 2009), making them a component of NO\textsubscript{SL}. Under these same conditions, nitric acid typically converts back to NO\textsubscript{x} on timescales of 100 hours or greater (Finlayson-Pitts and Pitts 1999) and is a component of NO\textsubscript{LL}. The fate and lifetime of ΣRONO\textsubscript{2}, the third major component of NO\textsubscript{z}, remain poorly understood, making it uncertain whether ΣRONO\textsubscript{2} act as a component of NO\textsubscript{SL} or NO\textsubscript{LL} (Perring et al. 2013, and references therein). This is especially true for the multifunctional, biogenically-derived nitrates that are the predominant component of ΣRONO\textsubscript{2} in forested areas (e.g., Beaver et al. 2012).

Recent studies of multifunctional nitrates suggest that the main daytime loss pathways of these species are deposition, reaction with OH, photolysis, and heterogeneous hydrolysis to produce nitric acid (e.g., Darer et al. 2011; Browne et al. 2013; Lee et al. 2014a; Müller...
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Figure 2.1: A schematic representation of the chemistry of NO\textsubscript{SL} and NO\textsubscript{LL}, showing the typical components of both classes.

et al., 2014; Nguyen et al., 2015; Lee et al., 2016). These recent studies, combined with the extensive measurements made during SOAS, allow us to provide new constraints on the lifetime and fate of ΣRONO\textsubscript{2} and therefore to more accurately determine the lifetime of NO\textsubscript{x}.

2.3 Instrumentation and measurements

The primary ground site for SOAS was located in Bibb County, Alabama (32.90289° N, 87.24968° W) at the Centreville (CTR) long-term monitoring site in the SouthEastern Aerosol Research and CHaracterization (SEARCH) Network (Hansen et al., 2003). This location is 40 km southeast of Tuscaloosa (population 95,000), and 90 km southwest of Birmingham (population 210,000). Comparison with long-term measurements indicate that the summer of 2013 was cooler and cloudier than typical for previous summers (Hidy et al., 2014). Gas-phase measurements used in this study were located on a 20 m walk-up tower at the edge of the forest. Nitrate ion and meteorological parameters were measured in a clearing approximately 50 m away from the tower.

A nearly complete suite of reactive nitrogen species, including NO, NO\textsubscript{2}, ΣPANs, ΣRONO\textsubscript{2}, HNO\textsubscript{3}, and NO\textsubscript{3}-, was measured during SOAS. NO was measured using the chemiluminescence instrument described in Min et al. (2014). The reaction of ambient NO with added excess O\textsubscript{3} formed excited NO\textsubscript{2} molecules. A fraction of these fluoresce, and the emitted photons were collected on a red-sensitive photomultiplier tube (Hamamatsu H7421-50). Cal-
ibrations were performed every 2 hours by diluting NO standard gas (5.08 ppm ± 5% NO in N₂, Praxair) to 3–20 ppb in zero air and adding it to the instrument inlet. The mixing ratio was corrected for enhanced quenching by water vapor (Thornton et al., 2000) using co-located measurements of relative humidity and temperature.

NO₂, ΣPANs, and ΣRONO₂ were measured via thermal dissociation laser-induced fluorescence (TD-LIF), as described by Day et al. (2002). Ambient air was drawn into a multipass White cell, where a 532 nm Nd-YAG laser excited the NO₂ molecules, and their fluorescence signal was collected on a photomultiplier tube (Hamamatsu H7421-50). The same instrument was used to measure the sum of peroxy nitrates and the sum of alkyl and multifunctional nitrates by first passing the air through a heated oven, where the organic nitrates dissociated to form NO₂. Organic nitrates present in the particle phase undergo evaporation and thermal dissociation in the heated ovens to form NO₂. The TD-LIF measurement of ΣRONO₂ therefore includes alkyl and multifunctional nitrates in both the gas and particle phases, but does not include HNO₃ or particle-phase inorganic nitrate (Day et al., 2002; Rollins et al., 2010). All of the channels were calibrated by injecting NO₂ standard gas (5.03 ppm ±5% NO₂ in N₂, Praxair) and corrected for enhanced quenching by water vapor.

Nitric acid was measured in the gas phase by chemical ionization mass spectrometry (CIMS), using CF₃O⁻ as the reagent ion (Crounse et al., 2006). The ions were quantified using a compact time-of-flight mass spectrometer, and the instrument was calibrated in the field using isotopically labeled nitric acid. Particle-phase inorganic nitrate (NO₃⁻) was measured using a monitor for aerosols and gases (MARGA) (Allen et al., 2015). Ambient air was drawn through a rotating wet-walled denuder which collected water-soluble gas-phase compounds. Particle-phase compounds were captured by a steam-jet aerosol collector downstream of the denuder. Water soluble ions from both phases were then quantified via ion chromatography. This measurement of NO₃⁻ is designed to be specific to inorganic nitrate, and is not affected by RONO₂ in the particle phase (Allen et al., 2015).

Measurements of reactive nitrogen species are summarized in Fig. 2.2. Concentrations of NO₂L compounds (NO, NO₂, and ΣPANs) are shown in Fig. 2.2A. Afternoon concentrations of NO₂ and NO were typically around 220 ppt and 50 ppt respectively. After sunset, NO dropped to near zero, and NO₂ began to increase. At sunrise, NO concentrations rapidly rose to over 200 ppt between 6 am and 8 am Central Standard Time (CST) while NO₂ decreased sharply. By 11 am, when the daytime boundary layer was well developed, the concentrations of NO and NO₂ returned to their typical afternoon values. Concentrations of ΣPANs were 160 ppt at sunrise, increased to a maximum concentration of 300 ppt at 9 am and declined slowly throughout the rest of the day.

Concentrations of HNO₃ and inorganic NO₃⁻, components of NO₂L, are shown in Fig. 2.2B. Both species increased slowly after sunrise and reached a maximum combined concentration of 300 ppt at 1 pm, before declining to a combined concentration of 175 ppt at night. The total concentration of ΣRONO₂ in both the gas and particle phase, whose partitioning into NO₂L and NO₂L is not known, is shown in Fig. 2.2C. ΣRONO₂ concentrations averaged 150 ppt during the night and increased sharply after sunrise. After reaching a maximum
Figure 2.2: Diurnal cycle of measured reactive nitrogen species during SOAS. Reactive nitrogen species are classified as likely components of NO<sub>SL</sub> (Fig. 2.2A), likely components of NO<sub>LL</sub> (Fig. 2.2B) or unknown (Fig. 2.2C). The classification into NO<sub>SL</sub> and NO<sub>LL</sub> is based on typical summertime afternoon lifetimes. The measurement of HNO<sub>3</sub> represents nitric acid in the gas phase, while the measurement of NO<sub>3</sub><sup>-</sup> represents inorganic nitrate in the particle phase. The measurement of ΣRONO<sub>2</sub> includes alkyl and multifunctional nitrates in both the gas and particle phase.

At 8 am, ΣRONO<sub>2</sub> concentrations declined slowly to a minimum of 125 ppt at sunset.

OH, HO<sub>2</sub>, and OH reactivity (OHR) were measured via fluorescence assay by gas expansion (FAGE) of OH. A 308 nm dye laser excited the OH radicals and their fluorescence was detected by an electronically gated microchannel plate detector (Faloona et al., 2004). Calibration of the system was performed by in situ generation of OH radicals via photolysis of water vapor. Chemical zeroing was performed by periodically adding C<sub>3</sub>F<sub>6</sub> to the sampling inlet in order to quantify the interference from internally generated OH observed in previous field campaigns (Mao et al., 2012). HO<sub>2</sub> was measured in a second channel by adding NO to chemically convert HO<sub>2</sub> to OH. The amount of added NO was regulated such that HO<sub>2</sub> but not RO<sub>2</sub> was converted to OH (Fuchs et al., 2011). OHR was measured by drawing ambient air through a flow tube and mixing it with a fixed concentration of OH. At the end of the flow tube, the concentration of OH was measured. The OH Reactivity is determined by the
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slope of the OH signal versus reaction time (Mao et al., 2009).

Figure 2.3: Diurnal cycle of OH, HO\textsubscript{2}, O\textsubscript{3} and VOCs during SOAS. The top plot shows the concentration of OH and HO\textsubscript{2}; the middle plot shows the concentration of O\textsubscript{3}; the bottom plot shows the VOC Reactivity.

Measured concentrations of OH peaked at 0.045 ppt and concentrations of HO\textsubscript{2} at 30 ppt during SOAS (Fig. 2.3A). Both OH and HO\textsubscript{2} increased slowly throughout the morning and reached their maximum in the early afternoon. Concentrations then fell as the sun set, with OH usually dropping below 0.01 ppt by 7 pm. The measured OH Reactivity was high, reaching an afternoon peak of close to 25 s\textsuperscript{-1} (Fig. 2.3C). OHR decreased throughout the night, reaching a minimum of 10 s\textsuperscript{-1} just before sunrise.

Measurements of ozone were made using a Cavity Ring Down Spectrometer (Washenfelder et al., 2011). O\textsubscript{3} is chemically converted to NO\textsubscript{2} by reaction with excess NO, and the resulting NO\textsubscript{2} is measured by cavity ring-down spectroscopy at 404 nm. The concentration of ozone increased from a minimum of 15 ppb at sunrise to a maximum of 38 ppb in the late afternoon (Fig. 2.3B).

Volatile organic compounds were measured primarily by gas chromatography-mass spectrometry (GC-MS). Samples were collected in a liquid-nitrogen cooled trap for five minutes, and then transferred by heating onto an analytical column, and detected using an
electron-impact quadrupole mass-spectrometer (Goldan et al., 2004; Gilman et al., 2010). This system was able to quantify a wide range of compounds including alkanes, alkenes, aromatics, isoprene, and multiple monoterpenes. The sum of methyl vinyl ketone (MVK) and methacrolein (MACR) was measured using a proton transfer reaction time of flight mass spectrometer (PTR-TOF-MS) (Kaser et al., 2013). The interference in this measurement from the decomposition of isoprene hydroperoxides on instrument inlets (Rivera-Ríos et al., 2014) is not corrected for, and increases the uncertainty in this measurement by approximately 20%.

VOC measurements at the site show that the OHR was dominated by reaction with biogenic compounds. Figure 2.3C shows the OH Reactivity of individually measured compounds as a stacked area plot. In the daytime, isoprene accounted for nearly half of the total reactivity, while VOCs typically attributed to anthropogenic activities, including alkanes, aromatics, and simple alkenes, were responsible for less than 10% of the measured OHR. Not included in Fig. 2.3C is the reactivity of VOCs whose reaction with OH does not lead to net loss of OH, and therefore does not contribute to the measured OHR. These compounds, primarily isoprene hydroperoxides (ISOPOOH) and C5-hydroxyaldehydes (HPALD), have an average daytime reactivity of 2 s$^{-1}$. The sum of individual reactivities shows a similar diurnal pattern to the measured OHR, and accounts for 70–85% of the total. Unknown biogenic emissions, small aldehydes and alcohols, and other 2nd and 3rd generation VOC oxidation products are all possible contributors to the missing reactivity (e.g., Di Carlo et al., 2004; Goldstein and Galbally, 2007; Pusede et al., 2014; Kaiser et al., 2016). Meteorological parameters including temperature and solar radiation were measured by Atmospheric Research and Analysis as part of SEARCH.

2.4 The production and loss of individual NO$_x$ reservoirs

Nitric acid

In the boundary layer, the production of nitric acid is typically followed by deposition and thus leads to the permanent removal of reactive nitrogen from the atmosphere. Nitric acid can undergo photolysis or reaction with OH to produce NO$_x$, but these processes are slow (Burkholder et al., 1993; Atkinson et al., 2006), with an average calculated rate during SOAS of less than 0.2 ppt h$^{-1}$. Gas-phase nitric acid can also partition into aerosols. Nitric acid is long lived in the particle phase and is typically lost by re-evaporation into the gas phase (e.g., Hennigan et al., 2008). The loss of nitric acid through deposition of aerosols is typically negligible compared to its gas-phase deposition (e.g., Zalakeviciute et al., 2012). Because nitric acid releases NO$_x$ so slowly, it is a component of NO$_{LL}$. The deposition velocity ($v_{\text{dep}}$) of HNO$_3$ in the gas phase was measured during SOAS by Nguyen et al. (2015). Around midday, when the boundary layer is well developed, the deposition velocity can be combined with the boundary layer height (BLH) to calculate a
loss rate of HNO$_3$ (2.2).

$$L(\text{HNO}_3) = \frac{v_{\text{dep}}}{\text{BLH}} \cdot [\text{HNO}_3]$$ (2.2)

Using this method, we find the lifetime of nitric acid in the gas and particle phase to be 6 hours at noon. In the late afternoon, changing boundary layer dynamics make this calculation of the loss rate inaccurate (e.g., [Papale et al. 2006] [Millet et al. 2015]). The loss of nitric acid in the late afternoon was therefore calculated by fitting periods of consistent decay between 3 pm and 7 pm with an exponential curve. By fitting only the periods of consistent decay, we aim to select for periods where the production of nitric acid is at a minimum and the observed net decay of nitric acid is similar to its gross loss rate. Because nitric acid reversibly partitions between the gas and particle phases, the lifetime was calculated based on the concentration of nitric acid in both phases. The lifetime calculated using this method is $5^{+3}_{-2}$ hours, similar to the lifetime of nitric acid calculated using Eq. (2.2) at noon.

![Figure 2.4: Production rates of nitric acid during SOAS calculated from the reaction of OH + NO$_2$ (black) and inferred from the concentration and deposition rate of nitric acid (blue). The vertical bars show the systematic and random uncertainty in the calculated rates, as described in the text.](image)

By combining the loss rate of nitric acid with the rate of change of its concentration, we can calculate an inferred production rate of nitric acid (Fig. 2.4). This inferred production rate for each hour is defined as the difference between the rate of change in the concentration of nitric acid and the loss rate. The rate of change was determined as the slope of a best-fit line of the concentration of nitric acid versus time for each hour.

Since the calculation of the inferred production rate considers only the hour-to-hour change in nitric acid and not its gross concentration, the inferred production rate is not
affected by distant nitric acid sources. We find small (less than 15%) variation in the concentration of NO\textsubscript{x} with wind direction and no correlation of the inferred production rate around noon with sulfate (a power plant tracer) or benzene (an urban tracer). As the transport time from these sources to the CTR site is significantly greater than 1 hour, this result is not surprising. The changing boundary layer height could significantly impact the inferred production rate of nitric acid during the early morning, but it is likely unimportant at midday.

Also shown in Fig. 2.4 is the rate of nitric acid production from the reaction of OH + NO\textsubscript{2} (R2.1), using the rate constant measured by Møller et al. (2010). The vertical bars for the inferred rate represent the combined effects of the uncertainty in both the fit of concentration v. time and in the calculated nitric acid lifetime, as well as the day-to-day variations in the observations. The vertical bars shown for the production of nitric acid from the OH + NO\textsubscript{2} reaction include both the systematic and random errors in the measurements of OH and NO\textsubscript{2} and in the rate coefficient, $k_{\text{OH+NO}_2}$, combined in quadrature.

Between 10 am and 2 pm, when photochemistry is most active, the inferred production rate is 3–4 times larger than the rate of reaction (R2.1), a difference of approximately 30 ppt h\textsuperscript{-1}. The most likely explanation for the missing nitric acid production during this time is the heterogeneous hydrolysis of RONO\textsubscript{2}. This has been proposed as an important source of nitric acid over the Canadian boreal forest (Browne et al. 2013), and the hydrolysis of tertiary alkyl nitrates on atmospherically relevant timescales has been observed in several laboratory experiments (e.g., Darer et al., 2011; Liu et al., 2012; Rindelaub et al., 2015). If RONO\textsubscript{2} are being converted to nitric acid, this process should appear as a sink in the budget of ΣRONO\textsubscript{2}. If other processes are responsible for the missing nitric acid source, these would not affect the budget of ΣRONO\textsubscript{2}. Only the conversion of ΣRONO\textsubscript{2} to nitric acid will lead to a missing source of nitric acid and a missing sink of ΣRONO\textsubscript{2}.

**Alkyl and multifunctional nitrates**

Previous observational studies have found that the production of ΣRONO\textsubscript{2} is rapid in forested regions (e.g., Day et al., 2009; Beaver et al., 2012; Fry et al., 2013; Browne et al., 2013), but the subsequent fates of these biogenic nitrates are not well constrained. During the day, RONO\textsubscript{2} compounds are produced primarily from the reaction of organic peroxy radicals (RO\textsubscript{2}) with NO. Most of the time, this leads to the formation of RO and NO\textsubscript{2} (R2.2a), but a fraction of the time produces an organic nitrate (R2.2b). The branching ratio $k_{\text{R2.2b}}/(k_{\text{R2.2a}} + k_{\text{R2.2b}})$ is designated $\alpha$ and varies with the structure of the R group, as well as the temperature and pressure.

\[
\text{NO} + \text{RO}_2 \rightarrow \text{RO} + \text{NO}_2 \quad \text{(R2.2a)}
\]

\[
\text{NO} + \text{RO}_2 + M \rightarrow \text{RONO}_2 + M \quad \text{(R2.2b)}
\]
Organic peroxy radicals are produced in the daytime troposphere predominantly by the reaction of OH with VOCs and are lost through reaction with NO, HO₂, and RO₂, or through unimolecular isomerization. These radicals reach steady state within seconds, allowing the production of ΣRONO₂ via reaction (R2.2b) to be calculated via Eq. (2.3).

\[
P(ΣRONO_2) = \sum_{R_i} \alpha_i \cdot f_{NO_i} \cdot k_{OH+R_i} \cdot [R_i] \cdot [OH]
\] (2.3)

The value \( f_{NO} \) represents the fraction of RO₂ radicals that are lost by reaction with NO. This value was calculated separately for each measured VOC and is equal to the rate of reactions (R2.2b) and (R2.2a) divided by the sum of all RO₂ loss rates. Rate constants for the reaction of RO₂ radicals with NO, HO₂, and other RO₂ radicals are taken from the Master Chemical Mechanism v3.2 (Saunders et al., 2003) for all species other than isoprene and methacrolein. The reactions of isoprene-derived RO₂ radicals are based on the LIM-1 scheme described by Peeters et al. (2014), with the rate of unimolecular isomerization scaled to match the rate of HPAld formation observed in chamber experiments by Crounse et al. (2011). For methacrolein, we include the isomerization rate described by Crounse et al. (2012). Unimolecular isomerization is not included for any other RO₂ species. Concentrations of RO₂ radicals are calculated iteratively at each point until they converge.

Values of \( k_{OH+R_i} \) and \( \alpha_i \) are taken from Atkinson and Arey (2003) and Perring et al. (2013) respectively, with the following exceptions. An \( \alpha \) of 0.26 is used for \( \alpha \)-pinene, following Rindelaub et al. (2015). An \( \alpha \) of 0.12 is used for isoprene. This is in the middle of the range of branching ratios for isoprene (0.09–0.15) found in recent experiments (e.g., Paulot et al., 2009; Teng et al., 2015; Xiong et al., 2015).

The missing OH Reactivity (Fig. 2.3C) is included in this calculation as a generic VOC that forms RO₂ radicals that react with the same kinetics as CH₃CH₂O₂. This is appropriate if the missing reactivity is composed of small or highly oxygenated compounds (Perring et al., 2013). If the missing VOC Reactivity has a significant contribution from large hydrocarbons, then \( \alpha \) for this reactivity should be higher.

The daytime production of ΣRONO₂ also includes a minor contribution from the reaction of NO₃ with alkenes, via reactions (R2.4) and (R2.5).

\[
NO_2 + O_3 \rightarrow NO_3 + O_2 \] (R2.4)

\[
NO_3 + R \rightarrow RONO_2 \] (R2.5)

Concentrations of isoprene and monoterpenes were sufficiently elevated during SOAS that reaction with these compounds is a significant fraction of the total daytime loss of NO₃. Calculations following Ayres et al. (2015) indicate that this pathway produces RONO₂ at an average rate of 10 ppt h⁻¹.

The calculated total rate of ΣRONO₂ production via (R2.2b) and (R2.5) is rapid, averaging approximately 90 ppt h⁻¹ between 8 am and 4 pm (Fig. 2.5). The oxidation of
isoprene accounts for over three-quarters of the production of $\Sigma$RONO$_2$, and monoterpenes account for an additional 15%. Based on the uncertainty in each term in Eq. (2.3), the total systematic uncertainty in the production rate of $\Sigma$RONO$_2$ is estimated to be $\pm 50\%$ (one sigma). The largest contribution to the total uncertainty comes from the calculation of $f_{NO}$ for isoprene. Reported uncertainties for the rate constants and radical concentrations involved in RO$_2$ loss (Boyd et al., 2003; Ghosh et al., 2010; Crounse et al., 2011; Peeters et al., 2014) combine to give an overall uncertainty of $\pm 35\%$ in $f_{NO}$ for isoprene. Uncertainty in the values of alpha and the nature of the missing VOCR are also significant contributions to the total uncertainty. The effects of boundary layer growth are not accounted for, but are unlikely to be important after 10 am (e.g., Xiong et al., 2015). The 55% uncertainty constrains the average $\Sigma$RONO$_2$ production rate to between 50 and 145 ppt h$^{-1}$.

Rapid production of $\Sigma$RONO$_2$ decreases the NO$_x$ lifetime only if it leads to the long-term removal of NO$_x$ from the atmosphere. This can occur either if the alkyl and multifunctional nitrates produced are themselves long lived, or if they have short lifetimes but are lost primarily to deposition or to conversion to a different NO$_x$ species that is long-lived. Despite rapid production of $\Sigma$RONO$_2$ during the day, the diurnal cycle of $\Sigma$RONO$_2$ exhibits a decrease between 9 am and 7 pm (Fig. 2.2), implying that the $\Sigma$RONO$_2$ loss rate must be rapid.

While $\Sigma$RONO$_2$ does not build up over the course of a day, their concentration is strongly correlated with their instantaneous production rate in the afternoon (Fig. 2.6). We inter-
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Figure 2.6: The concentration of $\Sigma$RONO$_2$ versus their production rate during the afternoon (12 pm – 4 pm). The black squares show the median in each bin, and the shaded grey area the interquartile range. A linear fit to all points gives a slope of 1.7 h.

Interpret these two results to indicate that $\Sigma$RONO$_2$ is short-lived and near steady-state in the afternoon. A least-squares fit between $\Sigma$RONO$_2$ production and concentration gives a slope of 1.7 hours and an intercept of 40 ppt. If $\Sigma$RONO$_2$ is near steady-state, then the slope of this correlation is equal to the $\Sigma$RONO$_2$ lifetime. The intercept of 40 ppt is interpreted as the large-scale background of long-lived RONO$_2$ during summertime at mid-latitudes. This background is likely composed of small monofunctional alkyl nitrates, since these compounds typically have lifetimes of days or weeks in the summertime troposphere (e.g., Clemitshaw et al., 1997). Ethyl and isopropyl nitrate were measured by GC-MS during SOAS, and show a consistent concentration of $\sim$20 ppt, explaining 50% of the intercept. Previous observations over North America suggest that the summed concentration of small monofunctional nitrates not measured during SOAS is likely also around 20 ppt in the southeast United States, accounting for the other 50% (e.g., Schneider et al., 1998; Blake et al., 2003b; Russo et al., 2010).

A lifetime of 1.7 hours for the reactive component of $\Sigma$RONO$_2$ is roughly consistent with previous estimates. Perring et al. (2009) found a lifetime of 1.5–2.5 h for $\Sigma$RONO$_2$ in the southeast United States, based on the correlation between $\Sigma$RONO$_2$ and formaldehyde. Multiple studies have also found evidence for rapid loss of RONO$_2$ through particle-phase processing in the southeast United States (e.g., Pye et al., 2015; Lee et al., 2016). This reactive component is likely composed of larger, multifunctional nitrates that can be lost rapidly by oxidation, deposition, or hydrolysis (Darer et al., 2011; Lee et al., 2014a; Nguyen et al., 2015).
Because most RONO$_2$ are short-lived, they do not serve as a permanent sink of NO$_x$ directly. To establish whether ΣRONO$_2$ is a component of NO$_x$SL or NO$_x$LL, the fate of ΣRONO$_2$ must be understood. Conversion of an alkyl nitrate to another alkyl nitrate does not affect the measurement of ΣRONO$_2$ and therefore does not contribute to the calculated 1.7 hour lifetime. The only other NO$_x$ compounds produced by alkyl nitrate oxidation that have been observed in laboratory experiments are NO$_x$ and nitric acid (e.g., Darer et al., 2011; Lee et al., 2014a). These two products are thought to arise from completely different mechanisms in the oxidation of ΣRONO$_2$. NO$_x$ is produced either during the gas-phase oxidation of nitrates (Lee et al., 2014a) or by the photolysis of carbonyl nitrates (Müller et al., 2014), while nitric acid is produced only by the heterogeneous hydrolysis of hydroxynitrates (Darer et al., 2011). The question of whether RONO$_2$ to nitric acid conversion is occurring is therefore equivalent to the question of whether deposition and the sum of all gas-phase loss processes are sufficient to explain the 1.7 h lifetime of ΣRONO$_2$. If these processes cannot explain the short lifetime of ΣRONO$_2$, then the unaccounted-for loss is likely due to heterogeneous formation of nitric acid.

An upper limit to the gas-phase oxidation rate of ΣRONO$_2$ can be calculated using measurements of ΣRONO$_2$ by assuming that all alkyl and multifunctional nitrates react with OH and O$_3$ at the same rate as isoprene hydroxy-nitrates and that these reactions all lead to loss of ΣRONO$_2$. Over three-quarters of the ΣRONO$_2$ produced during SOAS were isoprene hydroxy-nitrates (Fig. 2.5), making the average loss rate of ΣRONO$_2$ close to the rate for isoprene hydroxy-nitrates. In addition, under low-NO$_x$ conditions, the most likely products of RONO$_2$ oxidation are either NO$_x$ or carbonyl nitrates (Lee et al., 2014a). Studies by Müller et al. (2014) and Xiong et al. (2016) indicate that carbonyl nitrates are rapidly photolyzed to release NO$_x$. If the photolysis rate is fast enough, then it is a reasonable approximation to treat RONO$_2$ as releasing NO$_x$ every time they are oxidized.

Only RONO$_2$ present in the gas phase are likely to undergo deposition or reaction with OH or O$_3$. Observations during SOAS indicate that 20% of ΣRONO$_2$ may be in the particle phase during the afternoon (Lee et al., 2016); however, even if we assume that all ΣRONO$_2$ are gas-phase, the rate of gas-phase oxidation plus the rate of deposition measured by Nguyen et al. (2015) during SOAS is insufficient to explain the loss of ΣRONO$_2$ in the afternoon (Fig. 2.7, filled areas). Since isoprene hydroxy-nitrates and most other first-generation nitrates must be further oxidized before undergoing photolysis, we do not include photolysis as a separate loss process in Fig. 2.7. Nitrates produced in the oxidation of compounds such as MVK and MACR can undergo photolysis without reacting with OH first, but these are a minor fraction of the total ΣRONO$_2$ production rate (Fig. 2.5).

If the gap between the individual loss processes and the overall loss rate of ΣRONO$_2$ is attributed entirely to ΣRONO$_2$ hydrolysis, then the rate of nitric acid production from ΣRONO$_2$ would be 65 ppt h$^{-1}$. This is two-thirds of the total ΣRONO$_2$ production rate, and roughly equal to the calculated production rate of tertiary nitrates (Peeters et al., 2014; Rindelaub et al., 2015). Laboratory experiments have shown that, in general, tertiary nitrates undergo hydrolysis far faster than primary or secondary nitrates (Darer et al., 2011; Hu et al., 2011), making it likely that the rate of ΣRONO$_2$ hydrolysis is similar to the rate
Figure 2.7: Loss rates and fates of ΣRONO\textsubscript{2} during SOAS. The black line shows the loss rate of ΣRONO\textsubscript{2} based on the difference between the calculated production rate and the observed change in concentration. The shaded areas show the rates of known ΣRONO\textsubscript{2} loss processes, and the hatched area shows the missing nitric acid source.

of tertiary ΣRONO\textsubscript{2} production.

While the simultaneous presence of a significant missing source of nitric acid and a missing sink of ΣRONO\textsubscript{2} supports the idea that RONO\textsubscript{2} to nitric acid conversion is occurring, the missing sink of ΣRONO\textsubscript{2} is approximately a factor of two larger than the missing source of nitric acid (Fig. 2.7, hatched area). The discrepancy between the two calculations of the RONO\textsubscript{2} hydrolysis rate could be accounted for by uncertainty in the measurements, in the calculated production rate of ΣRONO\textsubscript{2}, or in the calculated lifetime of nitric acid. As the data from SOAS are insufficient to determine which of these interpretations is correct, we use the average of the missing nitric acid production rate and the missing ΣRONO\textsubscript{2} loss rate as our best estimate of the ΣRONO\textsubscript{2} hydrolysis rate.

Using this average, the rate of RONO\textsubscript{2} hydrolysis to produce nitric acid is 45 ppt h\textsuperscript{-1} between 10 am and 2 pm. When this is combined with the loss of ΣRONO\textsubscript{2} by deposition, 55% of the ΣRONO\textsubscript{2} produced lead to the permanent removal of NO\textsubscript{x} from the atmosphere. Using the hydrolysis rate calculated from only the nitric acid budget or only the ΣRONO\textsubscript{2} budget changes this fraction to 35 or 75%. The remaining fraction of locally produced ΣRONO\textsubscript{2} is assumed to re-release NO\textsubscript{x} back to the atmosphere through oxidation and photolysis.

Based on the lifetime and fate calculated here, locally-produced ΣRONO\textsubscript{2} has a lifetime to re-release of NO\textsubscript{x} of just under 4 hours, making them part of NO\textsubscript{SL}. At the same time, deposition and the rapid conversion of reactive multifunctional nitrates to nitric acid means that the formation of ΣRONO\textsubscript{2} leads to the significant removal of NO\textsubscript{SL}, and therefore NO\textsubscript{x},...
from the atmosphere.

**Peroxy nitrates**

Peroxy nitrates are produced through the association of a peroxy acyl radical with NO$_2$ \(^{[R2.3]}\). While non-acyl peroxy radicals can also associate with NO$_2$, the product is extremely unstable and decomposes within seconds in the summertime boundary layer. Peroxy nitrates are primarily lost by thermal dissociation to form NO$_2$ and a peroxy acyl radical. This acyl radical can either react with NO$_2$ to reform a peroxy nitrate, or react with NO or HO$_2$ to form an acyloxy radical or a peracid. The lifetime of peroxy nitrates therefore depends on the temperature and the relative concentrations of NO$_2$, NO, and HO$_2$ \(^{[LaFranchi et al. 2009]}\). Rate constants from \(^{[Orlando and Tyndall 2012]}\) and \(^{[Atkinson et al. 2006]}\) for the reactions of peroxy acyl nitrate and acyl peroxy radical were used to calculate the lifetime of peroxy nitrates during SOAS.

During the day, peroxy nitrates re-release NO$_x$ on timescales of 1–2 hours and are a component of NO$_{SL}$. The production of peroxy nitrates therefore does not contribute to the net loss of NO$_{SL}$, but still affects the lifetime of NO$_{SL}$ by adjusting the amount of NO$_x$ available for reactions that produce ΣRONO$_2$ or nitric acid. At SOAS, the ratio of peroxy nitrates to NO$_x$ is typically around 0.7 at midday.

There are other loss processes of peroxy nitrates. The reaction of OH with methacryloyl peroxy nitrate (MPAN) is rapid, but MPAN is typically a minor component of total peroxy nitrates \(^{[LaFranchi et al. 2009]}\). The deposition rate of peroxy nitrates was not measured during SOAS, but previous measurements in a ponderosa pine forest estimate the deposition velocity to be between 0.5 and 1.3 cm s$^{-1}$ \(^{[Wolfe et al. 2009]}\) \(^{[Min et al. 2012]}\). Using this range of deposition velocities gives a total deposition loss rate of peroxy nitrates of 5 ± 3 ppt h$^{-1}$ in the afternoon.

### 2.5 The photochemical lifetime of NO$_x$ and NO$_{SL}$

The measured concentrations and calculated production and loss rates of each individual NO$_x$ species can be combined to determine the lifetime of NO$_{SL}$. This lifetime depends on the distribution of NO$_x$ between NO$_{SL}$ and NO$_{LL}$ and the chemical transformations between these two classes. If a 7 hour lifetime to re-release of NO$_x$ is used as the provisional dividing line between NO$_{SL}$ and NO$_{LL}$, then in the afternoon NO$_{SL}$ was composed of NO$_x$, ΣPANs, and the reactive component of ΣRONO$_2$. As discussed earlier, both peroxy nitrates and ΣRONO$_2$ have lifetimes to re-release of NO$_x$ of less than 4 hours. During the same time, NO$_{LL}$ was composed of nitric acid and unreactive RONO$_2$. We interpret the y-intercept in the correlation between ΣRONO$_2$ production and concentration (Fig. 2.6) to represent a 40 ppt background of unreactive RONO$_2$, likely composed of small monofunctional nitrates. We treat all ΣRONO$_2$ greater than this constant background as short-lived.
Figure 2.8: The average breakdown of NO$_{SL}$ loss between 10 am and 2 pm during SOAS.

The lifetime of NO$_{SL}$ can then be calculated as $\tau_{NO_{SL}} = \frac{[NO_{SL}]}{L(NO_{SL})}$. The individual processes that lead to loss of NO$_{SL}$ and their average value between 10 am and 2 pm during SOAS are shown in Fig. 2.8. The loss of short-lived reactive nitrogen is dominated by the hydrolysis of $\Sigma$RONO$_2$ to produce nitric acid. This single process accounts for 65% of the total NO$_{SL}$ loss.

NO$_{SL}$ is also converted to NO$_{LL}$ during SOAS through the association of OH and NO$_2$ to produce nitric acid and the production of small, unreactive alkyl nitrates. The deposition of both peroxy nitrates and $\Sigma$RONO$_2$, as well as the uptake of NO$_x$ by plants, also leads to the loss of NO$_{SL}$. Based on the deposition velocity of NO$_x$ over vegetation measured by Breuninger et al. [2013], the rate of NO$_x$ uptake was calculated to be approximately 1 ppt h$^{-1}$. A 50% uncertainty in the $\Sigma$RONO$_2$ hydrolysis rate, combined in quadrature with the uncertainties from the other NO$_{SL}$ loss processes, gives the overall uncertainty in the NO$_{SL}$ loss rate of $\pm$ 25 ppt h$^{-1}$.

When combined with the average concentration of NO$_{SL}$ of 700 ppt during this same time period, the lifetime of NO$_{SL}$, and therefore the photochemical lifetime of NO$_x$, is calculated to be 11 ± 5 hours. This calculated lifetime of NO$_{SL}$ is used as the cutoff between NO$_{SL}$ and NO$_{LL}$. Changing the cutoff from our provisional value of 7 hours to 11 hours does not change the partitioning of NO$_y$ between these two classes.

The long lifetime of NO$_x$ calculated here is qualitatively consistent with the partitioning of NO$_y$ during SOAS. The concentration of NO$_{SL}$ is approximately twice as large as NO$_{LL}$ during the afternoon (Fig. 2.2). In the absence of large fresh emissions of NO$_x$, this implies that the conversion of NO$_{SL}$ to NO$_{LL}$ must be slow, in agreement with our calculations.

More quantitative calculations of the NO$_x$ lifetime using the ratio of NO$_{SL}$ to NO$_{LL}$ or NO$_x$ to NO$_y$ have been developed for analyses of plumes (e.g., Kleinman et al. [2000] Ryerson et al. [2003]) but are not adaptable to this data set.
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This NO\textsubscript{x} lifetime is longer than the lifetime of NO\textsubscript{x} calculated in fresh plumes, where observational studies have found lifetimes of 5–8 hours (e.g., Ryerson et al. \citeyear{1998} Alvarado et al. \citeyear{2010} Valin et al. \citeyear{2013}). These studies focus solely on the chemistry of NO\textsubscript{x} rather than NO\textsubscript{SL}, and recognition of the buffering effect of organic nitrates would extend the lifetimes found in these studies. In addition, the average noontime concentration of OH observed during SOAS was up to a factor of 5 lower than values typically observed in urban areas (e.g., Mao et al. \citeyear{2010} Rohrer et al. \citeyear{2014}). Lower concentrations of OH slow the rate of atmospheric oxidation, leading to longer lifetimes of NO\textsubscript{x}.

If lower OH and the production of NO\textsubscript{x} from peroxy nitrates were the only differences between polluted areas and the regional background, then the lifetime of NO\textsubscript{x} during SOAS would be significantly longer than 10 hours. However, the production of ΣRONO\textsubscript{2} is extremely rapid and the deposition and hydrolysis of these species accounts for the majority of the NO\textsubscript{x} removal in this rural region. The VOC mixture present in the southeast United States leads to very high values of OH Reactivity and α, both of which enhance the production of ΣRONO\textsubscript{2}. High concentrations of VOCs also lead to lower OH concentrations and slower production of nitric acid by reaction \text{R2.1}. Moving from urban centers to rural or remote regions is therefore also a move from nitric acid- to RONO\textsubscript{2}-dominated NO\textsubscript{x} chemistry. Changes to our understanding of the production and fate of alkyl and multifunctional nitrates will therefore have a large impact on predictions of the lifetime of NO\textsubscript{x} and NO\textsubscript{SL}, with subsequent impacts on the concentration and distribution of NO\textsubscript{x} across a region.

2.6 Conclusions

Measurements in a low-NO\textsubscript{x}, high-VOC region provide new insights into the lifetime and chemistry of NO\textsubscript{x} and NO\textsubscript{SL} in rural areas. NO\textsubscript{SL} is found to have an average lifetime of 11±5 hours, longer than the lifetimes of NO\textsubscript{x} observed in plume studies, which do not account for buffering by short-lived NO\textsubscript{x} species. The long lifetime of NO\textsubscript{SL} makes it relatively evenly distributed across the region and allows small inputs of NO\textsubscript{x} to sustain the concentrations of NO\textsubscript{SL} observed during SOAS.

The long daytime lifetime of NO\textsubscript{SL} found here indicates that NO\textsubscript{x} emitted on one day will persist into the night where NO\textsubscript{3} is often the most important oxidant (Brown and Stutz \citeyear{2012}). Depending on the chemistry taking place, NO\textsubscript{SL} could either be efficiently removed from the atmosphere at night, or remain in the atmosphere until the next day. To fully understand the transport and distribution of NO\textsubscript{x} across a region the daytime chemistry of NO\textsubscript{x} discussed here must be combined with additional analyses of the nighttime chemistry of NO\textsubscript{x} and NO\textsubscript{y} (e.g., Brown et al. \citeyear{2009} Crowley et al. \citeyear{2011} Ayres et al. \citeyear{2015}).

The production and loss of ΣRONO\textsubscript{2} are found to be the most important variables in controlling the lifetime of NO\textsubscript{SL}. ΣRONO\textsubscript{2} was observed to have a lifetime of under 2 hours during the afternoon. This estimate is in line with many previous estimates of ΣRONO\textsubscript{2} lifetimes, and indicates that ΣRONO\textsubscript{2} is an important short-lived NO\textsubscript{x} reservoir. Observations of both nitric acid and ΣRONO\textsubscript{2} during SOAS provide strong evidence that
both gas-phase oxidation to produce NO\textsubscript{x} and particle-phase hydrolysis to produce nitric acid are important chemical loss processes for Σ\textsubscript{RONO}_2. Comparison of the nitric acid and Σ\textsubscript{RONO}_2 budgets indicate that between 30 and 70% of the alkyl and multifunctional nitrates produced are converted to nitric acid. Further laboratory and field studies are necessary to better constrain this percentage and to understand the mechanisms that control it.

The vast majority of Σ\textsubscript{RONO}_2 is formed during the oxidation of biogenic hydrocarbons, while much of the NO\textsubscript{x} is emitted by anthropogenic activities. In this way, the formation of RONO\textsubscript{2} represents an important anthropogenic-biogenic interaction, where the oxidation of biogenic VOCs serves to remove anthropogenic pollution from the atmosphere. In rural and remote regions, the interactions between NO\textsubscript{y}, HO\textsubscript{x}, and VOCs are complex and bi-directional. As NO\textsubscript{x} emissions decrease, Σ\textsubscript{RONO}_2 will likely become an even more important part of the NO\textsubscript{y} budget, making it increasingly important that their chemistry and loss be taken into consideration when calculating the lifetime and fate of NO\textsubscript{x}.
Chapter 3

Constraints on aerosol nitrate photolysis as a potential source of HONO and NO$_x$

3.1 Introduction

Nitrogen oxides (NO$_x$ ≡ NO + NO$_2$) are a central component of atmospheric chemistry, affecting air quality, climate, and ecosystem health. The concentration of NO$_x$ regulates the concentration of major atmospheric oxidants and controls the pathways of atmospheric oxidation. Accurate knowledge of the chemical sources and sinks of NO$_x$ is therefore vital to understanding atmospheric oxidation and predicting how air quality will respond to changes in anthropogenic emissions or to changes in the global climate system.

On a global scale, the largest sink of NO$_x$ is oxidation of NO$_2$ by OH to form HNO$_3$ [Stavrakou et al., 2013]. In the lower troposphere, gas-phase HNO$_3$ is removed by wet and dry deposition, with an overall lifetime of only a couple days. Chemical removal of HNO$_3$ is much slower, with a lifetime to photolysis or oxidation by OH of 15–30 days in the troposphere [Dulitz et al., 2018]. In remote locations, even this slow rate can be relevant and act as an important source of NO$_x$.

HNO$_3$ can also partition into aerosols, forming inorganic particle-phase nitrate (NO$_3^-$). For fine particles, this typically occurs via thermodynamic partitioning of ammonium nitrate between the gas and particle phases, while for coarse-mode particles, nitrate production more commonly occurs via surface reaction of gas-phase HNO$_3$ with sea-salt or mineral dust particles [Stelson and Seinfeld, 1982; Dentener et al., 1996; McNaughton et al., 2009]. Dry deposition is slow for most particles, but particle-phase nitrate can be lost by wet deposition, or it can be lost by re-partitioning between phases as gas-phase HNO$_3$ is lost by deposition (e.g., Pusede et al., 2016). Throughout this chapter, we use HNO$_3$ to refer to the sum of gas-phase nitric acid and inorganic particle-phase nitrate.

Previous studies examining the chemical evolution of NO$_x$ and HNO$_3$ in the absence of
fresh emissions have found varying results. While Bertram et al. (2007) and Neuman et al. (2006) found good agreement between observations and models, several other studies (e.g., Hauglustaine et al., 1996; Gao et al., 1999; Perkins et al., 2001) reported observations that could not be explained with known chemistry. To reconcile models and observations, multiple pathways for the conversion of HNO$_3$ to NO$_x$ or HONO have been proposed, a process termed re-noxification. Various re-noxification pathways have been proposed in areas ranging from the upper troposphere (e.g., Chatfield, 1994; Gao et al., 1999; Perkins et al., 2001), the marine boundary layer (e.g., Hauglustaine et al., 1996; Reed et al., 2017; Ye et al., 2017a; Kasibhatla et al., 2018), rural forests (e.g., Zhou et al., 2003, 2011), and areas of continental outflow (e.g., Ye et al., 2016). Recently, several of these studies have suggested that HNO$_3$ is rapidly photolyzed in aerosols to form NO$_2$ or HONO, at a rate between 10 and 300 times faster than the rate of gas-phase HNO$_3$ photolysis (Ye et al., 2016, 2017a,b; Reed et al., 2017; Kasibhatla et al., 2018), and it is this process that we investigate here.

Most of the previous studies of this process were primarily focused on the potential for particle-phase nitrate photolysis to explain observations of HONO. To complement the approach of previous studies, we examine the consequences of rapid nitrate photolysis on concentrations of NO$_x$ and HNO$_3$. Because HONO is itself rapidly lost by photolysis to produce NO, the effect of nitrate photolysis on NO$_x$ chemistry does not depend on whether HONO or NO$_x$ is the direct product. Past studies investigating aerosol nitrate photolysis have reported their results as an enhancement factor ($EF$), relating the rate of nitric acid photolysis in the particle phase to that in the gas-phase (3.1), and we follow that convention here.

$$j_{\text{pHNO}_3} = EF \cdot j_{\text{gHNO}_3}$$ \hspace{1cm} (3.1)

While mechanistic studies of aerosol nitrate photolysis are limited, investigations of photolysis in solution or on surfaces help explain how large enhancements of aerosol-phase nitrate photolysis could occur. In solution, the cross section of NO$_3^-$ is enhanced by a factor of 25 at 310 nm over that of gas-phase HNO$_3$, likely due to symmetry-breaking of the NO$_3^-$ ion caused by hydration (Svoboda et al., 2013). At the same time, the quantum yield of NO$_3^-$ is reduced from near unity in the gas-phase to 0.01 in bulk solution, likely due to recombination of the photolysis products in the solvent cage (Warneck and Wurzinger, 1988; Nissenson et al., 2010).

In contrast, nitric acid or nitrate adsorbed on surfaces is not fully enclosed in a solvent cage and is therefore expected to have an enhanced cross section without a significant decrease in the quantum yield. Experimental results have confirmed that the cross section of HNO$_3$ can be enhanced by up to a factor of 1000 at 308–310 nm when adsorbed onto the surface of aluminum or ice, while the quantum yield of surface-adsorbed HNO$_3$ on the same surfaces was 0.60 or greater (Zhu et al., 2008, 2010). Thus, if a significant portion of aerosol nitrate is located on or near the aerosol surface, where its quantum yield remains high, then it is plausible that its photolysis could be enhanced multiple orders of magnitude over that of gas-phase nitric acid. The likely role of surface chemistry further suggests that physical properties of the aerosols, including size distribution and viscosity, could have a significant
impact on the effective nitrate photolysis rate.

With a sufficiently fast rate, nitrate photolysis could have major impacts on our understanding of tropospheric NO\textsubscript{x} chemistry. At the upper end of the proposed photolysis rates, loss of HNO\textsubscript{3} via particle-phase photolysis would be significantly faster than dry deposition, greatly extending the lifetimes of both NO\textsubscript{x} and total reactive nitrogen (NO\textsubscript{y}). If the lifetime of NO\textsubscript{x} is significantly longer than currently thought, it would suggest major gaps in our understanding of NO\textsubscript{x} emissions or NO\textsubscript{x} chemistry, and could in turn change our understanding of O\textsubscript{3} production and the most effective ways to reduce air pollution.

The ratio of NO\textsubscript{x} to HNO\textsubscript{3}, which we refer to as $R_{\text{obs}}$, provides crucial information about the chemistry of HNO\textsubscript{3}. $R_{\text{obs}}$ has been used in past studies to investigate both the production and loss of HNO\textsubscript{3} (e.g., Chatfield, 1994; Hauglustaine et al., 1996; Gao et al., 1999; Perkins et al., 1999; Neuman et al., 2006). As a ratio of two concentrations, $R_{\text{obs}}$ is relatively unaffected by the concentration of NO\textsubscript{x} or the total volume of emissions encountered. By eliminating the effects of emissions and dilution, analysis of $R_{\text{obs}}$, rather than absolute HNO\textsubscript{3} concentration, helps isolate the effects of HNO\textsubscript{3} production and loss.

In this chapter, we present new constraints on the rate of particulate nitrate photolysis, based on observations of NO\textsubscript{x} and HNO\textsubscript{3} collected onboard the NASA DC-8 aircraft during the KORUS-AQ field campaign. Using $R_{\text{obs}}$ to evaluate HNO\textsubscript{3} production and loss, we demonstrate that the fastest proposed nitrate photolysis rates ($EF \geq 50$) are inconsistent with our current understanding of nitric acid production. Small to moderate enhancement of particulate nitrate photolysis (1 \leq EF \leq 30) is found to be most consistent with the observations. Comparisons of the data from KORUS-AQ with several other airborne observations show that the results from KORUS-AQ are not anomalous, and confirm that particle-phase nitrate photolysis is at most a minor HNO\textsubscript{3} loss pathway on a global scale. However, we cannot eliminate the possibility that there are periods or environments where particulate nitrate photolysis is extremely rapid.

3.2 Materials and methods

Observations

Primary observations were taken onboard the NASA DC-8 aircraft as part of the Korea-United States Air Quality Study (KORUS-AQ) during May and June 2016. The DC-8 component of KORUS-AQ consisted of 20 science flights based out of Osan Air Force Base, located approximately 50 km south of Seoul. Crucial observations used in this analysis include NO\textsubscript{x}, gas-phase HNO\textsubscript{3}, particle-phase nitrate, hydroxyl radical (OH), a wide range of volatile organic compounds (VOCs), and the spectrally-resolved actinic flux (used to calculate the gas-phase HNO\textsubscript{3} photolysis rate). Throughout the analysis, we use measurements of particle-phase nitrate from bulk aerosols collected onto filters and analyzed by ion chromatography. A full list of species used in this analysis and the techniques used to measure them are listed in Table 3.1.
Table 3.1: Measurements from KORUS-AQ used in this analysis.

<table>
<thead>
<tr>
<th>Species</th>
<th>Technique</th>
<th>Principal Investigator</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>NO$_2$, ΣRONO$_2$, ΣPANs</td>
<td>TD-LIF$^a$</td>
<td>R. Cohen</td>
<td>Day et al. (2002)</td>
</tr>
<tr>
<td>NO, NO$_y$, O$_3$</td>
<td>CL$^b$</td>
<td>A. Weinheimer</td>
<td>Walega et al. (1991)</td>
</tr>
<tr>
<td>HNO$_3$, gas-phase</td>
<td>CIMS$^c$</td>
<td>P. Wennberg</td>
<td>Crounse et al. (2006)</td>
</tr>
<tr>
<td>HNO$_3$, particle-phase</td>
<td>Filter-IC$^d$</td>
<td>J. Dibb</td>
<td>Dibb et al. (1999)</td>
</tr>
<tr>
<td>OH, HO$_2$</td>
<td>FAGE$^e$</td>
<td>W. Brune</td>
<td>Faloona et al. (2004)</td>
</tr>
<tr>
<td>VOCs</td>
<td>WAS-GC$^f$</td>
<td>D. Blake</td>
<td>Blake et al. (2003a)</td>
</tr>
<tr>
<td>Oxygenated VOCs</td>
<td>PTR-MS$^g$</td>
<td>A. Wisthaler</td>
<td>Wisthaler et al. (2002)</td>
</tr>
<tr>
<td>HCHO</td>
<td>DFGAS$^h$</td>
<td>A. Fried</td>
<td>Richter et al. (2015)</td>
</tr>
<tr>
<td>CO, CH$_4$</td>
<td>TDLAS$^i$</td>
<td>G. Diskin</td>
<td>Sachse et al. (1987)</td>
</tr>
<tr>
<td>$j_{gHNO_3}$</td>
<td>CAFS$^j$</td>
<td>S. Hall</td>
<td>Shetter and Müller (1999)</td>
</tr>
</tbody>
</table>

$^a$Thermal Dissociation Laser-Induced Fluorescence; $^b$Chemiluminescence; $^c$Chemical-Ionization Mass Spectrometry; $^d$Ion Chromatography; $^e$Fluorescence Assay by Gas Expansion; $^f$Whole Air Samples, followed by Gas Chromatography; $^g$Proton Transfer Reaction Mass Spectrometry; $^h$Difference Frequency Generation Absorption Spectroscopy; $^i$Tunable Diode Laser Absorption Spectroscopy; $^j$CCD Actinic Flux Spectroradiometry.

Additional data were obtained from the NASA LaRC Airborne Science Data for Atmospheric Composition website, from a set of six field deployments on the DC-8: INTEX-NA, MILAGRO, INTEX-B, ARCTAS-B, DC3, and SEAC4RS. A map of all seven deployments is shown in Fig. 3.1. Restricting our analysis to a single platform allows us to use many of the same instruments across all seven campaigns. All of the campaigns include measurements of NO$_x$, HNO$_3$ in the gas and particle phase, ΣRONO$_2$, peroxy acyl nitrates, and VOCs; all but one (SEAC4RS) include measurements of OH, although measurements of OH from INTEX-NA, MILAGRO, and INTEX-B include an interference from internally generated OH that can be important in some low-altitude environments (Mao et al., 2012). NO on previous campaigns was always measured by chemiluminescence, but the instrument and group responsible was not consistent. On INTEX-NA, NO was measured by the Brune group from Penn State, on INTEX-B by the Huey group from Georgia Tech, and on DC3 and SEAC4RS by the Ryerson group from NOAA ESRL.

Airmass age and plume evolution

To distinguish between airmasses with fresh emissions and those that are highly aged, we use the ratio of 2-butyl nitrate to n-butane (2BN/nB) as a chemical clock (Bertman et al., 1995; Perring et al., 2010). 2-butyl nitrate has very few direct emissions, rather it is produced almost exclusively by the OH oxidation of n-butane and is lost by photolysis and oxidation.
Figure 3.1: Map of measurements taken on all seven campaigns used in the extended analysis. The first phase of ARCTAS deployment (ARCTAS-A) was not included because conditions in the springtime Arctic (low light, high halogens) make it difficult to compare against other spring/summertime measurements.

2-butyl nitrate has a lifetime of weeks in the troposphere, compared to a lifetime of 1–2 days for \( n \)-butane (Clemishaw et al., 1997). The 2BN/nB ratio is therefore expected to increase monotonically with airmass age, and can be used to sort airmasses from the freshest emissions to the most highly aged.

Box modeling

Box modeling was used in two ways to compare observations against predictions with different \( EF \)'s. First, box modeling was used in a limited way to estimate instantaneous production and loss of \( NO_x \) and \( HNO_3 \) via routes that are not fully constrained from measurements. Secondly, a more comprehensive box model was used to study the evolution of advected plumes over the Yellow Sea. The framework and kinetics used for both applications are described here, while details specific to each application are described in their respective sections.

Simulations were run using the Framework for 0-Dimensional Atmospheric Modeling (F0AM), with chemical kinetics from the Master Chemical Mechanism v3.3.1 (MCM) (Wolfe et al., 2016; Jenkin et al., 2015). Accurate modeling of \( R_{obs} \) requires inclusion of all the \( HNO_3 \) sources present in the atmosphere, including several multiphase mechanisms not included in the MCM. The hydrolysis of alkyl and multifunctional nitrates (\( \Sigma RONO_2 \)) on aerosols produces \( HNO_3 \) and in some forested areas has been found to be the largest source of \( HNO_3 \) (Browne et al., 2013; Romer et al., 2016). In the remote marine boundary layer, hydrolysis of halogen nitrates (\( XONO_2 = BrONO_2, ClONO_2, \) or \( IONO_2 \)) on aerosols can be major \( HNO_3 \) sources (Sherwen et al., 2016). Finally, formation and hydrolysis of \( N_2O_5 \) can produce \( HNO_3 \),
often the largest HNO$_3$ source at night (Brown and Stutz 2012). Modifications to the MCM to include these mechanisms are described below. To include the uncertainty in many of the parameters, multiple simulations were run testing a range of values for each parameter. The values listed below are the median or best-guess estimates for these parameters. A full list of parameters specified or added to F0AM and their uncertainty ranges is included in Tables 3A.1–3A.4 of the appendix to this chapter.

Inorganic halogen chemistry was added to the model following the scheme described in Sherwen et al. (2016). Total amounts of reactive chlorine, bromine, and iodine (Cl$_y$, Br$_y$, and I$_y$) were specified and allowed to partition freely between different halogen species. Average total concentrations of Cl$_y$, Br$_y$, and I$_y$ were set at 7 ppt, 2.5 ppt, and 2.5 ppt respectively, based on averages from the modeling studies of Schmidt et al. (2016), Sherwen et al. (2016), and Hossaini et al. (2016).

Multiphase chemistry was added to the model through reactive uptake reactions onto a fixed aerosol surface area concentration. A reactive uptake parameter ($\gamma$) of 0.005 was applied to all RONO$_2$ with a tertiary nitrate group, equal to that assumed by Fisher et al. (2016) for isoprene hydroxy nitrates. When using observed $\Sigma$RONO$_2$ concentrations, which are not isomer specific, a $\gamma$ of 0.002 was applied to all nitrates. A $\gamma$ of 0.10 was used for all three XONO$_2$ species, in between the laboratory values for uptake onto aqueous solution (0.03, Deiber et al. 2004) and uptake onto sulfate aerosol (0.80, Hanson et al. 1996). A constant $\gamma$ value of 0.014 was included for N$_2$O$_5$ chemistry, in the middle of the range found by McDuffie et al. (2018).

All the modeling studies were focused on plumes advected over the ocean, and therefore no emissions were included in the model. Dilution was included as a first-order decay of model concentrations towards a prescribed background concentration. The average dilution rate was set to $1.7 \times 10^{-5}$ s$^{-1}$, based on the rate of decrease of CO with increasing 2BN/nB ratio observed during KORUS-AQ, following the methods of Perring et al. (2010) and Ebben et al. (2017). The average daytime boundary-layer deposition velocity for gas-phase HNO$_3$ used in the model is 2 cm s$^{-1}$ (Ganzeveld and Lelieveld 1995, Nguyen et al. 2015). The effective boundary layer height was set to 1300 m, based on observed temperature profiles over the Yellow Sea.

### 3.3 NO$_x$ and HNO$_3$ chemistry during KORUS-AQ

Boundary layer measurements during KORUS-AQ typically found high concentrations of HNO$_3$ and NO$_x$, although there was significant variation in the concentration of both species (Fig. 3.2). To gain greater sensitivity to the chemical loss processes of HNO$_3$, we restrict our analysis to observations in the boundary layer over the Yellow Sea. The air over the Yellow Sea was highly aged and contained high concentrations of NO$_y$, averaging $6 \pm 2$ ppb. Together, these properties limit the chemical production of HNO$_3$ and emphasize the loss processes of HNO$_3$. 
Boundary layer observations over the Yellow Sea are shown as the blue bars in Fig. 3.2. $R_{\text{obs}}$ was typically extremely low, and was significantly lower than the ratios observed in the free troposphere (red bars in Fig. 3.2), indicating that boundary-layer chemistry, and not dilution, is controlling the ratio.

Figure 3.2: Distribution of NO$_x$, HNO$_3$ (gas + particle), and $R_{\text{obs}}$ in three different regions during KORUS-AQ: all points in the boundary layer (gray bars), points in the boundary layer over the Yellow Sea (blue bars) and all points in the lower free troposphere (between 2 and 4 km, red bars). In each bar, the black dot shows the median value, the thick bar the inter-quartile range, and the thin line the 10$^{\text{th}}$-90$^{\text{th}}$ percentiles.

To examine the compatibility of the observations with different proposed EF’s, we compare $R_{\text{obs}}$ with the calculated far-field ratios ($R_{\text{FF}}$), the predicted ratio of NO$_x$ to HNO$_3$ in highly aged air. Because HNO$_3$ is not directly emitted to the atmosphere but is a product of NO$_x$ oxidation, in an isolated plume $R_{\text{obs}}$ starts at a maximum value and decreases to approach a far-field ratio set by the relative forward and backward conversion rates between NO$_x$ and HNO$_3$. This behavior has been seen in past studies of NO$_x$ chemistry in the outflow of plumes, which have found that $R_{\text{obs}}$ decreases consistently as plumes evolve (e.g., Hauglustaine et al., 1996; Bertram et al., 2007; Pérez et al., 2009; Perring et al., 2010; Nault et al., 2016; Ebben et al., 2017). None of these studies observed an increase in $R_{\text{obs}}$ with airmass age. Therefore, $R_{\text{obs}}$ is expected to always be greater than or equal to $R_{\text{FF}}$.

$R_{\text{FF}}$ can be calculated algebraically from the effective first-order chemistry of NO$_x$ and HNO$_3$, described by the system of differential equations (3.2)–(3.3). The eigenvector of the system with the largest associated eigenvalue gives the predicted ratio of NO$_x$ to HNO$_3$ in
Figure 3.3: Comparison of $R_{\text{obs}}$ to $R_{\text{FF}}$ in the boundary layer over the Yellow Sea. Each individual bar shows a boxplot of the ratio of ratios, calculated using in situ data for every observation over the Yellow Sea. For every value of $EF$ tested, $R_{\text{FF}}$ was calculated 3 different ways, using different assumptions for the production of nitric acid via halogen chemistry and the deposition velocity of nitric acid, corresponding to the range of values in Table 3A.1. In each bar, the black dot shows the median value, the thick bar the inter-quartile range, and the thin line the $10^{th}$–$90^{th}$ percentiles. The boxplots are spaced equally and position along the x-axis does not correspond to $EF$ on either a linear or a log scale.

The effective rate constants in these equations were calculated using observations from the DC-8, supplemented by box modeling of unmeasured species, using the parameters specified in Table 3A.1. For each observation over the Yellow Sea, an independent box model simulation was run to calculate the steady-state concentration of RO$_2$ radicals and of halogen nitrates.

$k_{\text{forward}}$, the effective rate constant for conversion of NO$_x$ into HNO$_3$, includes the oxidation of NO$_2$ by OH and the production of HNO$_3$ by RONO$_2$, XONO$_2$, and N$_2$O$_5$ hydrolysis. $k_{\text{forward}}$ was calculated using in situ observations of OH, NO$_2$, $\Sigma$RONO$_2$, and aerosol surface area, and modeled concentrations of XONO$_2$ and N$_2$O$_5$.
$k_{\text{backward}}$, includes contributions from gas-phase HNO$_3$ photolysis and oxidation and particle-phase photolysis. $k_{\text{backward}}$ uses measured values of HNO$_3$, OH, and $j_{g\text{HNO}_3}$, and different assumed EF values. The loss of HNO$_3$ by deposition, $k_{\text{dep}}$, was calculated using a deposition rate of 2 cm s$^{-1}$ for gas-phase nitric acid and a rate of 0.2 cm s$^{-1}$ for particle-phase nitrate, weighted by the fraction of HNO$_3$ in each phase. $k_{\text{removal}}$ represents the combined effects of other routes for NO$_x$ removal, including oxidation to PAN and RONO$_2$, and was calculated based on the modeled RO$_2$ radical distribution.

Figure 3.3 shows the ratio of ratios $R_{\text{obs}}/R_{\text{FF}}$ for several different values of the assumed EF. In addition to our best-guess estimates, Fig. 3.3 also shows sensitivity tests using high- and low-end estimates of halogen concentrations and HNO$_3$ deposition velocity, listed in Table 3A.1. Because observed air masses may not yet have reached far-field conditions, $R_{\text{obs}}/R_{\text{FF}}$ is expected to always be greater than or equal to 1, setting an upper limit on the maximum EF compatible with the observations. Using our best-guess estimates for the unknown parameters, an EF of up to 10 is consistent with the observations. With more generous assumptions, an EF of up to 30 is plausible. However, when an EF of 50 or greater is used, over 75% of the $R_{\text{FF}}$’s are greater than the observed ratios and are therefore incompatible with the observations.

### 3.4 Lagrangian modeling of KORUS-AQ observations

To complement the analysis shown in Fig. 3.3, and to confirm that $R_{\text{obs}}/R_{\text{FF}} < 1$ could not be produced by changing chemistry in an evolving plume, we also ran a series of Lagrangian simulations examining the evolution of NO$_x$ over the Yellow Sea. The effect of enhanced particle-phase HNO$_3$ photolysis was tested by comparing the results from simulation runs with 7 different EF’s: 1, 7, 10, 30, 50, 100, and 300.

Due to significant uncertainties in many of the input parameters, random sampling was used to test the effects of different chemical parameters (Table 3A.2), initial conditions (Table 3A.3), and background concentrations (Table 3A.4). Lacking detailed atmospheric measurements over China, we use as initial conditions the 5% of points observed during KORUS-AQ with the lowest 2BN/nB ratios. A random point from these observations was selected independently for each simulation, and the measured concentrations at that point were used as initial conditions for that run. Similarly, background concentrations were taken as a random sample from observations in the lower free troposphere (2–4 km) over the Yellow Sea. Gas-particle partitioning of HNO$_3$ was included as a fixed parameter that we varied based on the observations. During KORUS-AQ, the gas-phase fraction of HNO$_3$ ($f_g = \frac{g\text{HNO}_3}{g\text{HNO}_3 + p\text{HNO}_3}$) in the boundary layer ranged from 0.3 to 0.7 (interquartile range), with a median of 0.51. For parameters that were not measured (e.g., [Br$_2$]), a plausible range of values was constructed with the same best-guess estimate as used in the calculation of $R_{\text{FF}}$, and a random value from within that distribution was chosen independently for each simulation run.
100 different simulations were run for each EF, and each simulation was run for 10 days. To ensure that the comparison of model results to observations is not biased by different airmass ages, only a portion of each model simulation was included. To match the distribution of modeled and observed airmass ages, a random sample of 100 2BN/nB ratios was generated that matched the observed distribution of 2BN/nB over the Yellow Sea; then, for each of the model runs, only the timesteps with the modeled 2BN/nB ratios that most closely matched the random sample were selected. This gives a sub-sample of each model run with nearly the same distribution of airmass ages as those observed over the Yellow Sea. The sub-sample of each model run was further limited to daylight hours (solar zenith angle $\leq 45^\circ$), to match the conditions when the DC-8 sampled air over the Yellow Sea.

The selected model points from each of the 100 different simulations for each EF were aggregated, and then compared primarily with $R_{\text{obs}}$ (Fig. 3.4A), as well as with concentrations of NO$_x$, HNO$_3$, $\Sigma$PANs, and OH (Fig. 3.4B–E). Model results and observations are presented as probability distributions, with the median highlighted as a circle (modeled) or a diamond (observed). The modeled distribution reflects both variation in the initial and background concentrations used, as well as uncertainty in the unmeasured model parameters.

The model runs with the lowest EF’s (1–10) are found to most closely reproduce $R_{\text{obs}}$. The overall spread in modeled $R$ is greater than that observed over the Yellow Sea, suggesting that the range of model parameters used is broader than that encountered in reality. The model runs with higher EF’s (50–300) cannot reproduce values of $R_{\text{obs}}$ of 0.06 or less, and at the highest EF values, many of the model runs predict $R$ values of 0.3–1, values almost never observed over the Yellow Sea during KORUS-AQ. For a given EF, the spread in modeled NO$_x$ to HNO$_3$ ratios was mostly explained by variation in parameters that controlled either the physical loss of HNO$_3$ or the gross production rate of HO$_x$ radicals. This includes the background concentration and deposition velocity of HNO$_3$, relative humidity, temperature, and background O$_3$ concentration.

Perhaps surprisingly, the increase in modeled $R$ with increasing EF is not due to changes in the concentration of HNO$_3$ but instead is due to changes in NO$_x$ (Fig. 3.4B–C). The median concentration of HNO$_3$ shows almost no change with increasing EF, indicating that the concentration of HNO$_3$ is controlled in large part by dilution and deposition rather than chemistry.

The concentration of NO$_x$ is much more sensitive to EF, likely reflecting the dominance of chemical processes to the NO$_x$ budget. The model most closely reproduces the observed NO$_x$ distribution at low EF’s, but generally underestimates NO$_x$ and overestimates PAN, indicating difficulties in the representation of PAN chemistry (Fig. 3.4B,D). Higher EF’s are also associated with greater concentrations of OH, due to increased HO$_x$ cycling by NO (Fig. 3.4E).

Based on the results of Fig. 3.4, the observations over the Yellow Sea can be most accurately reproduced with low EF’s, of 1–30. As the model does not take into account wet deposition or the effects of enhanced aerosol nitrate photolysis on background HNO$_3$ concentrations, an EF of 30 represents a likely upper limit to the true enhancement factor.
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3.5 Comparison of KORUS-AQ to other measurements

To examine whether the results from KORUS-AQ are representative, we extend the analysis of $R_{\text{obs}}/R_{\text{FF}}$ to six additional airborne campaigns conducted over the past 15 years on the NASA DC-8. In order to focus the analysis on airmasses where HNO$_3$ loss is most important, we only include observations of highly aged air, which we define as points with $2B/N/nB$ greater than 0.06. The observations were further limited to the lowest 1.3 km above ground level.

Combined results from all seven campaigns are shown in Fig. 3.5. The top panel shows the distribution of $R_{\text{obs}}$ found in highly aged air. The bottom panel extends the analysis of Fig. 3.3 and presents the results for the case where $EF = 10$ and using our best-guess assumptions about deposition and heterogeneous chemistry (Table 3A.1). $R_{\text{FF}}$ for SEAC4RS was calculated using a constant OH concentration of 0.18 ppt. The results from KORUS-AQ are generally in line with those from other campaigns, although there is significant variation. At $EF = 10$, INTEX-NA, MILAGRO, INTEX-B, and KORUS-AQ, all have a 25$^{\text{th}}$ percentile of $R_{\text{obs}}/R_{\text{FF}}$ close to 1, while ARCTAS, DC3, and SEAC4RS have a 25$^{\text{th}}$ percentile $R_{\text{obs}}/R_{\text{FF}}$ of 2–4.

Figure 3.4: Probability distribution functions of $R_{\text{obs}}$, NO$_x$, HNO$_3$, $\Sigma$PANs, and OH from observations over the Yellow Sea and comparison with Lagrangian plume models using different assumed $EF$'s.
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Figure 3.5: Analysis from KORUS-AQ extended to six additional campaign deployments. Panel A shows the observed far-field ratios of NO\textsubscript{x}/HNO\textsubscript{3}; Panel B shows the ratio of ratios \(R_{\text{obs}}/R_{\text{FF}}\), calculated assuming \(EF = 10\) and \(v_{\text{dep, HNO}_3} = 2 \text{ cm s}^{-1}\).

One possible explanation for the variety in \(R_{\text{obs}}/R_{\text{FF}}\) is that there is significant variation in the rate of particulate nitrate photolysis between different environments. Previous studies of HNO\textsubscript{3} photolysis on surfaces and in particles collected on filters have also found significant variability in the reported photolysis rates ([Ndour et al., 2009]; [Baergen and Donaldson, 2013]; [Ye et al., 2017b]). These studies found, among other factors, that the rate of nitrate photolysis depends significantly on the total concentration of particulate nitrate ([Ye et al., 2017b]), the presence of mineral dust aerosols ([Ndour et al., 2009]), and relative humidity ([Ndour et al., 2009]).

The wide range of environments sampled over seven field deployments provide an opportunity to search for these expected behaviors in ambient data. Figure 3.6 plots \(R_{\text{obs}}\) in highly aged airmasses for all deployments as a function of NO\textsubscript{y}, Ca\textsuperscript{2+}, and relative humidity (RH). NO\textsubscript{y} is used as a proxy for nitrate loading that is not directly used in the calculation of \(R_{\text{obs}}\). Particle-phase Ca\textsuperscript{2+}, measured by the same filter technique as aerosol nitrate, is used as a proxy for the presence of mineral dust. All other factors being equal, an increase in nitrate photolysis will cause increased HNO\textsubscript{3} to NO\textsubscript{x} conversion, leading to higher values of \(R_{\text{obs}}\). As shown in Fig. 3.6 this is not observed for any of the three parameters. Decreasing NO\textsubscript{y} and increasing RH are associated with a slight decrease in \(R_{\text{obs}}\), reverse of what is
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Figure 3.6: $R_{\text{obs}}$ in highly-aged airmasses as a function of total NO\textsubscript{y} (Panel A), Ca\textsuperscript{2+} (Panel B), and relative humidity (Panel C). Note the reversed x-axis in Panel A, so that moving to the right on all panels is expected to correspond to an increase in nitrate photolysis rate and therefore an increase in $R_{\text{obs}}$. The thick red line represents a linear fit to all data points; the thin red lines show the error in the fit calculated by bootstrap sampling.

expected based on Ye et al. (2017b) and Ndour et al. (2009), and Ca\textsuperscript{2+} shows no relation to $R_{\text{obs}}$. Changing whether these variables were treated on a linear or log scale, or including the effects of airmass age, did not greatly affect the trend of any of these variables with $R_{\text{obs}}$. However, without direct measurements of either the nitrate photolysis rate or HONO concentration, our power to find short periods of rapid HNO\textsubscript{3} photolysis is limited.

3.6 Discussion and conclusions

The observed NO\textsubscript{x}/HNO\textsubscript{3} ratios are inconsistent with the hypothesis that HNO\textsubscript{3} undergoes photolysis 50–300 times faster in the particle phase than in the gas-phase, unless there is a major source of HNO\textsubscript{3} not represented in our calculations. This result is consistent across seven different sampling campaigns. Using our best guess about the deposition velocity of HNO\textsubscript{3} and the contribution of unmeasured halogens to HNO\textsubscript{3} production, an enhancement factor of up to 10 is consistent with $R_{\text{obs}}$ measured over the Yellow Sea. Using more generous assumptions for these parameters, an enhancement factor of up to 30 is consistent. Because these calculations compare observed NO\textsubscript{x} to HNO\textsubscript{3} ratios with those predicted in infinitely
aged air and do not take into account wet deposition, these $EF$’s are an upper limit to the true average photolysis rate. While particle-phase nitrate photolysis was the primary focus of this analysis, these results are likely generalizable, and suggest an upper limit to the average daytime first-order re-noxification rate of inorganic aerosol nitrate of $1.4 \times 10^{-6}\, \text{s}^{-1} - 4.1 \times 10^{-6}\, \text{s}^{-1}$.

![Effect of different particulate nitrate photolysis rates on the production of HONO (Panel A) and the loss of HNO$_3$ (Panel B), shown as a stacked bar graph. Each segment corresponds to the average fraction of total production or loss caused by a single pathway. Chemical rates were calculated using the average of all observations from all seven campaigns in the boundary layer in highly aged air, using the best-guess parameters in Table 3A.1.](image)

**Figure 3.7:** Effect of different particulate nitrate photolysis rates on the production of HONO (Panel A) and the loss of HNO$_3$ (Panel B), shown as a stacked bar graph. Each segment corresponds to the average fraction of total production or loss caused by a single pathway. Chemical rates were calculated using the average of all observations from all seven campaigns in the boundary layer in highly aged air, using the best-guess parameters in Table 3A.1.

Even moderately rapid nitrate photolysis could explain a significant fraction of the unexplained NO$_x$ and HONO source in some remote regions. Figure 3.7 shows the effect of different assumed $EF$’s on the HONO and HNO$_3$ budgets. At $EF = 10$, nitrate photolysis would account for an average of 40% of total HONO production, but only 10% of HNO$_3$ loss, indicating that moderate rates of nitrate photolysis would have a much larger effect on the predicted HONO concentrations than the predicted HNO$_3$ concentrations. Under these conditions, the lifetime of HNO$_3$ to chemical removal would decrease from 460 h without aerosol nitrate photolysis to 106 h when $EF = 10$. While this is a significantly shorter lifetime to chemical removal of HNO$_3$ than previously thought, it is still much longer than the lifetime of HNO$_3$ to removal by deposition. By turning aerosol nitrate into a source of NO$_x$, moderate $EF$’s could also help resolve discrepancies between modeled and observed ratios of NO$_x$ to HNO$_3$ in the remote atmosphere.

The wide range of measured and inferred rates of nitrate photolysis and the disagreement...
between studies considering the budget of HONO and studies considering the budget of HNO$_3$ highlight the continued uncertainty in the chemistry of HONO and HNO$_3$. At the moment, we do not find evidence that particle-phase HNO$_3$ photolysis is extremely rapid, suggesting that if regional or global modeling studies include this pathway in their mechanisms, they should use an enhancement factor of 30 or less. On a global scale, nitrate photolysis is significantly slower than wet and dry deposition, making re-noxification pathways at most a minor HNO$_3$ loss process. While even moderate enhancements of particle nitrate photolysis could help explain observations of HONO in the remote troposphere, the effects of nitrate photolysis on ozone and NO$_x$ are likely to be smaller than recently proposed.

Appendix 3A  Parameters used in box model calculations

Table 3A.1: Parameters used in the calculation of $R_{FF}$.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Low-End</th>
<th>Best-Guess</th>
<th>High-End</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cl$_y$ (ppt)</td>
<td>4.0</td>
<td>7.0</td>
<td>10.0</td>
</tr>
<tr>
<td>Br$_y$ (ppt)</td>
<td>1.2</td>
<td>2.5</td>
<td>4.5</td>
</tr>
<tr>
<td>I$_y$ (ppt)</td>
<td>2.0</td>
<td>2.5</td>
<td>4.4</td>
</tr>
<tr>
<td>$\gamma_{ClONO_2}$</td>
<td>0.01</td>
<td>0.10</td>
<td>0.30</td>
</tr>
<tr>
<td>$\gamma_{BrONO_2}$</td>
<td>0.02</td>
<td>0.10</td>
<td>0.80</td>
</tr>
<tr>
<td>$\gamma_{IONO_2}$</td>
<td>0.02</td>
<td>0.10</td>
<td>0.80</td>
</tr>
<tr>
<td>$\gamma_{RONO_2}$</td>
<td>0.001</td>
<td>0.002</td>
<td>0.010</td>
</tr>
<tr>
<td>MW$_{RONO_2}$ (kg)</td>
<td>0.120</td>
<td>0.120</td>
<td>0.120</td>
</tr>
<tr>
<td>$i_{dep,HNO_3}$ (cm s$^{-1}$)$^a$</td>
<td>1</td>
<td>2</td>
<td>4</td>
</tr>
</tbody>
</table>

$^a$ Gas-phase only, daytime average.
Table 3A.2: Parameters used for Lagrangian plume modeling. Median values chosen to match best-guess estimates in the calculation of $R_{FF}$. The 5th and 95th percentiles were set to best match the low-end and high-end estimates using either a normal or a log-normal distribution.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Median Value</th>
<th>5th–95th percentiles</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pressure (mbar)</td>
<td>960</td>
<td>880–990</td>
</tr>
<tr>
<td>Temperature (K)</td>
<td>291</td>
<td>287–296</td>
</tr>
<tr>
<td>Relative humidity (%)</td>
<td>47</td>
<td>21–80</td>
</tr>
<tr>
<td>Altitude (km)</td>
<td>0.46</td>
<td>0.16–1.2</td>
</tr>
<tr>
<td>Latitude (°N)</td>
<td>20</td>
<td>10–30</td>
</tr>
<tr>
<td>HNO$_3$ gas-phase fraction</td>
<td>0.51</td>
<td>0.12–0.88</td>
</tr>
<tr>
<td>Aerosol surface area ($\mu$m$^2$ cm$^{-3}$)</td>
<td>38</td>
<td>10–134</td>
</tr>
<tr>
<td>$k_{\text{dil}}$ (s$^{-1}$)</td>
<td>1.7e-05</td>
<td>1.1e-05–2.3e-05</td>
</tr>
<tr>
<td>$v_{\text{dep, HNO}_3}$ (cm s$^{-1}$)$^a$</td>
<td>2.0</td>
<td>1.1–4.0</td>
</tr>
<tr>
<td>$\gamma_{\text{ClONO}_2}$</td>
<td>0.10</td>
<td>0.017–0.60</td>
</tr>
<tr>
<td>$\gamma_{\text{BrONO}_2}$</td>
<td>0.10</td>
<td>0.015–0.68</td>
</tr>
<tr>
<td>$\gamma_{\text{IONO}_2}$</td>
<td>0.10</td>
<td>0.015–0.68</td>
</tr>
<tr>
<td>$\gamma_{\text{RONO}_2}$</td>
<td>0.005</td>
<td>0.003–0.009</td>
</tr>
<tr>
<td>$\gamma_{\text{N}_2\text{O}_5}$</td>
<td>0.014</td>
<td>0.007–0.039</td>
</tr>
<tr>
<td>Br$_y$ (ppt)</td>
<td>2.5</td>
<td>1.3–5.0</td>
</tr>
<tr>
<td>Cl$_y$ (ppt)</td>
<td>7.0</td>
<td>4.3–11.3</td>
</tr>
<tr>
<td>I$_y$ (ppt)</td>
<td>2.5</td>
<td>1.7–3.8</td>
</tr>
</tbody>
</table>

$^a$ Gas-phase only, daytime average.
Table 3A.3: Initial concentrations used for Lagrangian plume modeling.

<table>
<thead>
<tr>
<th>Species</th>
<th>Median Concentration</th>
<th>5th–95th percentiles</th>
</tr>
</thead>
<tbody>
<tr>
<td>O₃ (ppb)</td>
<td>33</td>
<td>6–77</td>
</tr>
<tr>
<td>NO (ppb)</td>
<td>18</td>
<td>4–56</td>
</tr>
<tr>
<td>NO₂ (ppb)</td>
<td>15</td>
<td>3–42</td>
</tr>
<tr>
<td>HNO₃ (ppb)</td>
<td>4.6</td>
<td>1.1–13</td>
</tr>
<tr>
<td>PAN (ppb)</td>
<td>2.1</td>
<td>0.7–5.1</td>
</tr>
<tr>
<td>Methane (ppb)</td>
<td>2050</td>
<td>1920–2240</td>
</tr>
<tr>
<td>CO (ppb)</td>
<td>320</td>
<td>180–540</td>
</tr>
<tr>
<td>Ethane (ppb)</td>
<td>3.5</td>
<td>2.0–7.2</td>
</tr>
<tr>
<td>Ethene (ppb)</td>
<td>1.1</td>
<td>0.34–19</td>
</tr>
<tr>
<td>Propane (ppb)</td>
<td>2.9</td>
<td>1.1–15</td>
</tr>
<tr>
<td>Propene (ppb)</td>
<td>0.21</td>
<td>0.05–5.5</td>
</tr>
<tr>
<td>n-Butane (ppb)</td>
<td>1.5</td>
<td>0.5–5.6</td>
</tr>
<tr>
<td>2-Butyl nitrate (ppb)</td>
<td>0.026</td>
<td>0.011–0.072</td>
</tr>
<tr>
<td>n-Pentane (ppb)</td>
<td>0.69</td>
<td>0.18–2.7</td>
</tr>
<tr>
<td>n-Hexane (ppb)</td>
<td>0.37</td>
<td>0.07–5.7</td>
</tr>
<tr>
<td>Toluene (ppb)</td>
<td>1.8</td>
<td>0.32–6.3</td>
</tr>
<tr>
<td>m-Xylene (ppb)</td>
<td>0.55</td>
<td>0.14–2.4</td>
</tr>
<tr>
<td>Isoprene (ppb)</td>
<td>0.3</td>
<td>0.04–0.6</td>
</tr>
<tr>
<td>α-Pinene (ppb)</td>
<td>0.016</td>
<td>0.004–0.054</td>
</tr>
<tr>
<td>Methanol (ppb)</td>
<td>19</td>
<td>8–42</td>
</tr>
<tr>
<td>Acetaldehyde (ppb)</td>
<td>2.5</td>
<td>0.7–7.1</td>
</tr>
<tr>
<td>Formaldehyde (ppb)</td>
<td>4.6</td>
<td>1.8–14</td>
</tr>
<tr>
<td>Additional VOOCR (s⁻¹)</td>
<td>1.4</td>
<td>1.4–1.4</td>
</tr>
</tbody>
</table>
Table 3A.4: Background concentrations used for Lagrangian plume modeling.

<table>
<thead>
<tr>
<th>Species</th>
<th>Median Concentration</th>
<th>5th–95th percentiles</th>
</tr>
</thead>
<tbody>
<tr>
<td>O₃ (ppb)</td>
<td>99</td>
<td>79–120</td>
</tr>
<tr>
<td>NOₓ (ppb)ᵃ</td>
<td>0.14</td>
<td>0.07–0.20</td>
</tr>
<tr>
<td>HNO₃ (ppb)</td>
<td>2.6</td>
<td>1.3–3.4</td>
</tr>
<tr>
<td>PAN (ppb)</td>
<td>0.6</td>
<td>0.3–1.4</td>
</tr>
<tr>
<td>Methane (ppb)</td>
<td>1960</td>
<td>1930–2020</td>
</tr>
<tr>
<td>CO (ppb)</td>
<td>194</td>
<td>147–309</td>
</tr>
<tr>
<td>Ethane (ppb)</td>
<td>2.78</td>
<td>2.12–3.18</td>
</tr>
<tr>
<td>Ethene (ppb)</td>
<td>0.013</td>
<td>0.006–0.019</td>
</tr>
<tr>
<td>Propane (ppb)</td>
<td>0.80</td>
<td>0.44–1.0</td>
</tr>
<tr>
<td>Propene (ppb)</td>
<td>0.017</td>
<td>0.015–0.019</td>
</tr>
<tr>
<td>n-Butane (ppb)</td>
<td>0.096</td>
<td>0.07–0.265</td>
</tr>
<tr>
<td>2-Butyl nitrate (ppb)</td>
<td>0.025</td>
<td>0.016–0.029</td>
</tr>
<tr>
<td>n-Pentane (ppb)</td>
<td>0.02</td>
<td>0.008–0.07</td>
</tr>
<tr>
<td>n-Hexane (ppb)</td>
<td>0.01</td>
<td>0.004–0.05</td>
</tr>
<tr>
<td>Toluene (ppb)</td>
<td>0.005</td>
<td>0.002–0.17</td>
</tr>
<tr>
<td>m-Xylene (ppb)</td>
<td>0.012</td>
<td>0.006–0.015</td>
</tr>
<tr>
<td>Isoprene (ppb)</td>
<td>0.01</td>
<td>0.002–0.04</td>
</tr>
<tr>
<td>α-Pinene (ppb)</td>
<td>0</td>
<td>0–0</td>
</tr>
<tr>
<td>Methanol (ppb)</td>
<td>6.7</td>
<td>5.0–11.2</td>
</tr>
<tr>
<td>Acetaldehyde (ppb)</td>
<td>0.33</td>
<td>0.25–1.2</td>
</tr>
<tr>
<td>Formaldehyde (ppb)</td>
<td>0.506</td>
<td>0.35–3.1</td>
</tr>
</tbody>
</table>

ᵃ The partitioning of background NOₓ between NO and NO₂ was assumed to match the instantaneous partitioning in the model.
Chapter 4

Effects of temperature-dependent NO\textsubscript{x} emissions on continental ozone production


4.1 Introduction

Elevated concentrations of tropospheric ozone are an important contributor to anthropogenic radiative forcing and are associated with increased human mortality and decreased crop yields (Myhre et al., 2013; World Health Organization, 2005; Booker et al., 2009). Observations of increased surface ozone concentrations on hotter days are widely reported, but the mechanisms driving this relationship are poorly understood in regions and climates with low concentrations of nitrogen oxides (NO\textsubscript{x} ≡ NO + NO\textsubscript{2}). Understanding the mechanisms driving these increases is critical to effectively regulating ozone pollution and predicting the effects of global warming on air quality.

Several previous studies (e.g., Sillman and Samson, 1995; Weaver et al., 2009; Pusede et al., 2014) have used in situ observations and chemical transport models to examine the relationships between ozone and temperature. Typically observed slopes range from 1–6 ppb °C\textsuperscript{-1}, with greater values occurring in more polluted environments (Pusede et al., 2015). A few studies have also reported that this effect is nonlinear and can become significantly less strong at the highest temperatures (Steiner et al., 2010; Shen et al., 2016).

Increased ozone concentrations with temperature in urban areas can be well explained by increased ozone production caused by greater emissions of volatile organic compounds (VOCs) and decreased sequestration of NO\textsubscript{x} in short-term reservoirs (Jacob and Winner, 2009). In contrast, there is little consensus about the mechanisms responsible for temperature-
dependent changes in ozone concentrations in rural and remote environments. Arguments in favor of large-scale changes in atmospheric circulation and in favor of local changes in the chemical production and loss of ozone have both been presented (Steiner et al., 2006; Barnes and Fiore, 2013). Regional stagnation episodes, often associated with elevated temperatures, allow ozone to accumulate over several days and are known to contribute significantly to the ozone-temperature relationship (Jacob et al., 1993). How various temperature-dependent chemical effects interact and their relative contributions to ozone production are not well understood outside of polluted environments.

Summer daytime ozone concentrations at rural sites in the United States typically range from 35–55 ppb (Cooper et al., 2012), sufficient to cause harm to humans, crops, and the climate. Epidemiological studies and meta-analyses investigating the relationship between ozone and daily mortality have found significant effects in small cities and rural locations, with some studies suggesting that increases in ozone may have a greater effect on daily mortality under less polluted conditions (Vedal et al., 2002; Ito et al., 2005; Atkinson et al., 2012). Studies of crop yield and plant health have traditionally used a threshold of 40 ppb when investigating the effects of ozone exposure, but many crops have been shown to experience reduced yields when exposed to ozone concentrations as low as 20 ppb (Pleijel et al., 2004; Booker et al., 2009). From a regulatory perspective, elevated regional background ozone can strongly exacerbate ozone pollution and the probability of regulatory exceedances in urban areas such as Houston, TX (Berlin et al., 2013). Understanding the behavior of $O_3$ in the rural and remote areas that cover the majority of the land area of the Earth is therefore crucial for effectively predicting and controlling air quality now and in the future.

In this chapter we use observations from Centreville, Alabama (CTR), a rural site in the southeastern United States, to investigate how temperature affects ozone production. Long-term monitoring from the SouthEastern Aerosol Research and CHaracterization (SEARCH) network shows that ozone increases significantly with temperature at this site (Fig. 4.1), despite being in a low-NO$_x$ environment where the predicted response of the instantaneous ozone production rate to temperature is small (Pusey et al., 2015). We combine this record with extensive measurements from the Southern Oxidant and Aerosol Study (SOAS) in summer 2013 to explicitly calculate daily integrated ozone production and NO$_x$ loss as a function of daily average temperature. We find that changes in local chemistry are important drivers of the increase in ozone concentrations observed at this site, and that increased NO$_x$ emissions are responsible for 40% of the temperature-dependent increase in daily integrated ozone production. We expect similar effects to be present in other low-NO$_x$ areas with high concentrations of VOCs, where the chemistry of alkyl and multifunctional nitrates is the majority pathway for permanent NO$_x$ loss.
Figure 4.1: The O₃-temperature relationship in Centreville, Alabama. Daily afternoon (12 pm–4 pm) average ozone concentration is shown as a function of temperature from June–August 2010–2014 at the SEARCH CTR site. The black line and shaded gray region show the running median and interquartile range of ozone with temperature. The red line represents a fit to all daily data points.

4.2 Chemistry of ozone production and predicted response to temperature

Observed O₃-temperature relationships are caused by a combination of chemical changes to the production and loss of O₃ and changes to atmospheric circulation that determine advection and mixing. To begin separating these effects, we consider the chemical production of ozone \( \text{PO}_3 \) and how it changes with temperature. Temperature-dependent changes in ozone production may be driven directly by temperature, or by another meteorological parameter that co-varies with temperature, such as solar radiation.

Ozone is produced in the troposphere when NO is converted to NO₂ by reaction with HO₂ or RO₂ in the linked HOₓ and NOₓ cycles (Fig. 4.2A). HO₂ and RO₂ radicals are generated in the HOₓ cycle when a VOC reacts with OH in the presence of NOₓ. In one turn of the cycle, the VOC is oxidized, OH is regenerated, and two molecules of O₃ are formed. The reactions that drive these catalytic cycles forward are in constant competition with reactions that remove radicals from the atmosphere, terminating the cycles. Termination can occur either through the association of two HOₓ radicals to form inorganic or organic peroxides, or through the association of HOₓ and NOₓ radicals to form nitric acid or an organic nitrate.

The balance between propagating and terminating reactions causes \( \text{PO}_3 \) to be a non-
linear function of NO\(_x\) and the VOC reactivity (VOCR), as well as the production rate of HO\(_x\) radicals \((P_{\text{HO}_x})\). The largest source of HO\(_x\) radicals in the summertime is the photolysis of O\(_3\) followed by reaction with water vapor to produce OH; additional sources include the photolysis of formaldehyde and peroxides, ozonolysis of alkenes, and isomerization pathways in the oxidation of isoprene and other VOCs. To understand the response of ozone production to changes in chemistry, we use a simplified framework based on the balance of HO\(_x\) radical production and loss \([\text{Farmer et al.} 2011]\).

Under high or moderate NO\(_x\) conditions, the primary loss process of HO\(_2\) and RO\(_2\) radicals is reaction with NO and the concentration of OH radicals can be expressed as a quadratic equation. To modify this approach to work under low-NO\(_x\) conditions, reactions between HO\(_x\) radicals must also be included, leading to a set of 4 algebraic equations that can be solved numerically \([\text{details given in Appendix A}]\). Figure 4.2B shows the calculated rate of ozone production as a function of NO\(_x\) at two different VOC reactivities. Depending on atmospheric conditions, the ozone production rate can either be NO\(_x\)-limited, where additional NO\(_x\) causes \(P_{\text{O}_3}\) to increase, or NO\(_x\)-saturated, where additional NO\(_x\) suppresses ozone formation.

When considering day-to-day variations, the total amount of ozone produced over the course of a day \((\int P_{\text{O}_3})\) is a more representative metric than the instantaneous ozone production rate. Total daily ozone production depends on all of the factors that affect \(P_{\text{O}_3}\) as well as their diurnal evolution. In places where ozone production is NO\(_x\)-limited, changes to chemistry with temperature that affect the NO\(_x\) loss rate \((L_{\text{NO}_x})\) can affect \(\int P_{\text{O}_3}\) by changing the amount of NO\(_x\) available for photochemistry later in the day \([\text{Hirsch et al. 1996}]\).

Permanent NO\(_x\) loss occurs through two primary pathways in the troposphere: the association of OH and NO\(_2\) to form HNO\(_3\), and through the chemistry of alkyl and multifunctional nitrates (RONO\(_2\)). These organic nitrates are formed as a minor channel of the RO\(_2\) + NO reaction, with the alkyl nitrate branching ratio \(\alpha_i\) ranging from near zero for small hydrocarbons to over 0.20 for monoterpenes and long-chain alkanes \([\text{Perring et al. 2013}]\). The overall alkyl nitrate branching ratio \(\alpha_{\text{eff}}\) represents the reactivity-weighted average of \(\alpha_i\) for all VOCs. While some fraction of RONO\(_2\) quickly recycles NO\(_x\) to the atmosphere, a significant fraction \(\eta\) permanently removes NO\(_x\) through deposition and hydrolysis \([\text{e.g., Browne et al. 2013, Romer et al. 2016}]\). Romer et al. \(2016\) determined that \(\eta = 0.55\) during SOAS and was controlled primarily by the hydrolysis of isoprene hydroxy-nitrates. Because the hydrolysis rate is set primarily by the distribution of nitrate isomers, which does not change appreciably with temperature, we assume that \(\eta\) is constant with temperature in this study \([\text{Hu et al. 2011, Peeters et al. 2014}]\). Deposition is only a minor loss process for RONO\(_2\), therefore any changes in the deposition rate with temperature will have at most a minor effect on \(\eta\).

NO\(_x\) also has several temporary sinks that can sequester NO\(_x\), most importantly peroxy acyl nitrate (PAN). In the summertime southeastern United States, the lifetime of PAN is typically 1–2 hours, too short to act as a permanent sink of NO\(_x\). Past studies in forested regions have found remarkably little variation in PAN with temperature, due to compensating changes in both its production and loss \([\text{e.g., LaFranchi et al. 2009}]\). As a result, the
formation or destruction of PAN does not contribute significantly to net ozone production or NO\textsubscript{x} loss and we do not include it in these calculations.

**Figure 4.2:** The chemistry of ozone production and NO\textsubscript{x} loss in the troposphere. Panel A: Schematic of the linked NO\textsubscript{x} and HO\textsubscript{x} cycles that lead to net ozone production. Panel B: The calculated instantaneous O\textsubscript{3} production rate and NO\textsubscript{x} loss rate as a function of NO\textsubscript{x} and VOCR, with fixed PHO\textsubscript{x}, $\eta$, and $\alpha_{\text{eff}}$. Panel C: OPE and the fraction of NO\textsubscript{x} loss that takes place via HNO\textsubscript{3} chemistry under the same conditions as above. Panel D: The percent change in ozone production efficiency caused by chemical changes as a function of NO\textsubscript{x}.

The ozone production efficiency (OPE $\equiv P_{O_3}/L_{NO_x}$) represents the number of ozone molecules formed per molecule of NO\textsubscript{x} consumed and directly links the ozone and NO\textsubscript{x} budgets. Because OPE accounts for changes in both $P_{O_3}$ and $L_{NO_x}$, the temperature
response of OPE captures feedbacks in ozone production chemistry that $P_{O_3}$ alone does not.

As the concentration of NO$_x$ decreases and VOCR increases, the fraction of NO$_x$ loss that takes place via HNO$_3$ chemistry decreases and the OPE increases (Fig. 4.2C). The relative importance of HNO$_3$ and RONO$_2$ chemistry determines the relationship between $P_{O_3}$ and $L_{NO_x}$. When HNO$_3$ is the most important NO$_x$ loss pathway, $O_3$ production and NO$_x$ loss occur through separate channels. $O_3$ production occurs when OH reacts with a VOC, generating RO$_2$ and HO$_2$ radicals; NO$_x$ loss primarily occurs when OH reacts with NO$_2$. Although these channels are linked by a shared dependence on OH, the relative importance of these pathways can vary. For example, under these conditions an increase in VOCR will cause NO$_x$ loss to decrease, ozone production to increase, and OPE to increase (Fig. 4.2B–C).

In contrast, when RONO$_2$ chemistry dominates NO$_x$ loss, ozone production and NO$_x$ loss are intrinsically linked by their shared dependence on the RO$_2$ + NO reaction. This reaction produces $O_3$ in its main channel and consumes NO$_x$ in the minor channel that forms organic nitrates, with the ratio between these two channels set by $\alpha_{\text{eff}}$. Under these conditions, changes to the chemistry that do not affect $\alpha_{\text{eff}}$ have a minimal effect on OPE (Fig. 4.2D) and the OPE can be considered to be unvarying with temperature. An increase in VOCR or a decrease in NO$_x$ will affect both NO$_x$ loss and ozone production equally, because both processes are dependent on the same set of reactions. Because of this change in behavior, from variable OPE to fixed OPE, the drivers of the $O_3$-T relationship are expected to be categorically different in areas where RONO$_2$ chemistry dominates NO$_x$ loss. As a result, the effects that cause $O_3$ to increase with temperature in urban and other polluted regions, where HNO$_3$ chemistry dominates NO$_x$ loss, are unlikely to apply in areas with low concentrations of NO$_x$ and high concentrations of reactive VOCs, where RONO$_2$ chemistry is most important. In these areas, more NO$_x$ must be oxidized in order to produce more $O_3$.

### 4.3 Observed response of ozone production to temperature

**Measurements during SOAS**

The theoretical results presented in Fig. 4.2 can be compared to the observed behavior during SOAS. Measurements during SOAS have been described in detail elsewhere (e.g., Hidy et al., 2014; Romer et al., 2016; Feiner et al., 2016) and are summarized below. The primary ground site for SOAS was co-located with the CTR site of the SEARCH network (32.90289° N, 87.24968° W), in a clearing surrounded by a dense mixed forest (Hansen et al., 2003). Direct anthropogenic emissions of NO$_x$ near this site are estimated to be low and predominantly from mobile sources (Hidy et al., 2014). Measurements taken as part of the SEARCH network were located on a 10 m tower approximately 100 m away from the forest edge, while the other measurements from the SOAS campaign used in this analysis
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were located on a 20 m walk-up tower at the edge of the forest. Species measured on both
the SOAS walk-up tower and the SEARCH platform were well correlated with each other,
indicating that similar airmasses were sampled at both locations.

Several chemical and meteorological measurements used in this analysis, including NO\textsubscript{x},
O\textsubscript{3}, total reactive nitrogen (NO\textsubscript{y}), and temperature, were collected by Atmospheric Research
and Analysis (ARA) as part of SEARCH (Hidy et al., 2014). NO was measured using the
chemiluminescent reaction of NO with excess ozone. NO\textsubscript{2} was measured based on the same
principle, using blue LED photolysis to convert NO\textsubscript{2} to NO. The photolytic conversion of
NO\textsubscript{2} to NO is nearly 100% efficient and does not affect higher oxides of nitrogen (Ryerson
et al., 2000). Ozone was measured using a commercially available ozone analyzer (Thermo-
Scientific 49i).

During the SOAS campaign, NO\textsubscript{2}, total peroxy nitrates (ΣPANs), and total alkyl and
multifunctional nitrates (ΣRONO\textsubscript{2}) were measured via thermal dissociation laser-induced
fluorescence, as described by Day et al. (2002). An NO chemiluminescence instrument located
on the walk-up tower provided additional measurements of NO co-located with the
other SOAS measurements (Min et al., 2014).

HO\textsubscript{x} radicals were measured with the Penn State Ground-based Tropospheric Hydrogen
Oxides Sensor (GTHOS), which uses laser-induced fluorescence to measure OH (Faloona
et al., 2004). HO\textsubscript{2} was also measured in this instrument by adding NO to convert HO\textsubscript{2} to
OH. C\textsubscript{3}F\textsubscript{6} was periodically added to the sampling inlet to quantify the interference from
internally generated OH (Feiner et al., 2016). Measurements of total OH reactivity (OHR
≡ inverse OH lifetime) were made by sampling ambient air, injecting OH, and letting the
mixture react for a variable period of time. The slope of the OH signal versus reaction time
provides a top-down measure of OHR (Mao et al., 2009).

A wide range of VOCs were measured during SOAS using gas chromatography-mass spec-
trometry (GC-MS). Samples were collected in a liquid-nitrogen cooled trap for five minutes,
then transferred by heating onto an analytical column, and detected using an electron-impact
quadrupole mass-spectrometer (Gilman et al., 2010). This system is able to quantify a wide
range of compounds including alkanes, alkenes, aromatics, isoprene, and multiple monoter-
penes at a time resolution of 30 minutes. Methyl vinyl ketone (MVK) and methacrolein
(MACR) were measured individually by GC-MS and their sum was also measured using a
proton transfer reaction mass spectrometer (PTR-MS) (Kaser et al., 2013). The calculated
rates of ozone production and NO\textsubscript{x} loss do not change significantly depending on which
measurement is used.

Average diurnal cycles of the main measurements used in this study during the SOAS
campaign are shown in Fig. 4.3. Afternoon concentrations of NO\textsubscript{x} averaged 0.3 ppb and
concentrations of isoprene 5.5 ppb. Due to these low-NO\textsubscript{x}, high-VOC conditions, RONO\textsubscript{2}
chemistry was responsible for over three-quarters of the permanent NO\textsubscript{x} loss (Romer et al.,
2016). Daily average afternoon (12 pm–4 pm) ozone concentrations increased with daily
average afternoon temperature during SOAS (2.3 ± 1 ppb °C\textsuperscript{−1}). This trend is greater than
the long-term trend reported by the SEARCH network, but the difference is not statistically
significant.
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Figure 4.3: Diurnal cycle of the primary parameters used in this study as measured during SOAS. For each quantity the black line shows the hourly median and the shaded gray area shows the interquartile range.

Calculation of \(\int P_{O_3}\) and effects of temperature

Measurements of NO, NO\textsubscript{2}, OH, HO\textsubscript{2}, and a wide range of VOCs were used to calculate the steady-state concentrations of RO\textsubscript{2} radicals using the Master Chemical Mechanism v3.3.1, run in a MATLAB framework (Jenkin et al., 2015; Wolfe et al., 2016). Before 24 June, HO\textsubscript{2} measurements are not available and steady-state concentrations of both HO\textsubscript{2} and RO\textsubscript{2} were calculated. Input species were taken to 30 minute averages, and the model was run until radical concentrations reached steady state. Top-down measurements of OHR were used to include the contribution to ozone production from unmeasured VOCs.

To understand the day-to-day variation of ozone chemistry, the calculated ozone production rate was integrated from 6 am to 4 pm for each of the 24 days during the campaign period with greater than 75% data coverage of all input species. When plotted against daily average afternoon temperature, \(\int P_{O_3}\) is seen to increase strongly with temperature (2.3±0.6 ppb °C\textsuperscript{-1}, Fig. 4.4A). The change in \(\int P_{O_3}\) with temperature demonstrates that local chemistry is an important contributor to the observed O\textsubscript{3}-T relationship; however, the observed O\textsubscript{3}-T trend also includes the effects of chemical loss, advection, entrainment, and multi-day buildup on overall O\textsubscript{3} concentration (e.g., Bumann et al., 2000).

While elevated temperatures are associated with enhanced production of ozone, they are also associated with increased chemical loss. The chemical loss of ozone occurs through three
main pathways in this region: photolysis followed by reaction with $H_2O$, reaction with $HO_2$, and reaction with VOCs (Frost et al., 1998). The loss of $O_3$ was calculated for each of these pathways, and then integrated over the course of the day to determine total daily ozone loss ($\int L_O3$). Chemical loss of ozone is found to increase with temperature ($1.1 \pm 0.3$ ppb $^\circ C^{-1}$, Fig 4.4B), but much less than the chemical production.

The difference between the trend in the net chemical production and loss of $O_3$ and the trend in ozone concentration gives a rough estimate of how non-chemical processes contribute to the ozone-temperature relationship. We calculate that non-chemical processes cause $O_3$ to increase by $1 \pm 1.2$ ppb $^\circ C^{-1}$. This approach does not take into account the interactions between chemical and non-chemical effects, such as how changes to advection and mixing may impact concentrations of VOCs, NO$_x$, and other reactants. Although the large uncertainty does not allow for quantitative analysis, qualitatively, chemical and non-chemical processes are both found to be important contributors to the ozone-temperature relationship. Other approaches, such as chemical transport models, that can more directly investigate and control specific physical processes are likely to be better suited to calculating the contribution of non-chemical processes to the ozone-temperature relationship (e.g., Fu et al., 2015).

Using the same calculated radical concentrations, the rate of NO$_x$ loss was calculated as the rate of direct HNO$_3$ production plus the fraction $\eta$ of alkyl nitrate production that leads to permanent NO$_x$ loss. Figure 4.4C shows the increase in $\int LN_O$ with temperature for the SOAS campaign ($0.05 \pm 0.01$ ppb $^\circ C^{-1}$). As expected from the importance of RONO$_2$ chemistry to NO$_x$ loss, $\int LN_O$ and $\int PO_3$ are tightly correlated ($r^2 = 0.90$), and OPE is high (OPE average $45 \pm 3$ ppb ppb$^{-1}$) and is effectively constant with temperature (calculated trend $0.2 \pm 0.6 $ $^\circ C^{-1}$). Therefore, the increase in $\int PO_3$ with temperature is not caused by more efficient production of ozone while the same amount of NO$_x$ is consumed.

OPE can also be estimated from the ratio of odd oxygen ($O_x \equiv O_3 + NO_2$) to NO$_x$ oxidation products ($NO_x \equiv NO_y - NO_x$) (Trainer et al., 1993). The afternoon ratio of $O_x$ to NO$_2$ during SOAS varied from 43–67 (interquartile range), slightly higher than the average ratio of $\int PO_3$ to $\int LN_O$. However, since the $O_x$ to NO$_2$ ratio includes the effects of chemical loss and transport, which the ratio of $\int PO_3$ to $\int LN_O$ does not, these two values are not expected to be equivalent, particularly in non-polluted areas.

The trend in $\int PO_3$ with temperature is robust and extends beyond the short temporal window of the SOAS campaign. Although long-term measurements of HO$_x$ and VOCs are not available, the ozone production rate can be estimated from SEARCH measurements using the deviation of NO and NO$_2$ from photostationary state (Eq. 4.1) (Baumann et al., 2000; Pusede et al., 2015).

$$PO_3 = j_{NO_2}[NO_2] - k_{NO+O_3}[NO][O_3]$$ (4.1)

The NO$_2$ photolysis rate was parameterized as a quadratic function of total solar radiation (Trebs et al., 2009). Using this method and scaling the result to match the values calculated using steady-state RO$_2$ concentrations during SOAS, we find that $\int PO_3$ increased by $2.3\pm0.8$ ppb $^\circ C^{-1}$ during June–August 2010–2014 (Fig. 4.5). Without scaling, the long-term trend in
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Figure 4.4: Observed dependence of daily $\int PO_3$ (Panel A), $\int LO_3$ (Panel B), and $\int LNO_x$ (Panel C) on daily afternoon average temperature during SOAS. Each point shows the afternoon average temperature and integrated production or loss for a single day. Black lines show a least squares fit to all points; shaded areas show the 90% confidence limits of the fit calculated via bootstrap sampling.

$\int PO_3$ with temperature is 4.0 ± 0.5 ppb °C$^{-1}$. Based on the long-term SEARCH record, we do not find evidence that the relationship between ozone concentration or ozone production changes significantly at the highest temperatures (the top 5% of observations). This agrees broadly with Shen et al. (2016), who found that ozone suppression at extreme temperatures to be uncommon in the southeastern United States.

4.4 Drivers of increased ozone production

While the increase in ozone production is accompanied by an observed increase in ozone concentration, the increase in NO\textsubscript{x} loss is not accompanied by a significant decrease in NO\textsubscript{x} concentration ($-0.002 \pm 0.01$ ppb °C$^{-1}$, Fig. 4.6A). For this to occur, NO\textsubscript{x} must have a source that increases with temperature to compensate for its increased loss. One possible explanation is that the increased thermal decomposition rate of peroxy nitrates (ΣPANs) causes less NO\textsubscript{x} to be sequestered in these short-term reservoirs. This is not the case during
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Figure 4.5: Comparison of daily integrated ozone production via two methods (Panel A) and long-term trend in $\int$PO\textsubscript{3} with temperature (Panel B). The reported slope in Panel A was calculated using a bivariate (York-type) fit accounting for the error in both $x$ and $y$.

SOAS. The increased decomposition rate of peroxy nitrates is counteracted by an increase in their production rate, such that the average concentration of total peroxy nitrates shows no decrease with temperature (Fig. 4.6B).

More generally, increased transformations from NO\textsubscript{X} oxidation products back into NO\textsubscript{X} cannot explain the observations. The concentration of NO\textsubscript{Y} increases significantly with temperature (Fig. 4.6C). Because NO\textsubscript{Y} includes NO\textsubscript{X} as well as all of its reservoirs and sinks, changes in the transformation rates between NO\textsubscript{X} and its oxidation products cannot explain the increase of NO\textsubscript{Y} with temperature. There must be a source of NO\textsubscript{Y}, not just of NO\textsubscript{X}, that increases with temperature.

Data from the SEARCH network indicate that the increase in NO\textsubscript{Y} with temperature observed during SOAS is primarily a local effect. Measurements from June–August 2010–2014 show a consistent increase of NO\textsubscript{Y} with temperature at the two rural monitoring sites in the network, but total NO\textsubscript{Y} decreases with temperature at the four urban and suburban sites (Table 4.1). The increase in NO\textsubscript{Y} with temperature therefore cannot be explained by regional meteorological effects, since those would lead to similar relationships between NO\textsubscript{Y} and temperature across the southeastern United States.

Measurements at night and in the early morning, before significant photochemistry has occurred, show a strong temperature-dependent increase of NO\textsubscript{X} over the course of the night. Because surface wind speeds are low at night and the increase in NO\textsubscript{X} at night is not accom-
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Figure 4.6: Afternoon average concentrations of NO\textsubscript{x} (Panel A), ΣPANs (Panel B), and NO\textsubscript{y} (Panel C) at the CTR site as a function of daily average afternoon temperature during SOAS.

panied by large increases in NO\textsubscript{x} oxidation products, the increase in NO\textsubscript{x} must be caused by emissions local to the CTR site.

The consistent increase of NO\textsubscript{x} over the course of the night can be used to quantitatively measure the local NO\textsubscript{x} emissions rate. Figure 4.7 shows the temperature-dependent increase of NO\textsubscript{x} relative to the concentration of NO\textsubscript{x} at 4 pm the day before, separating the effects of the previous day from the nighttime increase. Measurements from June–August 2010–2014 from the CTR SEARCH network site are used to obtain more representative statistics. The average rate of NO\textsubscript{x} increase during the night is 0.095 ppb h\textsuperscript{-1}. To account for the chemical removal of NO\textsubscript{x}, the cumulative loss of NO\textsubscript{x} during the night was added to the observations. During SOAS, the nighttime loss of NO\textsubscript{x} occurred almost exclusively through the reaction of NO\textsubscript{2} with O\textsubscript{3} to form NO\textsubscript{3}, which then reacted with a VOC to form an organic nitrate (Ayres et al., 2015). N\textsubscript{2}O\textsubscript{5} chemistry made a negligible contribution to total NO\textsubscript{x} loss. The loss rate of NO\textsubscript{x} during the night was therefore calculated as the rate of reaction of NO\textsubscript{2} with O\textsubscript{3}. In this form, the rate of increase of the adjusted NO\textsubscript{x} concentrations (NO\textsubscript{x}*\textsuperscript{*}) is equal to the local NO\textsubscript{x} emission rate. The emission rate of NO\textsubscript{x} and its temperature dependence were calculated by a linear regression following the form of Eq. (4.2), where the adjusted
Table 4.1: Observed trend in NO$_y$ with temperature at 6 SEARCH sites across all days June–August 2010–2014. GFP data only extends through 2012.

<table>
<thead>
<tr>
<th>Site Name</th>
<th>Location</th>
<th>NO$_y$-T Slope (ppb °C$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CTR</td>
<td>Rural</td>
<td>0.072 ± 0.009</td>
</tr>
<tr>
<td>YRK</td>
<td>Rural</td>
<td>0.043 ± 0.015</td>
</tr>
<tr>
<td>OAK</td>
<td>Suburban</td>
<td>−0.034 ± 0.016</td>
</tr>
<tr>
<td>JST</td>
<td>Urban</td>
<td>−0.037 ± 0.047</td>
</tr>
<tr>
<td>BHM</td>
<td>Urban</td>
<td>−0.312 ± 0.050</td>
</tr>
<tr>
<td>GFP</td>
<td>Urban</td>
<td>−0.050 ± 0.040</td>
</tr>
</tbody>
</table>

Concentration of NO$_x$ depends both on time (H = hours after 4 pm) and temperature (T).

\[
\text{NO}_x^* = (\alpha T + \beta)H + b
\] (4.2)

In this regression, the fitted parameter $\alpha$ represents the increase of NO$_x$ emissions with temperature and the average value of $\alpha T + \beta$ provides an estimated NO$_x$ emission rate.

Figure 4.7: Concentrations of NO$_x$ relative to their concentration at 4 pm the day before over June–August 2010–2014 at the CTR site. The thick lines and shaded areas show the hourly mean and 90% confidence interval of the mean for cooler and warmer days.

Because emissions are localized to the surface, the effective depth of the nighttime boundary layer must also be accounted for, which we estimate to be 150 m. This agrees well with the derived mixing heights from daily 5 am sonde launches at the Birmingham (BHM) airport (Durre and Yin [2008]) and past estimates of the nocturnal boundary layer height (e.g.,
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Liu and Liang [2010] VandenBoer et al. [2013], while it is significantly lower than the average ceilometer-reported 5 am boundary layer height of 400 m during SOAS.

After accounting for these factors, the NO\textsubscript{x} emissions rate is calculated to be 7.4 ppt m s\textsuperscript{-1} or 4.2 ng N m\textsuperscript{-2} s\textsuperscript{-1}. Based on the change in slope with temperature, the emissions rate is estimated to increase by 0.4 ppt m s\textsuperscript{-1} °C\textsuperscript{-1}. The rise in NO\textsubscript{x} emissions with temperature over 24 hours agrees to within the uncertainty with the increase of daily \( \int \text{NO}_\text{x} \) with temperature, sufficient to explain why afternoon NO\textsubscript{x} concentrations are not observed to decrease with temperature even as their loss rate increases.

The inferred local NO\textsubscript{x} source bears all the hallmarks of soil microbial emissions (\( S_{\text{NO}_\text{x}} \)). Soil microbes emit NO\textsubscript{x} as a byproduct of both nitrification and denitrification, and the rate of NO\textsubscript{x} emissions correlates strongly with microbial activity in soil (Pilegaard [2013]). The inferred NO\textsubscript{x} source is active during day and night, increases strongly with temperature, and is present in a rural area with low anthropogenic emissions. The only plausible source of NO\textsubscript{x} that matches all of these constraints is soil microbial emissions near to the SOAS site. Soil NO\textsubscript{x} emissions also depend on soil water content and nitrogen availability, neither of which is generally limiting in the southeastern United States (e.g., Hickman et al. [2010]). The most likely anthropogenic sources of NO\textsubscript{x} at this location are mobile sources, which are not thought to change significantly with temperature (Singh and Sloan [2006]) and therefore cannot explain the results of Fig. 4.7.

To calculate how the increase in NO\textsubscript{x} emissions affects ozone production, we use the same chemical framework from Fig. 4.2. For each half-hour period the average value of the input parameters and their temperature dependence during the SOAS campaign were calculated (Fig. 4B.2). The diurnal cycle and trend with temperature of all model inputs were then used to calculate total daily ozone production as a function of temperature (Fig. 4B.1). By altering whether the temperature dependence for each parameter is included, the overall trend in \( \int P_{\text{O}_3} \) can be decomposed into individual components (Fig. 4.8). The effect of increased NO\textsubscript{x} emissions was calculated by fixing the trend in NO\textsubscript{x} with temperature to match the trend in \( \int \text{NO}_\text{x} \). We find that the increase of NO\textsubscript{x} emissions with temperature accounts for 40% of the increase in \( \int P_{\text{O}_3} \) with temperature, or approximately 0.9 ppb °C\textsuperscript{-1}. The other 60% is caused primarily by the increase of PHO\textsubscript{x} with temperature. The increase in PHO\textsubscript{x} with temperature is most likely caused by changes in solar radiation, which is well correlated with the total PHO\textsubscript{x} rate and increases strongly with temperature. In contrast, water vapor is not correlated with total PHO\textsubscript{x}. Although VOCR increases strongly with temperature, the RONO\textsubscript{2}-dominated NO\textsubscript{x} chemistry causes neither the ozone production rate nor the NO\textsubscript{x} loss rate to be sensitive to this increase, leading to the minimal effect of VOCR on \( \int P_{\text{O}_3} \).

4.5 Conclusions

Changes in NO\textsubscript{x} emissions with temperature have an outsized effect when considering the impacts of ozone on human health and climate. At the CTR site and other areas where OPE
Figure 4.8: Decomposed effects of ozone and temperature. The top bar shows the model-calculated $\int P_{O_3} \cdot T$ trend, all other bars show how the $\int P_{O_3} \cdot T$ slope changes when the temperature dependence of each factor is removed.

Past direct measurements of soil NO$_x$ using soil chambers have found enormous variability, both between sites and within different plots in the same field. Pilegaard et al. (2006) found variability of a factor of over 100 between soil NO$_x$ emissions in different European forests. Within the southeastern United States, direct measurements at forested sites have reported emissions rates ranging from 0.1–10 ng N m$^{-2}$ s$^{-1}$ (Williams and Fehsenfeld, 1991; Thornton et al., 1997; Hickman et al., 2010). Besides temperature, the most important variables affecting soil NO$_x$ emissions are typically nitrogen availability and soil water content, as well as plant cover and soil pH (Pilegaard, 2013). In very wet environments, soil microbes
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typically emit N\textsubscript{2}O or N\textsubscript{2} instead of NO\textsubscript{x}, and in arid environments soil emissions of HONO can be equal to or larger than soil NO\textsubscript{x} emissions (Oswald et al., 2013). Although conditions at the CTR site are too wet and acidic for soil HONO emissions to be significant, in environments where soil HONO emissions are large, they would likely have an even greater effect on ozone production by acting as a source of both NO\textsubscript{x} and HO\textsubscript{x} radicals.

The variability between sites and the interaction between several biotic and abiotic factors make it difficult to apply regional or model estimates of soil NO\textsubscript{x} emissions to a particular location. Our approach in this analysis, using observations of the nighttime atmosphere to determine the NO\textsubscript{x} emissions rate, helps span the gap between soil chambers and the regional atmosphere. Although soil NO\textsubscript{x} emissions depend on several environmental factors, process-driven models predict that the response of soil NO\textsubscript{x} emissions to global warming will be driven primarily by the increase in temperature (Kesik et al., 2006).

While soil NO\textsubscript{x} emissions have been known and studied for decades, the impacts of soil NO\textsubscript{x} emissions on ozone from non-agricultural regions was often found to be insignificant compared to anthropogenic sources (e.g., Davidson et al., 1998). Years of declining anthropogenic NO\textsubscript{x} emissions in the United States and recent higher estimates for forest soil NO\textsubscript{x} emissions (e.g., Hickman et al., 2010) mean that this is no longer the case. Non-agricultural soil NO\textsubscript{x} emissions may now account for nearly a third of total NO\textsubscript{x} emissions in the summertime southeastern United States (Travis et al., 2016), and have significant effects on regional ozone production.

The rise in ozone production caused by increased NO\textsubscript{x} emissions on hotter days established here suggests that the relationship between ozone and temperature will be positive under a wider range of conditions than previously thought. This includes 1. the pre-industrial atmosphere, 2. present day rural continental locations, and 3. future scenarios with dramatically reduced anthropogenic NO\textsubscript{x} emissions.

1. In pre-industrial times, semi-quantitative measurements of ozone show significantly lower concentrations of ozone than currently observed in rural and remote regions or generally predicted by global models (Cooper et al., 2014). While RONO\textsubscript{2} chemistry establishes an upper limit to the ozone production efficiency under low-NO\textsubscript{x} conditions, the significant contribution of S\textsubscript{NO\textsubscript{x}} to ozone production makes reconciling the semi-quantitative measurements with model predictions more difficult and suggests that natural emissions of NO\textsubscript{x} in pre-industrial models may be over-estimated (Mickley et al., 2001).

2. In the present day, effective ozone regulation, especially on hot days, requires taking into account the effect of S\textsubscript{NO\textsubscript{x}}. Because these emissions are distributed over broad areas and are not directly anthropogenic, they present additional challenges to air quality management. Indirect approaches, such as changes to fertilizer application practices, have the potential to significantly reduce S\textsubscript{NO\textsubscript{x}} from agricultural regions (Oiakawa et al., 2015). Decreases in direct anthropogenic NO\textsubscript{x} emissions may also lead to a decrease in S\textsubscript{NO\textsubscript{x}} by decreasing the amount of nitrogen available to the ecosystem (Pilegaard, 2013).
3. In the future, because soil NO\textsubscript{x} emissions lead to the formation of ozone, itself an important greenhouse gas, the increase of soil NO\textsubscript{x} emissions with temperature represents a positive climate feedback and an additional link between changes to the nitrogen cycle and the environment. The effects of increased ozone pollution to plants, including reduced photosynthesis and slower growth, have the potential to alter the carbon cycle on a regional scale (Heagle, 1989; Booker et al., 2009). Soil NO\textsubscript{x} emissions therefore represent an additional link between the nitrogen and carbon cycles that should be included when considering the consequences of a warming world.

Appendix 4A Analytic model of O\textsubscript{3} production

To conceptually understand O\textsubscript{3} production and NO\textsubscript{x} loss, we use a simplified framework similar to that described by Farmer et al. (2011). This framework uses fixed values of total organic reactivity (VOCR), alkyl nitrate branching ratio $\alpha$ and loss efficiency $\eta$, NO\textsubscript{x} and HO\textsubscript{2} radical production rate ($PHO_x$).

Since HO\textsubscript{x} radicals are highly reactive, it is a valid assumption under nearly all NO\textsubscript{x} concentrations that HO\textsubscript{x} radicals are in steady-state and that $PHO_x$ is equal to the gross HO\textsubscript{x} loss rate (Eq. 4A.1).

$$PHO_x = \frac{k_{OH+NO_2}[OH][NO_2] + \alpha \cdot k_{RO_2+NO}[RO_2][NO] + 2k_{HO_2+HO_2}[HO_2][HO_2] + 2k_{RO_2+HO_2}[RO_2][HO_2] + 2k_{RO_2+RO_2}[RO_2][RO_2]}{VOCR + k_{OH+NO_2}[NO_2]}$$  \hspace{1cm} (4A.1)

Individual HO\textsubscript{x} radicals (OH, HO\textsubscript{2}, and RO\textsubscript{2}) can also be assumed to be in steady state, such that their production and loss are equal. Under low-NO\textsubscript{x} conditions, the reactions that initiate and terminate the HO\textsubscript{x} cycle must be included as well as the cycling rate. We further constrain the model by requiring that the concentration of HO\textsubscript{2} and RO\textsubscript{2} radicals be equal. This constraint is satisfied by introducing an additional parameter $c$ which allows $PHO_x$ to produce both HO\textsubscript{2} and OH radicals in a varying ratio. These constraints provide a system of 4 equations that can be solved numerically (Eq. 4A.2-4A.5).

$$[OH] = \frac{k_{HO_2+NO}[HO_2][NO] + c \cdot PHO_x}{VOCR + k_{OH+NO_2}[NO_2]}$$  \hspace{1cm} (4A.2)

$$[RO_2] = \frac{[OH] \cdot VOCR}{k_{RO_2+NO}[NO] + k_{RO_2+HO_2}[HO_2] + 2k_{RO_2+RO_2}[RO_2]}$$  \hspace{1cm} (4A.3)

$$[HO_2] = \frac{(1 - \alpha)k_{RO_2+NO}[RO_2][NO] + (1 - c)PHO_x}{k_{HO_2+NO}[NO] + 2k_{HO_2+HO_2}[HO_2] + k_{HO_2+RO_2}[RO_2]}$$  \hspace{1cm} (4A.4)

$$[HO_2] = [RO_2]$$  \hspace{1cm} (4A.5)

For the calculations in Fig. 4.2, the values of VOCR, $\alpha$, and $PHO_x$ were fixed at 18 s\textsuperscript{-1}, 0.06, and $1.15 \times 10^7$ molec. cm\textsuperscript{-3} s\textsuperscript{-1}. Rate constants are taken from the IUPAC chemical
kinetics database, assuming that all RO₂ radicals react with the kinetics of CH₃CH₂O₂\cite{Atkinson2006}. The system of equations was solved numerically using the \texttt{vpasolve} function in MATLAB, subject to the constraints that [OH], [HO₂], and [RO₂] are positive and \(c\) is between 0 and 1.

The resulting concentrations of HOₓ radicals can be used to calculate the rates of ozone production and NOₓ loss using Eq. (4A.6)–(4A.9).

\begin{align*}
PO_3 &= (1 - \alpha)k_{RO_2+NO}[RO_2][NO] + k_{HO_2+NO}[HO_2][NO] \quad (4A.6) \\
PHNO_3 &= k_{OH+NO_2}[OH][NO_2] \quad (4A.7) \\
PΣRONO_2 &= \alpha \cdot k_{RO_2+NO}[RO_2][NO] \quad (4A.8) \\
LNO_x &= PHNO_3 + \eta \cdot PΣRONO_2 \quad (4A.9)
\end{align*}

**Appendix 4B Decomposition of the O₃-temperature relationship**

The simplified HOₓ model described above was used to decompose the contribution of different parameters to the increase of \(\int PO_3\) with temperature. Peroxy nitrates are not included in this model, but because there is no significant trend in ΣPANs with temperature their absence does not affect the results. To validate that this model gave accurate \(\int PO_3\) results, it was first run using inputs based on measured values for each half-hour period:

- Model inputs of NOₓ were taken directly from measurements of NO and NO₂
- VOCR was calculated as the measured OHR minus the reactivity of species that do not form RO₂ radicals (e.g., CO, NO₂)
- \(PHO_x\) was calculated as equal to the measured rate of HOₓ loss, using Eq. (4A.1) and measured HOₓ radical concentrations
- \(\alpha_{eff}\) was calculated as the reactivity-weighted average of \(\alpha_i\) for all measured VOCs.

The comparison of \(\int PO_3\) calculated from the full data set and that from the steady-state HOₓ model is shown in Fig. 4B.1A. The two calculations are well-correlated with a slope close to 1, showing that the steady-state HOₓ model can accurately reproduce ozone production at this location.

To use this model to explore how ozone production changes with temperature, the diurnal cycle and trend in temperature of each of these inputs was calculated. Because the response to temperature is different at different times of day, the trend with temperature was calculated independently for each half-hour bin, and is shown in Fig. 4B.2. These trends were used to construct temperature-dependent diurnal cycles of each of the parameters, which were then used as inputs to the model at a range of daily average afternoon temperatures.
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from 24–32 °C. Figure 4B.1B shows that $\int PO_3$ calculated this way has a very similar trend with temperature as that using the full data set, although it cannot capture day-to-day variability not caused by temperature. The nonlinear shape of the trend with temperature is caused primarily by the imposed exponential increase of $PHO_x$ with temperature. Using a linear or quadratic increase of $PHO_x$ with temperature changes the shape of the increase but does not significantly affect the overall $\int PO_3$-T slope.

**Figure 4B.1:** Panel A: Comparison of $\int PO_3$ based on the full data set and simplified $HO_x$ model; Panel B: comparison of the $\int PO_3$-T trend using all data (green diamonds) and $HO_x$ model using only the diurnal cycle and trend with temperature of the inputs (blue squares).
Figure 4B.2: Measurement inputs for the $O_3$-$T$ decomposition, showing the observed diurnal cycle (left side) and trend with temperature (right side). The trends for VOCR and $PHO_x$ are reported on a log-scale, representing an expected exponential increase with temperature. In the left column, the black lines and shaded gray areas show the median and interquartile range for each parameter; in the right column the line and error bars show the calculated trend and its associated uncertainty from a least-squares regression.
Chapter 5

The changing role of organic nitrates in the removal and transport of NO$_x$

5.1 Introduction

The chemistry of nitrogen oxides (NO$_x$ ≡ NO + NO$_2$) controls the concentration of tropospheric oxidants, including OH, O$_3$, and NO$_3$. As a result, the concentration of NO$_x$ plays a major role in the formation of toxic air pollutants including O$_3$ and aerosols and determining the lifetime of greenhouse gases such as methane. NO$_x$ emissions also directly contribute to deposition of nitrogen to sensitive ecosystems (Fowler et al., 2013). Due to its harmful effects to the environment and human health, NO$_x$ has been the target of emission control strategies since the 1970s, causing anthropogenic NO$_x$ emissions to have decreased by a factor of 2 or more in the United States over the past 30 years (United States Environmental Protection Agency, 2018). Understanding the consequences of these past changes and predicting the results of future emissions reductions on the atmosphere requires a quantitative description of feedbacks between NO$_x$ concentrations and NO$_x$ chemistry.

After emission to the atmosphere, removal of NO$_x$ occurs through two primary pathways: conversion to HNO$_3$ and conversion to alkyl and multifunctional nitrates (RONO$_2$). As described in Ch. 3, HNO$_3$ is nearly chemically inert in the troposphere, with a lifetime to reaction or photolysis of over 50 hours, and is removed almost entirely by wet and dry deposition. RONO$_2$ are a class of diverse molecules, with atmospheric lifetimes ranging from hours to days depending on the properties of the organic backbone (R-group). The loss of RONO$_2$ is divided among reactions that release NO$_x$ from the R-group and recycle it back to the atmosphere, reactions that result in heterogeneous hydrolysis to form HNO$_3$, and direct deposition. The latter two pathways permanently remove NO$_x$ from the atmosphere (Nguyen et al., 2015; Romer et al., 2016; Fisher et al., 2016). Other NO$_x$ oxidation products, such as peroxy acetyl nitrate (PAN) or HONO can play an important role in the transport and redistribution of NO$_x$ but do not lead to permanent NO$_x$ removal.

Historically, direct HNO$_3$ production was thought to be the only important NO$_x$ loss
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pathway, with RONO\textsubscript{2} chemistry playing at most a minor role. However, several studies have shown that the rate of formation of RONO\textsubscript{2} in cities or forested regions can be competitive with or greater than the direct production rate of nitric acid (Rosen et al., 2004; Farmer et al., 2011; Browne et al., 2013; Romer et al., 2016; Sobanski et al., 2017).

The relative rate of HNO\textsubscript{3} and RONO\textsubscript{2} production is an important factor in setting the lifetime of NO\textsubscript{x} (Romer et al., 2016) and affects the response of NO\textsubscript{x} loss to temperature (Romer et al., 2018). Due to the different production pathways of HNO\textsubscript{3} and RONO\textsubscript{2}, the relative production rate of HNO\textsubscript{3} and RONO\textsubscript{2} also controls how NO\textsubscript{x} loss and ozone production are affected by changes to emissions of NO\textsubscript{x} or VOCs. By terminating the radical chain reactions, the formation of RONO\textsubscript{2} serves to suppress ozone formation in polluted areas (Perring et al., 2010; Farmer et al., 2011; Edwards et al., 2013; Lee et al., 2014b). Several studies have also shown that RONO\textsubscript{2} can efficiently partition into aerosols, potentially explaining a large portion of secondary organic aerosol in a wide range of environments (Rollins et al., 2012; Pye et al., 2015; Xu et al., 2015b; Lee et al., 2016).

Here, we use in situ observations from a collection of 13 different field deployments to investigate how the relative production of RONO\textsubscript{2} and HNO\textsubscript{3} varies across the United States and how this fraction may change in the future. We show that the relative production of RONO\textsubscript{2} and HNO\textsubscript{3} in the daytime can be well described by the relative OH reactivity of NO\textsubscript{2} and the combined VOC mixture. As both anthropogenic NO\textsubscript{x} and anthropogenic VOC emissions have decreased substantially over the past 20 years, the relative role of these two pathways has shifted as well. While the shift has generally been towards an increasing role for RONO\textsubscript{2} chemistry, the shift has been smallest in large cities and largest in the transitional regime around them. Combined with changing emissions patterns of NO\textsubscript{x}, the shift in NO\textsubscript{x} chemistry is leading to a flatter distribution of NO\textsubscript{x} across the continental United States.

5.2 NO\textsubscript{x} chemistry and production of RONO\textsubscript{2} and HNO\textsubscript{3}

NO\textsubscript{x} is emitted to the atmosphere as NO from a range of anthropogenic and biogenic sources, including motor vehicles, power plants, lightning, fires, and soil bacteria. Once in the atmosphere, NO interconverts with NO\textsubscript{2} on a timescale of minutes through reactions (R5.1) – (R5.2), forming the chemical family NO\textsubscript{x}. When NO\textsubscript{x} is combined with VOCs and hydrogen oxides (HO\textsubscript{x}), a set of linked radical chain reactions is formed (R5.3 – R5.6). As part of these reactions, two molecules of NO are oxidized to NO\textsubscript{2}, leading to the net production of O\textsubscript{3} through reaction (R5.2):

\[
\begin{align*}
\text{NO} + \text{O}_3 & \rightarrow \text{NO}_2 + \text{O}_2 & \text{(R5.1)} \\
\text{NO}_2 + h\nu + \text{O}_2 & \rightarrow \text{O}_3 + \text{NO} & \text{(R5.2)} \\
\text{OH} + \text{R} + \text{O}_2 & \rightarrow \text{RO}_2 + \text{H}_2\text{O} & \text{(R5.3)} \\
\text{RO}_2 + \text{NO} & \rightarrow \text{RO} + \text{NO}_2 & \text{(R5.4a)}
\end{align*}
\]
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\begin{align*}
RO + O_2 & \longrightarrow R'CHO + HO_2 \quad (\text{R5.5}) \\
HO_2 + NO & \longrightarrow OH + NO_2 \quad (\text{R5.6})
\end{align*}

These reactions that propagate the catalytic cycle occur at the same time as reactions that remove NO\textsubscript{X} from the atmosphere, terminating the cycle.

\begin{align*}
OH + NO_2 + M & \longrightarrow HNO_3 + M \quad (\text{R5.7}) \\
RO_2 + NO + M & \longrightarrow RONO_2 + M \quad (\text{R5.4b})
\end{align*}

Direct HNO\textsubscript{3} production occurs through the association of OH with NO\textsubscript{2} (\text{R5.7}). RONO\textsubscript{2} compounds are produced as a minor channel of the RO\textsubscript{2}+NO reaction (\text{R5.4b}). Some fraction of the time \(\alpha\), these two radicals will associate to form an organic nitrate, with the balance producing O\textsubscript{3} via reaction (\text{R5.4a}). The branching ratio \(\alpha\) is determined by the nature of the R-group as well as the temperature and pressure. Longer carbon backbones and lower temperatures increase \(\alpha\), while lower pressures and oxygenated functional groups decrease it (Wennberg et al., 2018). Typical values of \(\alpha\) in the summertime continental boundary layer range from near 0 for small hydrocarbons and most oxygenated compounds to over 0.20 for large alkanes and alkenes (Perring et al., 2013).

The rate of total alkyl and multifunctional nitrate (\(\Sigma RONO_2\)) production can be calculated from the properties of individual VOCs measured in the atmosphere (5.1).

\[ P(\Sigma RONO_2) = [OH] \sum_i [R_i] \cdot k_{OH+R_i} \cdot Y_{RO_2i} \cdot f_{NO_i} \cdot \alpha_i \quad (5.1) \]

In (5.1), \(Y_{RO_2}\) represents the yield of RO\textsubscript{2} radicals from VOC oxidation (typically 1) and \(f_{NO_i}\) represents the fraction of those RO\textsubscript{2} radicals that react with NO instead of reacting with HO\textsubscript{2} or undergoing unimolecular isomerization (e.g., Teng et al., 2017). \(f_{NO_i}\) is equal to 1 under polluted or moderately polluted conditions, but decreases in low-NO\textsubscript{X} conditions.

If the contributions from individual VOCs are summed and averaged, the total production of RONO\textsubscript{2} can also be written in terms of the effective behavior of the VOC mixture (5.2), where VOCR is the sum of all measured VOC concentrations weighted by their reaction rate with OH.

\[ P(\Sigma RONO_2) = [OH] \cdot VOCR \cdot Y_{RO_2\text{eff}} \cdot f_{NO_{\text{eff}}} \cdot \alpha_{\text{eff}} \quad (5.2) \]

In a similar fashion, the production of HNO\textsubscript{3} can be calculated via (5.3), where NO\textsubscript{2}R is the NO\textsubscript{2} reactivity, or the concentration of NO\textsubscript{2} times \(k_{OH+NO_2}\). At 298 K and 1 atm, 10 ppb of NO\textsubscript{2} is equivalent to an NO\textsubscript{2}R of 2.3 s\textsuperscript{-1}.

\[ P(\text{HNO}_3) = [OH] \cdot [NO_2] \cdot k_{OH+NO_2} = [OH] \cdot NO_2R \quad (5.3) \]
Total NO\textsubscript{x} loss is the sum of the conversion to HNO\textsubscript{3} and conversion to RONO\textsubscript{2}. The fraction of NO\textsubscript{x} loss via \( \Sigma \)RONO\textsubscript{2} production can be expressed analytically as Eq. (5.4).

\[
\frac{P(\Sigma \text{RONO}_2)}{P(\Sigma \text{RONO}_2) + P(\text{HNO}_3)} = \left(1 + \frac{1}{\alpha_{\text{eff}} \cdot f_{\text{NO}_{\text{eff}}} \cdot Y_{\text{RO}_{2\text{eff}}} \times \frac{\text{NO}_2R}{\text{VOCR}}}\right)^{-1}
\] (5.4)

The relative production of \( \Sigma \)RONO\textsubscript{2} and HNO\textsubscript{3} is seen to be controlled by two factors, the first describing the chemistry of RO\textsubscript{2} radicals (\( \alpha_{\text{eff}}, f_{\text{NO}_{\text{eff}}}, Y_{\text{RO}_{2\text{eff}}} \)), and the second the ratio of NO\textsubscript{2}R to VOCR, which describes whether OH is more likely to react with a VOC or with NO\textsubscript{2}. Because Eq. (5.4) concerns fractional loss of NO\textsubscript{x}, the concentration of OH, which affects \( \Sigma \)RONO\textsubscript{2} and HNO\textsubscript{3} production equally, does not appear in the result.

We show below that in the summertime continental boundary layer, the terms describing RO\textsubscript{2} radical chemistry vary significantly less than the NO\textsubscript{2}R/VOCR ratio, allowing the relative importance of RONO\textsubscript{2} and HNO\textsubscript{3} chemistry to be roughly estimated from only a single variable.

### 5.3 Insights from 20 years of observations

Relative RONO\textsubscript{2} and HNO\textsubscript{3} production was calculated for 13 separate campaign deployments in the northern hemisphere over the past 20 years. Campaigns were selected that included measurements of \( \Sigma \)RONO\textsubscript{2}, NO\textsubscript{x}, HNO\textsubscript{3}, O\textsubscript{3}, HCHO, and a wide range of VOCs. Although they do not include measurements of \( \Sigma \)RONO\textsubscript{2}, ITCT2k2 and CALNEX-P3 were also included to provide a pair of measurements of VOCs and NO\textsubscript{x} in the same geographic location separated in time. A list of all campaigns used in this chapter is given in Table 5.1. Where available, measurements of OH and HO\textsubscript{2} were used to directly calculate RO\textsubscript{2} formation and loss; when these radicals were not available, OH, HO\textsubscript{2}, and RO\textsubscript{2} radical concentrations were calculated iteratively based on the rate of HO\textsubscript{x} radical production by O\textsubscript{3} and HCHO photolysis.

The fraction of total NO\textsubscript{x} loss occurring via RONO\textsubscript{2} chemistry from all 13 of these campaigns is shown in Fig. 5.1A for points within the continental summertime boundary layer. Despite spanning a large range of environments, all 13 campaigns are well described by a single function of the form \( (1 + b \cdot (\text{NO}_2R/\text{VOCR})^m)^{-1} \) (red line in Fig. 5.1). This roughly matches the expected form if the VOC mixture were constant between environments, and so all parameters other than the NO\textsubscript{2}R/VOCR ratio remained constant (gray line in Fig. 5.1). However, the binned data exhibits a sharper transition from HNO\textsubscript{3}-dominated to RONO\textsubscript{2}-dominated NO\textsubscript{x} loss, likely due to an increase in \( \alpha_{\text{eff}} \) as NO\textsubscript{2}R/VOCR decreases.

The calculated increase in fractional NO\textsubscript{x} loss via RONO\textsubscript{2} chemistry as NO\textsubscript{2}R/VOCR decreases is matched by an increase in the ratio of \( \Sigma \)RONO\textsubscript{2} to the sum of \( \Sigma \)RONO\textsubscript{2} and HNO\textsubscript{3} (Fig. 5.1B). However, the increase in fractional concentrations as NO\textsubscript{2}R/VOCR decreases is much less than the increase in fractional production. At low NO\textsubscript{2}R/VOCR ratios, the dominant RONO\textsubscript{2} species are typically short-lived and can undergo heterogeneous hydrolysis to produce HNO\textsubscript{3}, as described in Ch. 2. This indirect source of HNO\textsubscript{3} can be the
CHAPTER 5. THE ROLE OF ORGANIC NITRATES IN NO\textsubscript{X} REMOVAL

Table 5.1: Field campaigns used in this chapter.

<table>
<thead>
<tr>
<th>Campaign name</th>
<th>Format</th>
<th>Year</th>
<th>Base of Operations</th>
<th>Date</th>
</tr>
</thead>
<tbody>
<tr>
<td>ITCT2k2</td>
<td>Airborne</td>
<td>2002</td>
<td>Monterey, CA</td>
<td>22 Apr – 19 May</td>
</tr>
<tr>
<td>INTEX-NA</td>
<td>Airborne</td>
<td>2004</td>
<td>Palmdale, CA</td>
<td>2 Jul</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Mascoutah, IL</td>
<td>7 Jul – 14 Jul</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Portsmouth, NH</td>
<td>16 Jul – 10 Aug</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Mascoutah, IL</td>
<td>12 Aug</td>
</tr>
<tr>
<td>INTEX-B</td>
<td>Airborne</td>
<td>2006</td>
<td>Houston, TX</td>
<td>4 Mar – 19 Mar</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Honolulu, HI</td>
<td>23 Apr – 28 Apr</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Anchorage, AK</td>
<td>1 May – 12 May</td>
</tr>
<tr>
<td>ARCTAS-B</td>
<td>Airborne</td>
<td>2008</td>
<td>Palmdale, CA</td>
<td>18 Jun – 24 Jun</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Cold Lake, Alberta, CAN</td>
<td>29 Jun – 8 Jul</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Thule, Greenland</td>
<td>8 Jul – 10 Jul</td>
</tr>
<tr>
<td>BEARPEX 2009</td>
<td>Ground</td>
<td>2009</td>
<td>Georgetown, CA</td>
<td>15 Jun – 31 Jul</td>
</tr>
<tr>
<td>CALNEX-P3</td>
<td>Airborne</td>
<td>2010</td>
<td>Ontario, CA</td>
<td>1 May – 22 Jun</td>
</tr>
<tr>
<td>CALNEX-SJV</td>
<td>Ground</td>
<td>2010</td>
<td>Bakersfield, CA</td>
<td>15 May – 30 Jun</td>
</tr>
<tr>
<td>DC3</td>
<td>Airborne</td>
<td>2012</td>
<td>Salina, KS</td>
<td>13 May – 30 Jun</td>
</tr>
<tr>
<td>SOAS</td>
<td>Ground</td>
<td>2013</td>
<td>Centreville, AL</td>
<td>1 Jun – 15 Jul</td>
</tr>
<tr>
<td>SEAC4RS</td>
<td>Airborne</td>
<td>2013</td>
<td>Houston, TX</td>
<td>8 Aug – 23 Sep</td>
</tr>
<tr>
<td>FRAPPÉ</td>
<td>Airborne</td>
<td>2014</td>
<td>Broomfield, CO</td>
<td>16 Jul – 16 Aug</td>
</tr>
<tr>
<td>KORUS-AQ</td>
<td>Airborne</td>
<td>2016</td>
<td>Pyeongtaek, ROK</td>
<td>1 May – 14 Jun</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Palmdale, CA</td>
<td>17 Jun – 18 Jun</td>
</tr>
</tbody>
</table>

greatest source of HNO\textsubscript{3} in forested environments, and leads to the much weaker dependence of fractional concentration on NO\textsubscript{2}R/VOCR than fractional NO\textsubscript{x} loss.

The conclusion that variation in RO\textsubscript{2} parameters is small compared to the variation in the NO\textsubscript{2}R/VOCR ratio does not hold outside of the summertime continental boundary layer. In the remote marine boundary layer or in the upper troposphere, $\alpha_{\text{eff}}$ is extremely low, as the dominant VOCs produce alkyl nitrates at yields of 0.01 or less (Mao et al., 2009; Perring et al., 2013). Under these conditions, HNO\textsubscript{3} production dominates NO\textsubscript{x} loss even when NO\textsubscript{2}R/VOCR is less than 0.03. Similarly, while $f_{\text{NO}_{\text{eff}}}$ can drop to near zero in remote marine environments, the combined observations over land show that background concentrations of NO\textsubscript{x} are sufficient to keep $f_{\text{NO}_{\text{eff}}}$ above 0.20 over 95% of the time. By restricting our analysis to the summertime continental boundary layer, extremely low values of both $\alpha_{\text{eff}}$ and $f_{\text{NO}_{\text{eff}}}$ are avoided, and the relative production of RONO\textsubscript{2} and HNO\textsubscript{3} can be estimated from the NO\textsubscript{2}R/VOCR ratio.
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Figure 5.1: Comparison of the relative production rates of ΣRONO\textsubscript{2} and HNO\textsubscript{3} as a function of NO\textsubscript{2}R/VOCR. Used data points are restricted to the continental summertime boundary layer (i.e., over land, less than 1.5 km above ground level, and average temperature > 10 °C). Panel A shows the fraction of NO\textsubscript{x} loss attributable to RONO\textsubscript{2} chemistry, as well as a least-squares fit to the data and the expected behavior if α\textsubscript{eff}, f\textsubscript{NO\textsubscript{eff}}, Y\textsubscript{RO\textsubscript{2}eff} were constant. Panel B shows the ratio of ΣRONO\textsubscript{2} to the sum of HNO\textsubscript{3} and ΣRONO\textsubscript{2}.

5.4 Trends over time

The simple dependence shown in Fig. 5.1A suggests that Eq. (5.4) could be used to understand trends in NO\textsubscript{x} chemistry over time. Doing so requires replacing the observed variation across space for variation across time, which is not necessarily equivalent. However, two direct comparisons of fractional NO\textsubscript{x} loss in the same environment but at different times are found to fall along the same curve as the variation between campaigns in different locations (Fig. 5.1). The first case, INTEX-NA and SEAC4RS, sampled the southeast United
States (SEUS) in 2004 and 2013; the second case, ITCT2k2 and CALNEX-P3, sampled the South Coast Air Basin (SoCAB) around Los Angeles, CA in 2002 and 2010. Averages from these pairs of campaigns are shown in Fig. 5.1A and all four points fall along the same overall curve. For INTEX-NA and SEAC4RS, the shift in chemistry towards the RONO$_2$-dominated regime is accompanied by a dramatic shift in the ratio of ΣRONO$_2$ and HNO$_3$ concentrations, where ΣRONO$_2$ concentrations were only 1/4 of HNO$_3$ in 2004 but were nearly equal in 2013. ΣRONO$_2$ measurements are not available for ITCT2k2 or CALNEX-P3, preventing a similar comparison from being made for those campaigns.

Together, these cases indicate that the trend from Fig. 5.1A can be used to predict changes in fractional loss if the trend in NO$_2$R/VOCR is known. Over the past decade, satellite measurements of NO$_2$ show a significant decrease in national NO$_2$ concentrations, reporting an average decrease of 4.5–7 % per year between 2005 and 2011 (Russell et al., 2012). No comparable satellite observations of VOCs exist, but studies in multiple locations have reported a decrease in primary anthropogenic VOC concentrations of 5.5–7.5 % per year over 2000–2010 (Geddes et al., 2009; Warneke et al., 2012; Pollack et al., 2013; Pusede et al., 2014). In contrast, biogenic VOC concentrations have been either constant or increasing over that same time period (Geddes et al., 2009; Hidy et al., 2014). Oxygenated VOCs show no major trend with time, although there are few long-term measurements of these species (Geddes et al., 2009; Pusede et al., 2014).

![Figure 5.2: Predicted trends in fractional NO$_x$ loss over time.](image)

These varied trends in NO$_x$, anthropogenic VOCs, and biogenic VOCs indicate that NO$_2$R/VOCR has not changed uniformly over the past decade. Past NO$_2$R/VOCR ratios were calculated by assuming a 6.5 % yr$^{-1}$ decrease in anthropogenic VOC concentrations, a 5.5 % yr$^{-1}$ decrease in NO$_x$ concentrations, and a 1.5 % yr$^{-1}$ increase in biogenic VOC
concentrations over the past 15 years. We also extrapolate these same trends to estimate NO\textsubscript{2}R/VOCR 15 years in the future. The calculated NO\textsubscript{2}R/VOCR ratios are combined with the relationship from Fig. 5.1A to estimate fractional NO\textsubscript{x} loss at different times (Fig. 5.2).

While this chapter is focused on the variables that control NO\textsubscript{x} oxidation, these changes in emissions will also have significant impacts on VOC oxidation and aerosol formation more broadly. For example, lower concentrations of NO\textsubscript{x} will affect the yield of secondary organic aerosol (Xu et al., 2015a) and will increase the yield of peroxides and epoxides from isoprene oxidation (Teng et al., 2017).

Based on these trends, RONO\textsubscript{2} chemistry is seen to have become a larger portion of total NO\textsubscript{x} loss over the past 15 years, although the change has not been evenly distributed. The similar trends in NO\textsubscript{x} and anthropogenic VOCs cause there to have been little to no change in the regions with the highest NO\textsubscript{2}R/VOCR ratios (typically large cities). The largest changes are projected to occur in regions with moderate NO\textsubscript{2}R/VOCR ratios. In these regions, biogenic VOCs generally account for a greater fraction of the VOCR, leading to significant decreases in NO\textsubscript{2}R/VOCR over the past 15 years. In addition, the response of fractional loss to changes in the NO\textsubscript{2}R/VOCR ratio is magnified in areas where both RONO\textsubscript{2} and HNO\textsubscript{3} chemistry contribute to NO\textsubscript{x} loss. In this transitional regime, if recent trends continue, the fraction of NO\textsubscript{x} loss occurring via RONO\textsubscript{2} chemistry could double in the next 15 years. Many regions of the United States are therefore likely to transition from a regime where HNO\textsubscript{3} dominates NO\textsubscript{x} loss to a mixed or RONO\textsubscript{2}-dominated regime.

5.5 Impacts of the transition from the HNO\textsubscript{3} to the RONO\textsubscript{2} regime

The growing importance of RONO\textsubscript{2} chemistry to NO\textsubscript{x} loss has several implications for air quality. Most directly, it means that understanding NO\textsubscript{x} chemistry in all but the most polluted megacities requires including the effects of RONO\textsubscript{2} chemistry. More theoretically, the transition from HNO\textsubscript{3}- to RONO\textsubscript{2}-dominated NO\textsubscript{x} loss affects how atmospheric chemistry will respond to changes in emissions of NO\textsubscript{x} and VOCs. Because RONO\textsubscript{2} are produced in the same set of reactions that produce O\textsubscript{3}, the fractional loss of NO\textsubscript{x} via \Sigma RONO\textsubscript{2} chemistry is directly proportional to the ozone production efficiency (OPE), the ratio of ozone production to NO\textsubscript{x} loss (5.5).

\[
OPE = \frac{PO_3}{\Sigma NO_x} = \frac{2 \cdot VOCR \cdot Y_{RO2eff} \cdot f_{NOeff} \cdot (1 - \alpha_{eff})}{NO_2R + VOCR \cdot Y_{RO2eff} \cdot f_{NOeff} \cdot \alpha_{eff}} \propto \frac{P(\Sigma RONO_2)}{P(\Sigma RONO_2) + P(HNO_3)} (5.5)
\]

Fundamentally, OPE represents the total amount of ozone produced for each molecule of NO\textsubscript{x} emitted (Trainer et al., 1993; Kleinman et al., 1994). When considering ozone pollution on regional scales, OPE is a more comprehensive metric than PO\textsubscript{3} because it accounts for ozone production both locally and further afield.

Figure 5.3 uses the analytical framework based on a simplified chemical mechanism from Ch. 4 to investigate how ozone and NO\textsubscript{x} chemistry changes as a function of NO\textsubscript{2}R/VOCR.
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Figure 5.3: Theoretical picture of NO\textsubscript{x} and O\textsubscript{3} chemistry, calculated using variable NO\textsubscript{x} concentrations and fixed VO\textsubscript{CR}, PHO\textsubscript{x}, and $\alpha_{\text{eff}}$. Panel A shows how PO\textsubscript{3} and OPE change as NO\textsubscript{x} changes; Panel B shows how the fractional NO\textsubscript{x} loss changes as NO\textsubscript{2}R/VO\textsubscript{CR} decreases; Panel C shows that changes to NO\textsubscript{x} and VO\textsubscript{CR} have their greatest effect on OPE not when PO\textsubscript{3} is at a maximum, but at the crossover point between the RONO\textsubscript{2}-dominated and HNO\textsubscript{3}-dominated regimes.

As the NO\textsubscript{2}R/VO\textsubscript{CR} ratio decreases, OPE increases, reaching an inflection point exactly at the crossover point between the HNO\textsubscript{3}-dominated and RONO\textsubscript{2}-dominated regimes (Fig \ref{fig:5.3}A–B). For the polluted areas in the country, where HNO\textsubscript{3} is the dominant NO\textsubscript{x} loss pathway, this means that, for example, interventions to improve air quality by reducing NO\textsubscript{x} emissions will be fighting uphill, because every incremental decrease in NO\textsubscript{x} emissions will be associated with a growing incremental increase in OPE (Fig. 5.3C).

As RONO\textsubscript{2} chemistry becomes a more important part of the NO\textsubscript{x} budget, changes to $\alpha_{\text{eff}}$ have an increasing effect on OPE (Fig. \ref{fig:5.3}C). Policy interventions that reduce VO\textsubscript{CR} but preferentially target high-$\alpha$ compounds (e.g., long-chain alkanes) could inadvertently increase ozone production or ozone production efficiency (\textcite{Farmer2011, Perring2013}).

In addition to the large effects on aerosol yield that changes to NO\textsubscript{x} and VOC emissions have directly (e.g., \textcite{Pusede2016, Zhang2018}), changing emissions also affect
Figure 5.4: WRF-Chem simulation of RONO$_2$ chemistry over the southeast United States for summer 2013 as described in Zare et al. (2018). Panel A shows the overall lifetime of $\Sigma$RONO$_2$, defined as the concentration of $\Sigma$RONO$_2$ divided by the $\Sigma$RONO$_2$ loss rate. Panel B shows the average NO$_x$ recycling efficiency, defined as the local rate of NO$_x$ production from $\Sigma$RONO$_2$ oxidation divided by the rate of $\Sigma$RONO$_2$ production.

aerosols by changing the fate of NO$_x$. While both HNO$_3$ and RONO$_2$ can form aerosols (Stelson and Seinfeld, 1982; Pye et al., 2015), the properties of the resulting aerosols are likely to differ. Because HNO$_3$ is a strong acid, a shift towards RONO$_2$ chemistry is likely
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to increase aerosol pH. In addition, an increase in the role of RONO$_2$ chemistry is likely to cause more of the nitrate aerosol to be organic rather than inorganic. This in turn has the potential to affect the viscosity and morphology of aerosols.

Further effects of changing NO$_x$ chemistry arise from the distinct fates of ΣRONO$_2$ and HNO$_3$. Many RONO$_2$, especially those derived from isoprene, are remarkably reactive in the troposphere, with lifetimes of a few hours or less. A fraction of this RONO$_2$ loss returns NO$_x$ to the atmosphere, allowing RONO$_2$ production to effectively transport NO$_x$ downwind (Romer et al., 2016; Xiong et al., 2016). In contrast, HNO$_3$ is effectively chemically inert in the troposphere, with a chemical lifetime of 50 hours or more.

As a result of the differing chemical fates and lifetimes, transitioning from a HNO$_3$-dominated regime to a mixed or RONO$_2$-dominated regime has implications for the distribution of NO$_x$ on regional to continental scales. If a greater fraction of NO$_x$ in polluted or moderately polluted regions is converted into RONO$_2$ rather than HNO$_3$, then more of the NO$_x$ may be re-released downwind, where it can participate in radical chemistry and ozone production. Simulations of RONO$_2$ chemistry using WRF-Chem and the RACM2_Berkeley2 mechanism (Zare et al., 2018) were used to investigate the ΣRONO$_2$ lifetime and NO$_x$ recycling efficiency of ΣRONO$_2$ across the southeast United States in summer 2013 (Fig. 5.4). Across much of the region, ΣRONO$_2$ is calculated to have a lifetime of roughly 4 hours, and release of NO$_x$ from ΣRONO$_2$ oxidation was between 40 and 75% of the instantaneous ΣRONO$_2$ production rate. Combined, these findings demonstrate a significant role for RONO$_2$ chemistry in the transport of NO$_x$ between regions. The effects of organic nitrate chemistry on the distribution of NO$_x$ is likely to vary greatly across the United States and should be studied in further detail.

Enhanced NO$_x$ transport between source and receptor regions is one aspect of a combined trend that is transforming the spatial distribution of NO$_x$. Over the past decade, NO$_x$ emissions reductions have been concentrated in the most polluted environments. In these areas, motor vehicles and power plants, the largest targets of emission control strategies, account for almost all of the NO$_x$ emissions. In less polluted regions, less controllable sources of NO$_x$, including soil microbes (both in agricultural and non-agricultural regions), off-road vehicles, fires, and lightning, play a greater role in the NO$_x$ budget, reducing the effectiveness of combustion-related NO$_x$ emissions controls. In addition, hemispheric background concentrations of NO$_x$ and O$_3$ have risen slightly over the past two decades (e.g., Cooper et al., 2012). The combination of all three of these trends suggests that the distribution of NO$_x$ across the United States is getting flatter over time. This trend matches satellite observations of NO$_2$ over the continental United States. Fig. 5.5 shows the cumulative frequency distribution of summertime tropospheric NO$_2$ columns from 2005–2007 and 2015–2017 using the Berkeley High-Resolution (BEHR, Russell et al., 2011) v3.0A retrieval of data from the Ozone Monitoring Instrument (OMI), using simulated monthly a priori profiles. Over this time, the highest percentiles NO$_2$ concentrations have decreased and the lowest percentiles increased, leading to a significantly narrower distribution of NO$_2$ concentrations.

In summary, over the past 15 years, decreases in anthropogenic NO$_x$ and VOC emissions have led to a significant shift in the mechanisms of NO$_x$ loss. Many places where HNO$_3$
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Figure 5.5: Cumulative frequency distribution of OMI tropospheric NO\textsubscript{2} columns over the continental United States using the BEHR retrieval for summer (Apr–Sep) in 2005–2007 and 2015–2017.

production dominated NO\textsubscript{x} loss are now mixed or have switched to a situation where the majority of NO\textsubscript{x} loss occurs through RONO\textsubscript{2} chemistry. If past trends continue, RONO\textsubscript{2} chemistry will grow to become an even more important fraction of NO\textsubscript{x} chemistry in coming decades. As a result of this combination of changing NO\textsubscript{x} chemistry, decreasing NO\textsubscript{x} emissions, and increasing background concentrations, air pollution in the United States may transform from a highly local issue to a more extended regional one. Efforts to control air pollution focused only on local sources are less likely to be effective; future improvements in air quality and attaining the most recent National Ambient Air Quality Standards is likely to require coordinated efforts on regional scales to broadly reduce NO\textsubscript{x} emissions.
Chapter 6

Conclusion

6.1 Summary

Over the past 30 years, the success of air quality regulations in the United States has led to dramatic increases in public health and significant changes in atmospheric chemistry. Continued improvements in air quality will require greater understanding of the chemical production and loss of NO\textsubscript{x} and how they are affected by anthropogenic emissions and temperature. In this dissertation, I combined short-term field campaigns and long-term monitoring to describe new constraints on the fate of different NO\textsubscript{x} oxidation products and analyze how the chemical removal of NO\textsubscript{x} has changed over the past 15 years. I have described new frameworks for thinking about the lifetime of NO\textsubscript{x} to aid in understanding the effects that changes in anthropogenic emissions and temperature have on the chemical removal of NO\textsubscript{x}.

The results in this dissertation add to the growing body of literature arguing that NO\textsubscript{x} chemistry in rural and remote regions is significantly more active than often assumed. In the southeast United States, the rate of $\Sigma$RONO\textsubscript{2} formation peaks at over 100 ppt h\textsuperscript{-1}. To sustain the observed concentrations of NO\textsubscript{x} and explain the nighttime buildup of NO\textsubscript{2}, both significant local emission of NO\textsubscript{x} and recycling of NO\textsubscript{x} from $\Sigma$RONO\textsubscript{2} oxidation are necessary. Over the Yellow Sea, we find the possibility for moderate enhancements in aerosol nitrate photolysis over that of gas-phase HNO\textsubscript{3}, suggesting cycling between NO\textsubscript{x} and HNO\textsubscript{3} may be more rapid than currently represented in models, although less rapid than others have recently argued. The result is active, bi-directional cycling of NO\textsubscript{x}, affecting the transport of NO\textsubscript{x} and the response of O\textsubscript{3} production to temperature on regional scales.

One additional consequence of this rapid chemistry is that efforts to improve air quality in the United States should include efforts to reduce regional background NO\textsubscript{x} and O\textsubscript{3} concentrations. Even in areas that are not in violation of the NAAQS, improvements in air quality are likely to lead to significant improvements in human and ecosystem health [Ito et al., 2005; Booker et al., 2009; Correia et al., 2013]. From a regulatory standpoint, broad improvements in air quality would aid attainment in more polluted regions, as urban air...
problems typically exist as a local enhancement on top of a regional background (e.g., Berlin et al. 2013).

Finally, the dramatic changes in atmospheric chemistry emphasize the need for high-quality measurements over long periods of time. At this point, there exists over 25 years of measurements from intensive field campaigns, although the data for some early campaigns are not easily available. Decisions for future campaign deployments must weigh the benefits of sampling a previously unexplored location or examining changes in a region over time. To complement the results from field campaigns, long-term monitoring measurements focused not only on regulatory compliance but on scientific inquiry can provide unique constraints on the changing chemistry over time. The SEARCH network, which operated for 25 years in the southeast United States (Hansen et al. 2003), was an excellent example of such a network, making it possible to examine the long-term trends in PO$_3$ with temperature described in Ch. 4. The NCORE network, started in 2011, may one day provide a similar high-quality, long-term record (Scheffe et al., 2009).

6.2 Future work

The work presented in this dissertation is one part of ongoing research, aimed at broadly understanding NO$_x$ chemistry in a wide range of environments, and raises several additional questions for future inquiry. I list some of these questions below:

1. How much of atmospheric NO$_x$ is currently biogenic in origin? As direct anthropogenic NO$_x$ emissions have declined, soil microbial emissions are becoming increasingly important to the NO$_x$ budget. In Ch. 4 I showed signatures of significant biogenic NO$_x$ sources at the SOAS site, suggesting that they could explain up to 50% of the total NO$_x$ at this location. However, due to significant variability in measurements of soil NO$_x$ emissions at different locations, this result cannot be extrapolated to the broader southeast United States. Trends in biogenic NO$_x$ emissions over time also remain a significant unknown. Deposition of nitrogen to soils is thought to increase microbial NO$_x$ emissions (Pilegaard et al., 2006), thus it is plausible that soil NO$_x$ emissions have decreased over the past decades in conjunction with decreases in anthropogenic NO$_x$ emissions. However, I know of no long-term measurements of soil NO$_x$ fluxes in the United States available to test this hypothesis.

2. On what timescale does NO$_x$ return to the atmosphere after deposition? I have assumed that deposition of any NO$_y$ species could be treated as permanent removal of NO$_x$ from the atmosphere, but some previous studies have raised the possibility for relatively rapid return of NO$_x$ to the atmosphere after deposition. Zhou et al. (2011) suggested that HNO$_3$ on surfaces could be rapidly photolyzed to produce HONO, and measurements in a ponderosa pine forest found surprisingly large upward fluxes of peroxy nitrates and HNO$_3$, raising the possibility of rapid NO$_x$ chemistry on or within tree leaves (Farmer and Cohen 2008; Min et al. 2012).
3. What parameters control the rate of RONO$_2$ hydrolysis? While the results of Ch. 2 combined with recent laboratory studies, have convincingly shown that a large fraction of ΣRONO$_2$ is lost by hydrolysis, little is known about the precise mechanisms of this reaction. Recent modeling studies have either applied a fixed lifetime against hydrolysis or a reactive uptake parameter to irreversibly convert RONO$_2$ into aerosols (Fisher et al., 2016; Zare et al., 2018), neither of which reflects the likely complexity of the process. Studies of isoprene epoxydiols and N$_2$O$_5$ have all found steep dependencies of their hydrolysis rates on aerosol properties such as pH and water content (Gaston et al., 2014; McDuffie et al., 2018), suggesting that the rate of RONO$_2$ hydrolysis is likely to vary significantly between environments. Isomer-specific RONO$_2$ measurements could help untangle these dependencies and lead to better understanding of the fate and lifetime of RONO$_2$ in different environments.
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