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Abstract

Resource Allocation and Scheduling in Heterogeneous Cloud Environments

by

Gunho Lee

Doctor of Philosophy in Computer Science

University of California, Berkeley

Professor Randy H. Katz, Chair

Recently, there has been a dramatic increase in the popularity of cloud computing systems that rent computing resources on-demand, bill on a pay-as-you-go basis, and multiplex many users on the same physical infrastructure. These cloud computing environments provide an illusion of infinite computing resources to cloud users so that they can increase or decrease their resource consumption rate according to the demands.

At the same time, the cloud environment poses a number of challenges. Two players in cloud computing environments, cloud providers and cloud users, pursue different goals; providers want to maximize revenue by achieving high resource utilization, while users want to minimize expenses while meeting their performance requirements. However, it is difficult to allocate resources in a mutually optimal way due to the lack of information sharing between them. Moreover, ever-increasing heterogeneity and variability of the environment poses even harder challenges for both parties.

In this thesis, we address “the cloud resource management problem”, which is to allocate and schedule computing resources in a way that providers achieve high resource utilization and users meet their applications’ performance requirements with minimum expenditure.

We approach the problem from various aspects, using MapReduce as our target application. From provider’s perspective, we propose a topology-aware resource placement solution to overcome the lack of information sharing between providers and users. From user’s point of view, we present a resource allocation scheme to maintain a pool of leased resources in a cost-effective way and a progress share-based job scheduling algorithm that achieves high performance and fairness simultaneously in a heterogeneous cloud environment. To deal with variability in resource capacity and application performance in the Cloud, we develop a method to predict the job
completion time distribution that is applicable to making sophisticated trade-off decisions in resource allocation and scheduling. Our evaluation shows that these methods can improve efficiency and effectiveness of cloud computing systems.
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Chapter 1

Introduction

1.1 Motivation

Recently, there has been a dramatic increase in the popularity of cloud computing systems (e.g., Amazon’s EC2 [4] and Rackspace Cloud [74]) that rent computing resources on-demand, bill on a pay-as-you-go basis, and multiplex many users on the same physical infrastructure. These cloud computing environments provide an illusion of infinite computing resources to cloud users so that they can increase or decrease their resource consumption rate according to the demands.

In cloud computing environments, there are two players: cloud providers and cloud users. On one hand, providers hold massive computing resources in their large datacenters and rent resources out to users on a per-usage basis. On the other hand, there are users who have applications with fluctuating loads and lease resources from providers to run their applications. In most cases, the interaction between providers and users occur as shown in Figure 1.1. First, a user sends a request for resources to a provider. When the provider receives the request, it looks for resources to satisfy the request and assigns the resources to the requesting user, typically as a form of virtual machines (VMs). Then the user uses the assigned resources to run applications and pays for the resources that are used. When the user is done with the resources, they are returned to the provider.

One interesting aspect of the cloud computing environment is that these players are often different parties with their own interests. Typically, the goal of providers is to generate as much revenue as possible with minimum investment. To that end, they might want to squeeze their computing resources; for example, by hosting as many VMs as possible on each machine. In other words, providers want to maximize resource utilization. However, placing too many VMs on a single machine will cause VMs to interfere with each other and result in degraded and/or unpredictable per-
formance which, in turn, frustrates the users. Thus, the providers may evict existing VMs or reject resource requests to maintain service quality, but it could make the environment even more unpredictable. On the other hand, users want their jobs done at minimal expense or, in other words, they seek to maximize their cost performance. This involves having proper resources that suit the workload characteristics of users’ applications and utilize resources effectively. They also have to take unpredictable resources into account when they request resources and schedule applications.

However, these two parties do not want to share information with each other, which makes optimal resource allocation more difficult. For example, providers do not want to expose how many and what kind of machines they have and how they are connected because such information is critical to their business. Similarly, users will not reveal the details of their workload, including source codes and data sets to others, including providers. Therefore, users cannot articulate their resource requests so that the assigned resources are optimal for the applications, because they do not know exactly what is available. Likewise, providers cannot allocate resources in a manner most suitable to users’ applications, since there is no information about their workload patterns. It is also difficult for providers to multiplex their resources effectively by assigning resources to applications with complementary resource usage pattern to
minimize interference (e.g., hosting a CPU-intensive workload and an I/O-intensive workload on a machine, rather than two I/O-intensive workloads).

In addition, datacenters (and the resource pool of cloud providers) will be increasingly heterogeneous and consist of various generations of equipment as the technology advances. It is likely that we will see more heterogeneity as the cloud services continue to expand and newer technology continues to emerge. For example, processors with more cores and greater cache memory are continuously being introduced to the market. In addition, energy-efficient processors, such as Atom [3] or ARM [2], which have significantly different characteristics from traditional server processors, begin to see their places in datacenters [22]. Moreover, new technologies are coming to other subsystems as well; solid state drive (SSD) [16], phase change random access memory (PCRAM) [14], and Memristor [9] to memory and storage subsystems; newer network architecture, such as B-Cube [47] and D-Cell [46]; and various accelerators, including GPUs. Cloud providers will need to adopt these new technologies to keep their services up-to-date, but it increases the degree of heterogeneity. Thus, it is necessary to exploit the ever-increasing heterogeneity for both providers and users to achieve their goals: maximizing resource utilization and cost-performance.

Moreover, because multiple users share heterogeneous computing resources without much visibility to each other or to the infrastructure, the cloud environment is highly unpredictable. Even though many cloud providers such as Amazon try to isolate different users’ activity to provide a certain level of performance guarantee, there is still a high chance of interfering each other due to resource sharing and contention. Sometimes, cloud providers even voluntarily offer more unpredictable resource containers at a lower cost. For example, Amazon’s EC2 offers spot instances for which users make a bid that is much lower than the price of regular instances. If the load to EC2 surges and the price of spot instances spikes higher than the bid, these instances can be evicted anytime. Another example is Micro instances, in which increased CPU capacity is provided in short bursts when additional cycles are available, but there is no guarantee. Even in regular instances, Amazon’s EC2 offers different platforms and varying levels of performance within the same instance type [23]. All of these factors add up to the unpredictability of the resource capacity and the application performance.

Thus, we must take these properties of the cloud environment into account to make cloud services and cloud-oriented applications efficient. By efficient, we mean appropriate resources are allocated at a right time to a right application, so that applications can utilize the resources effectively. In other words, we want to minimize the amount of resources for an application to maintain a desirable level of service quality, or maximize throughput (or minimize job completion time) of an application.
1.2 Challenges in the Cloud

However, we argue that many cloud services and cloud-oriented applications are not efficient enough for the following reasons: 1) lack of information sharing, 2) assumption of homogeneous environments and 3) unpredictability of the environments.

1.2.1 Information Sharing

Because providers and users are often different parties that have their own interests, they usually do not share workload characteristics and detailed resource states.

Typically, providers offer a few types of resource containers with vague rather than precise specifications. For example, Amazon’s EC2 uses EC2 Computing Unit (ECU) to describe the CPU capacity of a instance type. One ECU is defined as the equivalent CPU capacity of 1.0-1.2 GHz 2007 Opteron or 2007 Xeon processor, but it does not provide a strict performance guarantee. The specification of network I/O performance is even more ambiguous; it is only specified as being low, medium, high, and very high, without any numerical metric.

Likewise, the network topology and hierarchy of the machines is not disclosed. Even though Amazon allows users to choose the physical location of VMs by specifying Regions (i.e., geographical location) and Availability Zones (i.e., one Availability Zone is separated from other Availability Zones in the same Region), users are not informed of the location and the connectivity of their VMs in a datacenter.

As a result, users are only able to make resource requests that are based on guesses, which often go wrong. For example, the amount of resources required to run a certain application may be different depending on the micro-architecture of processors. Specifically, Opteron adopts high-speed interprocessor interconnects and built-in memory controller, while Xeon uses shared memory bus with off-chip processor-memory interconnect [45]. This incurs a significant difference in memory latency and bandwidth between machines that are equipped with processors of different micro-architectures, even if their CPU capacities are rated the same. If the application is optimized for one micro-architecture, it may require many more machines with the other micro-architecture to match the desirable performance. But such a detailed information is usually not made available to users before they actually receive resources.

Similarly, users do not provide the information of their applications and workload that are executed in the VMs. Thus, providers place VMs in an arbitrary fashion, which leads to ineffective resource utilization and degraded performance. For example, if the application involves massive inter-machine communication, it is better to
allocate machines in the same rack to the application in order to reduce costly inter-rack communication. On the other hand, if the application delivers contents over the Internet, scattering the allocated resources over many racks will be desirable in order to avoid bottleneck. However, providers are not informed about such details to make better resource allocation decisions.

1.2.2 Heterogeneous Environment

Many cloud applications largely assume a homogeneous environment. For example, Hadoop [6] assumes that all nodes participating in the cluster have the same processing power. Hadoop is an open source implementation of MapReduce, a framework for big data analysis that runs on a cluster of nodes. A Hadoop job is consists of a number of tasks that run on nodes concurrently. When Hadoop schedules a task of a job, it assumes that it takes about the same time to process a task regardless of where it runs. It considers network connectivity by giving preference to tasks that access local data over these access remote data, but does not consider the difference of computing capability of nodes. However, in a heterogeneous environment, some tasks run faster on a particular node than others. For example, if a task is able to exploit accelerators such as GPUs, it will be much faster to run on nodes equipped with GPUs than on regular nodes without such accelerators. To take a full advantage of available hardware, cloud-oriented applications must be heterogeneous-aware.

In addition, it is not straight forward to guarantee fairness among multiple jobs in heterogeneous environments. As described in the previous example, the value of a particular node depends on the job of which task is assigned to the node. Hence, simply adding up the number of nodes or relative speed (e.g., clock speed) that are used by a job does not account for the job’s share. For example, a node with GPUs will have a significantly greater value to the jobs that can utilize it than other kinds of nodes while it is as good as any other nodes if a job is not capable of using GPU. Thus, such differences in the value of nodes depend on the job. we call this job affinity. It must be considered when we want a job scheduler to ensure that each job receives its fair share of processing resources.

It is worth noting that some schedulers consider the memory capacity of nodes. For example, the Capacity scheduler [7] of Hadoop does not schedule a task that requires large memory on a node that has less memory than required. The LATE algorithm [98] also improved the existing scheduler by correctly identifying the stragglers in heterogeneous environments. However, they are more focused on preventing failure due to heterogeneity, rather than exploiting it.
1.2.3 Unpredictability

As described in Section 1.1, the cloud environment is highly variable and unpredictable. To increase resource utilization, providers try to oversubscribe as many users to a shared infrastructure. This results in resource contention and interference. Other factors that contribute to unpredictability of the environment include heterogeneity within the same instance type and administrative action (e.g., eviction) to maintain the service level. These make it extremely difficult to predict the performance variability and track down its causes.

The problem is that performance prediction plays an essential role in resource allocation and job scheduling. For example, if a user has a job that needs to be finished within a certain deadline, an adequate amount of computing resources must be allocated. To determine whether or not a certain amount of resources are “adequate”, the user needs to predict the completion time of the job with the resources. However, given the variability of the environment, the prediction would be hardly accurate. Hence, we want to estimate not only the completion time, but also the confidence level of the prediction. In other words, we want to quantize the chance of finishing the job within a certain time frame, for example.

1.3 Problem Statement and Contribution

In the Cloud, computing resources need to be allocated and scheduled in a way that providers achieve high resource utilization and users meet their applications’ performance requirements with minimum expenditure. We shall call this “the cloud resource management problem”.

However, as described in the previous section, there are challenges that make it difficult to solve the problem effectively. This thesis addresses the challenges in the Cloud caused by lack of information sharing, assumption of homogeneous environments, and unpredictability of the environments.

In addressing these challenges, we use MapReduce as our target application. Arguably, MapReduce is one of the most important classes of applications that currently run in the Cloud. In addition, its structure is relatively well defined, which enables us to build an execution model and perform a simulation. Details of MapReduce is described in Section 2.1.2.

Thus, the problem is narrowed down to making MapReduce efficient in dynamic and heterogeneous cloud environments. Depending on the context, either the job completion time or the cost to lease the resources is used to measure the efficiency.
To tackle the problem, we divide the problem into a few elements by looking at it from various aspects.

### 1.3.1 Elements of Our Problem

Figure 1.2 depicts the elements of our work. In a cloud environment, computing resources are allocated when a user (or a user application) makes a request. The type and amount of resources to allocate are determined according to the user request and availability of the resource, and the user application (or its processes) is placed somewhere in the provider’s datacenter. Once the resources are allocated, a scheduler of the user application is responsible for assigning its sub-tasks to particular resources. In making these decisions, performance prediction plays an important, cross-cutting role. We describe each of these separate problems in the following subsections.
1.3.1.1 Resource Allocation

Resource allocation involves deciding what, how many, where, and when to make the resource available to the user. Typically, users decide the type and amount of the resource containers to request, then providers place the requested resource containers onto nodes in their datacenters. To run the application efficiently, the type of resource container need to be well matched to the workload characteristics, and the amount should be sufficient to meet the constraints (e.g., job completion time deadline). In an elastic environment like the Cloud where users can request or return resources dynamically, it is also important to consider when to make such adjustments. Related works in resource allocation are listed in Section 2.2.1.

1.3.1.2 Job Scheduling

Once the resource containers are given to the user, the application makes a scheduling decision. In many cases, the application consists of multiple jobs to which the allocated resources are given. For example, an MapReduce cluster in the cloud may run many jobs concurrently. The job scheduler is responsible for assigning preferred resources to a particular job so that the overall computing resources are utilized effectively. The application also has to make sure each job is given adequate amount of resources, or its fair share. Such a scheduling decision becomes more complex if the environment is heterogeneous. Among a large amount of researches on job scheduling, some closely related works in heterogeneous environments and for data-intensive frameworks like MapReduce are surveyed in Section 2.2.2.

1.3.1.3 Performance Prediction

In making a resource allocation decision, performance prediction plays an important role. We use performance prediction to estimate the completion time of a job with given resources, and to determine whether the job will be finished by the deadline with the given amount of resources. If it is not likely to meet the deadline, the user may want to request more resources. It is also used to estimate the outcome of a particular placement instance. By comparing the predicted completion time of various placement instances, the provider can pick the best placement. If the prediction is not accurate, we will end up either violating the deadline or having redundant resources. Variability in the computing environment makes it harder to predict performance accurately. Various methods to predict the execution time are summarized in Section 2.2.3.
1.3.2 Our Contributions

We attempt to solve the cloud resource management problem from various aspects. First, we look at the resource placement problem from the providers’ perspective. Secondly, from the users’ viewpoint, we address resource allocation and job scheduling issues. Lastly, we tackle performance prediction; that is, the basis of decision-making for both providers and users.

Thus, our contribution is three-fold. The first contribution of this work is a resource placement framework that is application- and resource-aware. We will show that providers can allocate resources more effectively by having users specify a few parameters of their workload without exposing greater detail. The experiment results show that our topology-aware resource allocation scheme can reduce completion time by up to 59% when compared to simple allocation policies.

The second contribution is a heterogeneity-aware resource allocation and job scheduling scheme for MapReduce workloads. We propose an overhauled scheduler that considers heterogeneity while keeping the simplicity of the current scheduler. In case studies, our scheme could cut the cost to maintain the cluster about 28%, and improved the performance of a job that can utilize GPU by 30% without penalizing other jobs.

The third contribution is a method with which to predict the performance of a job in a form of completion time distribution rather than a single point value. In addition, we describe how such a prediction method can be applied to determine the amount of resources to be allocated in unpredictable cloud environments. It enables us to allocate resources to meet the deadline with a certain level of confidence, which is difficult to achieve with a point value prediction.

1.4 Thesis Organization

The rest of thesis is organized as follows.

In Chapter 2, we provide background information on cloud computing environments and MapReduce, our target application class. We also identify previous works that are related to our work.

In Chapter 3, we look at the resource placement problem in cloud computing environments. Even though the placement of VMs can significantly impact application performance, most cloud providers usually allocate resources arbitrarily as they are not aware of the hosted application’s requirements. To address this problem,
we present an architecture with which to guide allocation decisions taken by the providers.

In Chapter 4, we consider resource allocation and job scheduling in heterogeneous environments. In such an environment, it is important to schedule a job on its preferred resources in order to achieve high performance. In addition, it is also crucial to provide fairness among multiple jobs. To that end, we suggest an architecture to allocate resources to a MapReduce cluster in the cloud and propose a metric of share in a heterogeneous cluster to realize a scheduling scheme that achieves high performance and fairness.

Chapter 5 describes a method to predict the completion time distribution with stochastic values, rather than point values. In addition, we will describe how to apply such a prediction method to resource allocation in unpredictable cloud environments.

We summarize our contributions and present future works in Chapter 6.
Chapter 2

Background and Related Work

In this chapter, we take a closer look at our target environment, the Cloud, and the target application, MapReduce. We also investigate related works regarding resource allocation, scheduling, and performance prediction problem. Finally, we enumerate hardware and software infrastructure used in our work.

2.1 Background

2.1.1 Cloud Computing

The cloud computing environment refers to the hardware and systems software in the datacenters that provide computing resources as services [24]. Below is service models of cloud computing defined by National Institute of Science and Technology (NIST) [67]. Note that they used the term “consumer” instead of “user”.

*Software as a Service (SaaS).* The capability provided to the consumer is to use the provider’s applications running on a cloud infrastructure. The applications are accessible from various client devices through either a thin client interface, such as a web browser (e.g., web-based email), or a program interface. The consumer does not manage or control the underlying cloud infrastructure including network, servers, operating systems, storage, or even individual application capabilities, with the possible exception of limited user-specific application configuration settings.

*Platform as a Service (PaaS).* The capability provided to the consumer is to deploy onto the cloud infrastructure consumer-created or acquired applications created using programming languages, libraries, services, and tools supported by the provider. The consumer does not manage or control
the underlying cloud infrastructure including network, servers, operating systems, or storage, but has control over the deployed applications and possibly configuration settings for the application-hosting environment.

*Infrastructure as a Service (IaaS)*. The capability provided to the consumer is to provision processing, storage, networks, and other fundamental computing resources where the consumer is able to deploy and run arbitrary software, which can include operating systems and applications. The consumer does not manage or control the underlying cloud infrastructure but has control over operating systems, storage, and deployed applications; and possibly limited control of select networking components (e.g., host firewalls).

Throughout this thesis, we refer to IaaS by “the cloud environments” or “the Cloud” unless otherwise specified. SaaS and PaaS are also important service models of cloud computing, but we note that they are out of our focus in this thesis.

The last few years have seen a dramatic growth in the availability and demand for “cloud” systems, or IaaS, best exemplified by Amazon’s EC2. Amazon’s EC2 [4] is one of the most widely used cloud services. It offers various virtual machine (VM) types with different capacities. Users rent a number of VM instances to run their applications and pay by the hour for active instances. Rackspace [74] and Joyent [56] offer similar services. Because these services are publicly available, they are often called “public” clouds.

In contrast, “private” cloud refers to the infrastructure operated solely for a single organization. For example, Eucalyptus [71] is a software platform for the implementation of private cloud computing on computer clusters. It exports a user-facing interface that is compatible with Amazon’s EC2. Its resource allocation policy is modularized and extensible, and currently supports two simple policies; Greedy and Round-robin.

The cloud users rent compute cycles, storage, and bandwidth with small minimum billing units (an hour or less for compute and per-MB for storage and bandwidth) and almost-instant provisioning latency (minutes or seconds). These systems contrast with traditional colocation centers (colos), where equipment leases span months and provisioning resources can take days or longer.

By using container-based mechanisms such as virtual machines (VMs), most cloud systems are able to securely multiplex many customers on the same physical infrastructure to deliver a cost-effective service. At the same time, to host a large number of customers simultaneously, a cloud system tends to be large. It consists of servers spread across many racks, rooms, and even data centers. This has allowed cloud sys-
tems to provide economies of scale that were previously available only to the largest enterprises.

The ability to scale an application or service instantly, and then release resources when finished, has become a powerful incentive for cloud users. This feature is being used by companies ranging from startups and small and medium-sized businesses to larger enterprises (e.g., The New York Times newspaper [13]; Eli Lilly, the pharmaceutical firm [15]; and the NASDAQ stock exchange [10]). The convenience and overall cost-effectiveness of these systems seem to have outweighed any tradeoffs for customers that do not require a fully utilized cluster around the clock.

### 2.1.2 MapReduce

MapReduce [35, 93] is a software framework that supports data-intensive computation on large clusters developed by Google. It is best suited for embarrassingly parallel and data-intensive tasks. It is designed to read large amount of data stored in a distributed file system such as Google File System (GFS) [39], process the data in parallel, aggregate and store the results back to the distributed file system. Figure 2.1 briefly describes the MapReduce workflow. Typically, the input data is stored in a distributed file system, divided into a number of splits. Each split is loaded and processed by a number of map tasks, which in turn generate corresponding intermediate data that is grouped by keys. Then the intermediate data is shuffled (i.e., sent to corresponding reduce tasks according to the key) and processed by reduce tasks. Each of the reduce tasks is responsible for a range of key space and produces the final output, which is stored back to the distributed file system.

At its core, a MapReduce program centers on two functions: a *map* function and a *reduce* function. The framework converts the input data into key and value pairs.
(\([K_1, V_1]\)) that the map function then translates into new output pairs (\([K_2, V_2]\)). The framework then groups all values for a particular key together (\([K_2, \langle V_{21}, V_{22}, \cdots \rangle]\)) and uses the reduce function to translate this group into a new output pair (\([K_3, V_3]\)). Example values for these key-value pairs with a MapReduce Word Count program and the text “coast to coast” can be found in Table 2.1. In reality, a MapReduce program can be composed of multiple map and reduce phases with the reduce output from one phase serving as the map input for the next.

<table>
<thead>
<tr>
<th>Key ID</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>([K_1, V_1])</td>
<td>([line_0, \text{‘coast to coast’}])</td>
</tr>
<tr>
<td>([K_2, V_2])</td>
<td>[\text{‘coast’}, 1]</td>
</tr>
<tr>
<td></td>
<td>[\text{‘to’}, 1]</td>
</tr>
<tr>
<td>([K_3, V_3])</td>
<td>[\text{‘coast’}, 2]</td>
</tr>
<tr>
<td></td>
<td>[\text{‘to’}, 1]</td>
</tr>
<tr>
<td>([K_2, \langle V_{21}, V_{22}, \cdots \rangle])</td>
<td>[\text{‘coast’}, &lt;1, 1&gt;]</td>
</tr>
<tr>
<td></td>
<td>[\text{‘to’}, &lt;1&gt;]</td>
</tr>
<tr>
<td>Table 2.1. MapReduce Word Count Example</td>
<td></td>
</tr>
</tbody>
</table>

In a MapReduce system, there is a single master node that manages the whole cluster. A number of slave nodes subscribe to the master to join the cluster. Each slave have one or more slots depending on the computing capacity (e.g., memory and CPU), and each slot hosts a map or reduce task at a time. Note that slaves are sometimes called “worker”, especially when it has only one slot.

The master node accepts MapReduce jobs written by users, and responsible to schedule the job on the cluster. When the scheduler finds an available slot, it assigns one of the pending tasks to the slot. When it choose a task to assign, especially for map tasks, priority is given to tasks that access data split stored on the local machine over tasks that access remote data. When a task is found running significantly slower than it should, the scheduler speculatively run a copy of the task, or backup task, hoping the backup task finishes faster than the original one. Similarly, the scheduler re-execute tasks that are terminated or of which output data is lost due to node failure.

Hadoop [6] is an open source implementation of the MapReduce framework. Hadoop includes the Hadoop Distributed File System (HDFS), which is also a clone of GFS. A body of research have been conducted based on Hadoop because it is pub-
licly available and widely used in open source community. For example, researchers have made a number of improvements in the Hadoop scheduler, including complex proportional [81], queue [99] and flow-based [51] scheduling systems.

In the following chapters, we describe greater details of MapReduce and Hadoop that are related to each chapter. In Chapter 3, we study how to characterize a MapReduce job to simulate the execution. The scheduling process of MapReduce framework is investigated in depth in Chapter 4 to make it effective in heterogeneous environments. In Chapter 5, we take a closer look at each phase of a MapReduce job to capture the variability in execution time.

2.2 Related Works

2.2.1 Resource Allocation

A vast amount of research has been conducted on resource allocation or job placement, especially in the Grid/high-performance computing community. Systems such as Condor [34] and Globus Toolkit [40] have been used to share computing resources across organizations. In Globus, customers describe their required resources through a resource specification language that is based on a predefined schema of the resource database. The task of mapping specifications to actual resources is performed by a resource co-allocator, which is responsible for coordinating the allocation and management of resources at multiple sites. Many other works are similar, basically matching the specification to resources. However, user-specified resource requirements do not guarantee the optimal resource allocation, as there might be no available resources match to the specification, or the specification itself might even be wrong.

There are also a few studies on communication-aware job placement. However, these have concentrated predominantly on the overheads of WAN communication between Grid sites [37, 62, 84] and have generally assumed that the network availability within a site is homogeneous [66]. More closely related is the work by Santos et al. [82] on combining administrator policies or preferences with resource allocation decisions, but it looked only at coarse-grained network usage and used simulation-based evaluation to examine allocation decisions, without considering application performance.

Besides the job placement, determining the number of machines to be allocated to each application is an important problem in an elastic environment such as the Cloud. Market-based [94, 60] and SLA-based [97] approaches have been proposed to consider application performance or business value. Verma et al. [91] used an analytical model to estimate the upper and lower bounds of the MapReduce completion time, and
they used the result to determine the right size of resources to meet the service level objective (SLO).

As will be presented in the following chapters, we use a lightweight MapReduce simulator as a part of our solution to the resource allocation problem. Similarly, Wang et al. [92] also built a Hadoop simulator to predict completion time on different network topologies. However, the main objective of their study is to examine how a physical MapReduce cluster should be built. It is built using an external network simulator, ns-2 [12], to simulate the data transfers and communication among the nodes. It makes a per-job simulation on the order of minutes, which is too slow to use in determining an optimized resource allocation. In a similar vein, Kambatla et al. [58] attempted to determine the optimal values for MapReduce’s configuration parameters (e.g., number of map and reduce slots) using the resource consumption signatures of similar applications. StarFish [48] also set up optimal Hadoop configuration parameters based on profiles and what-if simulations.

2.2.2 Scheduling in a Heterogeneous Environment

In many systems, a heterogeneous environment is preferable to one that is homogeneous [17, 18]. However, it provides better performance only for particular systems and workloads [41]. Even if the workload itself is more suitable to a heterogeneous environment, the system’s scheduling algorithm should exploit heterogeneity well to benefit from it. Otherwise, it will lead to undesirable outcomes.

The process of scheduling parallel tasks determines the order of task execution and the processor to which each task is assigned. Typically, an optimal schedule is achieved by minimizing the completion time of the last task. Finding the optimal schedule has long been known as an NP-complete problem in both homogeneous and heterogeneous environments [50]. Therefore, many heuristics have been proposed [64, 29, 86, 27, 63] to find a feasible solution within a reasonable time. Some heuristics are known to have a bound on the deviation from the optimum [55]. However, most of those studies have concentrated on processing power and neglected other resources such as network bandwidth.

In contrast, data-intensive computing systems, such as Hadoop [6] and Dryad [52], schedule tasks in favor of data-locality while assuming homogeneity in machines and tasks. If a machine or a task turns out to be slower than the others, it is treated as faulty and handled by speculative task re-execution.

Zaharia et al. [98] pointed out that this mechanism does not work well in a heterogeneous environment and modified the speculative execution routine to mitigate the problem. Their algorithm, which is called LATE, speculatively executes the task that
has the longest approximate time to end rather than tasks that have been running longer.

Ananthanarayanan et al. [19] improved this further by adopting early re-execution of outliers and network-aware placement of tasks. SkewReduce [59] took a different approach; it tries to partition input data properly to minimize deviation in the task execution time. However, these studies mainly try only to avoid the negative effect of heterogeneity, rather than exploit it for better performance.

Tian et al. [88] proposed a scheduler that overlaps CPU-bound and I/O-bound tasks to improve the overall utilization of the cluster [88]. They explored a limited form of workload heterogeneity.

Besides completion time, fairness is another important criterion for scheduling tasks if there are multiple jobs consisting of tasks to schedule. Fairness among jobs should be considered to keep any jobs from starving or being over penalized.

Simple methods, such as static-partitioning, may be used to achieve fairness, but they usually sacrifice the overall performance because no job can use more resources than assigned even if there are available resources that are not used by other jobs.

The delay scheduler [100] in Hadoop resolves the problem by letting a job without data-local tasks wait for a small amount of time to improve throughput while preserving fairness.

Quincy [51] is a flow-based fair-share scheduler for Dryad, which is a more generalized variant of MapReduce framework. It maps the scheduling problem to a graph in which edge weights and capacities represent data locality and fairness, and then it uses standard optimization solvers to find a schedule.

Sandholm and Lai [81] used user-assigned and regulated priorities to optimize the MapReduce schedule by adjusting resource share dynamically and eliminating bottlenecks. However, these studies still did not take heterogeneity into account.

In summary, there have been a body of researches in data-intensive computing systems that take either heterogeneity or fairness into account, but not both. In this thesis, specifically in Chapter 4, we attempt to exploit heterogeneity and ensure fairness at the same time.

### 2.2.3 Performance Prediction

Another difficult issue in the scheduling problem is predicting the execution time of each task. Many studies have assumed that the execution time of a given task is a known quantity. However, in reality, it is not readily available [54]. In the literature,
there are three major classes of solutions to the problem of execution time estimation problem: code analysis [76], analytic benchmarking/code profiling [96], and statistical prediction [53].

In code analysis, an execution time estimate is found through analysis of the source code of the task. It can provide an accurate estimation if done right, but it is typically limited to a specific code type or a limited class of architectures.

Analytic benchmarking uses benchmarks for a number of primitive code types and code profiling to determine the composition of a task. The benchmarking data and the code profiling data are then combined to produce an execution time estimate. Even though it lacks a proven mechanism for producing an execution time estimate from the data over a wide range of algorithms and architectures, and it is difficult to compensate for variations in the input data set, analytic benchmarking can determine the relative performance differences between machines.

The third class of execution time estimation algorithms, statistical prediction algorithms, make predictions using past observations. Statistical methods have the advantages that they are able to compensate for the parameters of the input data and do not need any direct knowledge of the internal design of the algorithm or the machine. For example, Ganapathi et al. [38] used statistical models to predict resource requirements for MapReduce jobs. However, this class of methods does not work well with new types of tasks without enough past observations.

Moreover, most of the methods provide a single point value prediction. In production environments like the Cloud, the performance of the underlying machines is highly variable and the single point prediction is not reliable enough. Some studies have tried to generate multiple predictions [68, 91], but they are still point values and it is difficult to determine which point would be correct. In a single machine, Schopf and Berman [83] proposed using stochastic values to represent a range of possible behaviors.

In this thesis, we use a simulation-based method that utilizes a mix of analytic benchmarking and statistical prediction. Specifically, metric derived from micro-benchmarks and historical data is used to determine the parameters of the simulation that estimate the job completion time. In addition, in Chapter 5, we try to extend the method to generate a distribution of the job completion time, rather than a single point value.
2.3 Research Infrastructure

Throughout this thesis, we exploit a number of existing systems and previous works to implement our system and run experiments. In this subsection, the research infrastructure used in this thesis is described.

Open Cirrus [1] is an open cloud-computing research testbed designed to support research into design, provisioning, and management of services. Particularly, we used the Open Cirrus testbed at HP Labs to evaluate our work in Chapter 3, because it allows us to access the underlying physical infrastructure. Amazon’s EC2 [4] is one of the leading cloud computing services. It is used to run experiments in Chapter 4, as it offers virtual machine instances with GPUs. In Chapter 5, we used one of the Google’s datacenters. It is not publicly available, but offers very large amounts of resources and is heavily utilized. Hence, it suits to our study on unpredictable environments.

MapReduce [35] is our target application in this thesis. MapReduce is a framework to support data intensive parallel jobs, and users can write their own MapReduce program. MapReduce was originally implemented by Google, but their implementation is not publicly available. Instead, the open source Hadoop [6] is widely used outside Google. In particular, we use Hadoop version 0.18.3 in Chapter 3 and version 0.20.2 in Chapter 4. In Chapter 5, we use Google’s MapReduce implementation.

We use various MapReduce programs for the purpose of benchmarking in each chapter. The one common benchmark used throughout this dissertation is Sort. It is one of the representative benchmarks that is used in many MapReduce studies. It is useful for benchmark purpose because it exercises most subsystems by generating enough amount of intermediate and final data.

In addition, we use a part of gridmix2 benchmark [5] in Chapter 4. Gridmix2 is a suite of MapReduce benchmarks that covers a wide range of workloads that include sorts, data scans, and “monster query”. Benchmarks in Gridmix2 follow patterns that are observed in real-world workloads, so they are more suitable to emulate production jobs than simple Sort.

We also use several custom-made benchmarks. In Chapter 3 and 5, we use benchmarks that generate less intermediate data to see the difference from Sort that generates as large intermediate data as input data. In Chapter 4, we use a benchmark that utilizes GPU to investigate the case that the preference of a node is significantly different from job to job.

ParadisEO [31] is a meta-heuristic framework to implement genetic algorithms, and used to build our search engine in Chapter 3.
The Hadoop Fair Scheduler [8] is an implementation of the Delay scheduler [100]. We modified it to implement our progress share based scheduling algorithm in Chapter 4.

We begin our investigation into the cloud resource management problem by studying a resource placement problem from the providers’ perspective in the next chapter.
Chapter 3

Topology-Aware Resource Placement

In this chapter, we first look at the initial placement problem in cloud computing environments. Even though the placement of VMs can significantly affect application performance, many cloud providers usually allocate resources using simple or random policies as they are not aware of the hosted application’s requirements. To address this problem, we present an architecture to guide allocation decisions taken by the providers. Experimental results show that our topology-aware resource allocation scheme can reduce completion time by up to 59% when compared to simple allocation policies.

We begin by motivating the need for application- and topology-aware resource allocation scheme in Section 3.1, then we describes the architecture of the allocation engine in Section 3.2. We evaluate the architecture by comparing to application-independent allocation policies in Section 3.3 and summarize this chapter in Section 3.4.

3.1 Motivation

As presented in Chapter 2, Cloud-based Infrastructure-as-a-Service (IaaS) systems rent compute resources on-demand, bill on a pay-as-you-go basis, and multiplex many users on the same physical infrastructure. IaaS systems usually provide Virtual Machines (VMs) that are subsequently customized by the user.

Many applications run in the Cloud, especially data-intensive applications such as MapReduce, involve large amount of inter-machine communication. Hence, significant efforts have been made to improve bisection bandwidth in datacenters [47, 44, 69]. Ananthanarayanan et al. [21] even suggest that the improvement in network technol-
ogy will make the data location irrelevant. However, even though such improvements have been adopted in several datacenters [11], many data centers still have network over-subscription ratios between 5:1 and 10:1 between servers in a rack and the rack’s uplink [26] and up to 240:1 when compared to the network core [43]. In addition, background traffic from other co-located workloads only exacerbates the problem. Therefore, Thus, the placement of these VMs can significantly impact application performance.

As an example, Figure 3.1 shows the dramatic difference that an incorrect placement makes. For this experiment, we performed a distributed sort with 90 GB of data and 18 nodes. The nodes were equally divided into two clusters with full bisection bandwidth available within each cluster. As seen in the figure, allocating the clusters in a way that inter-cluster traffic flows through a congested part of the network (limited to 500 Mbit/s) increases the benchmark completion time by almost 50% when compared to an allocation where there is no constraint on network traffic.

We might use simple heuristics such as a best-fit or greedy allocation algorithm to place VMs in the same rack and avoid network congestion. However, this requires the job to be small enough to fit in a single rack. Further more, in any datacenter that allocates resources dynamically, the datacenter will, over time, encounter scenarios similar to memory fragmentation where each rack will have only small or moderate-sized “holes” that could accommodate incoming workloads, which will limit the effectiveness of simple heuristics. Finally, heuristic-based solutions often perform poorly due to the non-obvious relationship between resource allocation and application performance [65].
Thus, we believe that both the workload’s resource usage characteristics and the topology of the IaaS need to be carefully considered to determine an optimized allocation policy. Since IaaS providers today are unaware of the hosted application’s requirements, they allocate resources independently of an application’s requirements. Similarly, as IaaS users do not have fine-grained visibility into or control over the underlying IaaS infrastructure, they can only rely on application-level optimization. While coarse-grained resource selection (e.g., restricting task execution to a particular data center) can be used, it is insufficient for optimizing performance.

Further, even though application-level optimization techniques [51, 99] can be used, they only alleviate the problem within an existing resource allocation. For example, when dealing with communication-intensive workloads, allocating VMs without considering network topology reduces performance by requiring inter-VM traffic to traverse bottlenecked network paths. It is therefore critical to optimize the initial resource allocation that could be responsible for the majority of performance anomalies.

One possible alternative might require users to explicitly specify their resource requirements, or “hints,” to guide resource allocation. For example, users may specify a desired topology of machines they are renting. However, if based on incomplete information, hints can be incorrect or, depending on IaaS resource availability, impossible to satisfy. A successful solution therefore requires the IaaS to derive the information necessary for optimization with minimal or no user input. Further, when compared to application-independent allocation policies, it should improve performance with low latency and high confidence.

To address this issue, we propose an architecture that adopts a “what if” methodology. Our solution gathers information without explicit user input, and uses the information to forecast the performance of any particular resource allocation. Our prototype for Topology-Aware Resource Allocation (TARA) is composed of a prediction engine that uses a lightweight simulator to estimate the performance of a given resource allocation and a genetic algorithm to find an optimized solution in the large search space.

To check the feasibility of our approach, we evaluate it in a particular context. Specifically, we use a couple of Hadoop MapReduce applications that are sensitive to the network topology underlying their allocated resources. HP Labs Open Cirrus cluster [1] is used to emulate bottlenecked network topology and run the applications. More details are presented in Section 3.3.1 and 3.3.2.

Section 3.2 describes TARA’s architecture. Our prototype-based evaluation in Section 3.3 demonstrates the accuracy and scalability of the prediction engine and
3.2 Architecture

Figure 3.2 shows a high-level overview of how TARA integrates into a typical IaaS stack. As shown in the figure, TARA is one of the possible resource allocation policies. Other policies may include simple ones such as “round-robin” that fills available resources up in order, or “random” that picks resources in arbitrary fashion. In other words, TARA is a part of the resource allocation subsystem. The difference between TARA and other simple policies is that TARA tries to come up with the optimal resource allocation by estimating the outcomes of a number of possible allocations while others simply follow pre-determined heuristics. As TARA requires application and topology-specific information to optimize resource allocation, it interacts with many other IaaS subsystems including the virtualization layer, monitoring system, and the runtime APIs.

Figure 3.3 describes the composition and the work flow of TARA. To make a resource allocation decision, TARA retrieves various inputs; what is the resource allocation optimized for (objective function, described in Section 3.2.1.1), what does the application look like and how many resources it requests (application description, in Section 3.2.1.2), and what kinds of resources are available and how they are connected (available resources, in Section 3.2.1.3). Based on these inputs, TARA search for the optimal placement of resources allocated to the application.

TARA is composed of two major components: a lightweight simulator-based prediction engine and a fast genetic algorithm-based search engine. The prediction en-
Figure 3.3. TARA’s Prediction Engine Architecture

gine, described in Section 3.2.2, is the entity to estimate the metric for the objective function of a particular resource placement. The search engine iterates through the possible subsets of available resources (each distinct subset is called a candidate) and have them evaluated by the prediction engine. The candidate that maximizes (or minimizes) the objective function is considered optimal, and used to make an actual resource allocation.

Because the prediction engine need to evaluate a lot of candidates, it must be fast enough to make a final resource allocation decision in a reasonably short period of time. At the same time, it need to be accurate enough to make comparison between different candidates. Hence, we developed a lightweight simulator that balances speed and accuracy.

Even with a lightweight prediction engine, exhaustively iterating through all possible candidates is infeasible due to the scale of the Cloud. We have therefore developed a genetic algorithm-based search technique, described in Section 3.2.3, that allows TARA to guide the prediction engine through the search space intelligently.
3.2.1 TARA Inputs

Basically, TARA requires three categories of inputs to make a resource placement decision; the objective function that the placement is optimized for, application-specific information that indicates the application behavior, and the description of the available resources in the data center. We describe these three inputs in greater detail below, and show how they are obtained.

3.2.1.1 Objective Function

The objective function defines the metric for which TARA should optimize. For example, given the increasing cost and scarcity of power in the data center [89], an objective function might measure the increase in power usage due to a particular allocation. Alternate objective functions could measure performance in terms of throughput or latency or even combine these into a single performance/Watt metric. Our prototype’s objective function uses MapReduce job completion time as the optimization metric because it directly maps to the monetary cost of executing the job on an IaaS system. The output value for the objective function is calculated using the MapReduce simulator described in Section 3.2.2.

Note that a candidate allocation might be a good fit for a given objective function but a bad fit for another. For example, an application distributed across a number of racks might obtain the best performance but could cause the greatest increase in power usage. Thus, while it is possible to define a multi-objective function, it requires the function to either express different metrics in the same unit (e.g., monetary cost) or provide a prioritized ranking of the metrics.

3.2.1.2 Application Description

The application description is used by the prediction engine to determine application behavior once resources are allocated. It consists of three parts: 1) the framework type that identifies the framework model to use, 2) workload-specific parameters that describe the particular application's resource usage and 3) a request for resources including the number of VMs, storage, etc.

The prediction engine uses a model-based approach to predict the behavior of the given application on the selected framework. Specifically, a model takes the framework parameters (e.g., input size) and the description of allocated resources (e.g., the capacity and topology of machines) as an input, and outputs a predicted value for the objective function (e.g., job completion time). For example, we can think of a black box model that is tuned by an execution history. By taking the
framework parameters and the allocated resources as a feature vector, we can train a statistical model that predicts the completion time of a given job. Another approach is to run a simulation using given parameters. We take this approach to model the MapReduce framework. It is described with greater detail in Section 3.2.2.

As each framework behaves differently, TARA-based systems require a model for the framework being optimized. Currently, our prototype only supports the Hadoop-based MapReduce framework. However, other framework types can be also supported by either adding additional models or providing support for including user-defined models. If the framework type is not supported or the information is absent, the IaaS will fall back to an application-independent allocation scheme such as a Round Robin or Random placement algorithm.

After the correct model is identified based on the framework type, TARA needs additional runtime-specific information to predict performance (as defined by the objective function). This information is further divided into two groups: framework-specific configuration parameters and job or application-specific resource requirements.

Framework-specific parameters define the configuration of the application-level environment within which the job executes. Examples include the number of threads available in a web server or the number of map and reduce slots configured in the MapReduce framework. This information can usually be automatically derived from configuration files and, in particular, from Hadoop’s cluster-specific conf/hadoop-site.xml file. As described earlier, tuning these parameters is an orthogonal optimization, but is important as the framework configuration can also significantly impact performance. In this work, we assume that systems such as RS-Maximizer [58] have already fine-tuned the framework’s runtime system for the IaaS hardware and these optimized parameters can be used by TARA.

It is harder to extract job-specific resource requirements as they are dependent on a number of factors including the code being executed, the input data set, etc. While determining this information for arbitrary frameworks is outside the scope of this work, log analysis [80, 85] has proven to be a powerful tool in characterizing an application’s runtime resource requirements. For our prototype, we analyzed Hadoop logs to derive information on the job using our own scripts. These logs are usually gathered from a previous application run. Note that Rumen [79] similarly extracts job data from historical logs, but it was released August 2010, which is after the work in this chapter is done.

If a new application is introduced, if the application changes, or if the data set has changed significantly, TARA runs the application on a small subset of data and generates the required logs. This approach can also be followed if the user or system
suspects that the specific context of the application has changed (e.g., search for a common keyword vs. an unusual one).

The individual metrics needed for the application-specific resource requirements and model include selectivity (input/output ratio) during the map phase, CPU cycles required per input record for both map and reduce tasks, CPU overhead per task, and the communication requirement for the average task. These metrics and their use are described in greater detail in Section 3.2.2. While these metrics are collected when enough capacity is available, the performance prediction described in Section 3.2.2 accounts for other applications that will be co-located with the new workload.

3.2.1.3 IaaS Information on Available Resources

The final input required by TARA is a resource snapshot of the IaaS data center. This includes information derived from both the virtualization layer and the core monitoring service shown in Figure 3.2. The information gathered ranges from a list of available servers, current load and available capacity on individual servers, and the processing power of virtual CPUs to data center topology and a recent measurement of available bandwidth on each network link.

For the prototype, TARA would obtain topology information from the IaaS monitoring service which in turn can use SNMP data gathered from the data center’s switches. Alternatively, if switch support is unavailable but end-nodes can be controlled, tools such as pathChirp [77] can also estimate available link bandwidth.

3.2.2 Prediction Engine

The prediction engine’s role in TARA is to map a candidate resource allocation to a score that measures the “fitness” of a candidate with respect to a given objective function. This fitness score also captures relative behavior of different candidates and allows TARA to compare and rank them. As our prototype supports the Hadoop-based MapReduce framework, we will describe how the prediction engine for MapReduce applications is built.

As the relationship between a set of selected servers, available network bandwidth, and MapReduce performance is not straightforward, it is difficult to come up with a simple model that can be used to quickly evaluate the “fitness” of candidate resource allocations. We therefore adopt a simulation-based approach where the MapReduce framework is simulated, in C++, to predict job completion time, the objective function’s metric. For other frameworks, less computationally expensive solutions based on queuing theory might also be available [87].
As there is no benefit of using TARA’s prediction-based approach if finding an optimized resource allocation takes an inordinate amount of time, our design is heavily driven by the need to be fast and lightweight. Given that the main objective of the simulator is to score candidates for comparison, and it is more important to maintain the ordering of good assignments than obtaining accurate completion time predictions, we focus on ensuring the relative performance trend between different candidates. Therefore, unlike other MapReduce simulators [70, 92] that focus on accurately representing MapReduce behavior but often take longer than executing the MapReduce job on real hardware, we decided to trade absolute accuracy for speed.

To enable fast scoring for each candidate, we use a simplified execution model instead of attempting a full-system simulation. For example, we use a stream-based approach to simulate network traffic. While this is not as accurate as a packet-level simulation, our results show that it is sufficient to compare aggregate performance. Similarly, we use a simple disk model instead of a DiskSim-based approach [30].

Like other simulators [92], we do not model non-deterministic behavior such as speculative execution. While adding these non-deterministic features would improve accuracy, the evaluation of the simulator, presented in Section 3.3.4.4, shows that
prediction accuracy is high enough. Hence, we choose not to incur the overhead needed to support these scenarios.

As input, the simulator uses the application description, IaaS resource information, and an allocation candidate, provided by the search algorithm described in Section 3.2.3. The simulator models the application by following the control flow of the Hadoop MapReduce framework. Specifically, our prototype models Hadoop 0.18.3. Based on the framework-specific configuration, the simulator creates a number of workers that will "execute" tasks. As shown in Figure 3.4, these workers, which host map and reduce tasks, need to read input data from the local or remote HDFS nodes, execute the user-defined map and reduce functions on the input, and then either store the intermediate output on local disk or write the final output back to HDFS.

For every map or reduce task, the simulator allocate CPU cycles that are proportional to the input size instead of performing the actual computation. We assume that the algorithm used in each task has linear time complexity, but it can be extended to super- or sub-linear algorithms. It also account for Hadoop's initialization overhead, if any, for each new task. Finally, if the selected server or network links has other workloads present, the simulator also account for the resources already in use by utilizing the information described in Section 3.2.1.3. We use an averaged value of resource usage including network traffic. For data-intensive workloads, our experiments and an independent analysis of a production Dryad cluster [20] have shown that this to be a reasonable assumption for short jobs. Significantly, Ananthanarayanan et al. [20] have also shown this assumption to hold for long-running tasks due to an averaging effect that arises from the distributed nature of the input data. Alternatively, bursty behavior can be included in the model by a tighter integration with the application-level frameworks or eliminated by shaping network [75] or disk traffic [57].

Each map task consumes a fraction of the input data and generate intermediate output. The size of intermediate output is determined by the selectivity or input/output ratio that is obtained from the job-specific information defined in Section 3.2.1.2. While the size of the intermediate output would vary depending on the contents of the input data, the simulator assumes that it is proportional to the size of input. Following the map step, each reducer then performs a network copy of the intermediate output generated by the map tasks. The maximum parallel copies per reduce and the number of concurrent streams per node allowed is also defined in the framework-specific portion of the application description.

It should be noted that our TARA prototype optimizes MapReduce jobs individually, i.e., it optimizes the incoming workload based on the currently executing work-
loads in the IaaS system. If faced with multiple simultaneous requests, the current prototype would need to serialize them to prevent inaccurate predictions. However, as shown in Section 3.3.4.1, TARA should not introduce a significant latency when launching multiple MapReduce applications.

### 3.2.3 Search Algorithm

In any large IaaS system, a request for \( r \) VMs will have a large number of possible resource allocation candidates. If \( n \) servers are available to host at most one VM, the total number of possible combinations is \( \binom{n}{r} \). Given that \( n \gg r \), exhaustively searching through all possible candidates for an optimal solution is not feasible in a computationally short period of time.

To help in efficiently identifying an approximate solution, we decided to use a genetic algorithm (GA) [42] to generate possible candidates for the prediction engine to evaluate. Genetic algorithms are a search technique inspired by evolutionary biology for finding solutions to optimization and search problems. In GA, candidates are represented as genes and they evolve toward better solutions. A typical genetic algorithm requires a genetic representation of the candidate and a fitness function to evaluate it.

In comparison to other search techniques, we found that GA is a good match for this problem as it is easy and natural to map resource allocation in a data center to GA’s genetic representation, and apply operations during the evolution process. Our results, shown in Section 3.3, also show that this approach outperforms various greedy and heuristic-based algorithms.

To represent each possible candidate, we use a bit string where the string length is equal to \( n \), the number of servers available to host a single VM. For each bit in the string, a value of 1 represents the physical server being selected for hosting a VM and a 0 represents the server being excluded. We assigned one bit to each physical server as our current prototype never allocates more than one VM from the same allocation request to the same physical server. TARA however does allow VMs belonging to other arbitrary applications to be simultaneously executing on the same physical nodes. If we want to allow a server to host multiple VMs from the same allocation request, it is easy to extend the candidate representation. We can consider \( n \) to be the number of available VM slots instead of servers and assigning multiple bits to a physical server.

To evaluate a candidate, the prediction engine described above is used. Once we have the genetic representation and the fitness function, GA initializes a population of
The parameters varied are population size and new offspring rate. Note that the y-axis begins at 1100 seconds.

Figure 3.5. Sensitivity of Genetic Algorithm

candidates and then goes through the evolution process of reproduction and selection until it terminates. Detail of each of these steps are described below.

**Initialization:** The initial population, from which evolution begins, is created by randomly generating a large number of candidates. We picked 100 after sensitivity analysis. If it is smaller, the result tends to converge to a local optimum. If it is larger, it takes longer to find a good solution. The initial population may optionally also contain candidates generated by heuristics to improve the quality of final solution. Each candidate has the number of selected servers (i.e., the number of 1s in the string) fixed to the total number of VMs requested by the job.

**Reproduction:** In this step, mutation, swap, or crossover operations are applied at random to the candidate population to create offspring, i.e., the next generation of candidates. The mutation operation exchanges two single bits in a string while the swap operation swaps two substrings. In other words, the mutation operation exchanges one server with another while the swap operation swaps more than one server in a selected rack with servers in the other racks. Both mutation and swap perform modifications within a single candidate. In contrast, the crossover operation is used to combine portions of different candidates into a new offspring. After the crossover operation is applied, there might be a different number of servers selected than requested by the job. If this occurs, the search algorithm will randomly flip
bits in the candidate representation to match the number of selected servers to the requested value.

Selection: For each successive GA iteration, or generation, the prediction engine described in Section 3.2.2 is used to evaluate the fitness of each candidate. Once each candidate has been evaluated, a stochastic process is used to select a majority of the “fitter” candidates along with a small percentage of “weak” candidates to maintain population diversity. In our prototype, we ensure that every new generation has at least 10% new offspring.

Termination: As with all search techniques, deciding when to terminate the search process can be done using a variety of policies. In TARA, the search algorithm terminates and returns the best candidate found when it reaches a tunable time limit (60 seconds in the current prototype). This scenario might represent a case when an optimal solution was not found but, as shown later in Section 3.3, the selected candidate was significantly better than those generated by alternate allocation schemes.

As mentioned above, we used 100 candidates for the population size and ensured 10% new offspring in each iteration. A sensitivity analysis, shown in Figure 3.5, was performed to select these values. Each line in the graph represents a different pair of values picked for both population size and offspring rate. The population size and new offspring rate ranged from 10–500 and 10–100% respectively. While time is not illustrated on this graph, GA with a larger population performs less iterations as it evaluates a larger number of candidates in each step. Similarly, the performance of GA with a smaller population or larger offspring rate plateaus after a short time. The highlighted black line illustrates our chosen values and represents a balanced selection that can find optimized candidates in a short period of time.

Our search algorithm, like the simulator, was written in C++ and used the ParadisEO [31] meta-heuristic framework as the base for the GA. Results in Sections 3.3.4.1 and 3.3.4.4 demonstrate that the both the simulator and the search algorithm met their goals and were lightweight, scalable, and accurate.

3.3 Evaluation

We used two benchmarks to evaluate TARA. Sort, the first benchmark, is synthetic while the Analytics benchmark closely resembles the requirements of a real-world website. The benchmarks, described in greater detail in Section 3.3.1, are followed by details on the experimental setup and methodology in Sections 3.3.2 and 3.3.3. Finally, we present the results from evaluating the TARA prototype in Section 3.3.4.
3.3.1 Benchmarks

3.3.1.1 Sort

Sort is a synthetic benchmark and is included with the Hadoop distribution. This benchmark allows us to generate variable-sized data sets and use Hadoop’s distributed framework to sort the generated data. Even though this is a synthetic benchmark, sorting is generally considered to be an integral part of a number of applications including data mining, super-computing, and web indexing. The sort benchmark has also been used by both Yahoo [72] and Google [35] to evaluate their MapReduce frameworks and it is considered to be a good measure of the performance characteristics of the underlying platform. Hence, Sort is used for the benchmarking purpose not only in this chapter, but also throughout this thesis. For the results presented below, we generated 160 GB (2 GB/node) of random data as input for this benchmark.

3.3.1.2 Analytics

MapReduce is being increasingly used for analytics ranging from ad-hoc data processing and business intelligence applications to almost-real time data analysis, search, and trend tracking. As an example of this usage scenario, we converted the MapReduce-based backend system that powers the trendingtopics.org website into an Analytics benchmark. The benchmark uses data gathered from Wikipedia access logs to track trends and is similar in function to websites that track emerging themes or “memes” on the Internet. Unlike Sort, this Analytics benchmark is used only in this chapter because there are other benchmarks that are more suitable to highlight the point of each of the following chapters. For example, in Chapter 4, we use a benchmark that utilizes GPUs to contrast the difference in performance, for which Analytics benchmark is not suitable.

For the experiment, we had a dataset that captures hourly Wikipedia article traffic logs gathered from Wikipedia’s squid proxy. Our dataset, also used by trendingtopics.org, covers the time period from May 1st, 2009 to Dec 31st, 2009 and represents ~1.12 TB of uncompressed data. In the interest of time, we ran our experiments with a smaller subset (438 GB) of the dataset that covered three months.

The benchmark, like the website, is split into two different MapReduce phases. In the first phase, MapReduce is used to preprocess the data by eliminating non-article or incorrect records, decode special characters used in accessed URLs, and convert the access counts for articles from an hourly interval to a aggregated daily interval. The next stage takes this preprocessed data, maps the daily aggregations by article name and then merges this data in the reduce stage to generate, for each article, a
time series that represents the access frequency over the time period captured by the dataset.

3.3.2 Experimental Setup

We used the HP Labs Open Cirrus cluster [1] to evaluate TARA. The testbed used was a subset of the larger cluster and was composed of 111 machines with a single-socket quad-core Intel 3.0 GHz Xeon X3370 processor, 8 GB of RAM, a Gigabit Ethernet port, and four 750 GB disks.

While these machines were distributed over 4 physical racks, the cluster was over-provisioned significantly to support a wide variety of experiments. Each rack contained a maximum of 32 machines and two 48-port top-of-rack switches with a 10 GigE uplink each. Further, both switches were in active use and each switch only connected to half the machines in each rack. Therefore, the cluster was representative of a 8 rack setup with an effective bandwidth oversubscription ratio of 1.6:1. As this is anomalous when compared to commonly observed 5:1 or 10:1 ratios [26], we performed rate-limiting all systems on the OpenCirrus testbed at the switch-level to model realistic data centers.

All machines in the test bed ran the Ubuntu 9.04 Linux distribution with Xen 3.4.1 [25] as the virtualization layer. All VMs were configured with access to 4 GB of memory and 4 Virtual CPUs (VCPUs), where each VCPU corresponded to a physical CPU. For our MapReduce framework, we used Cloudera’s Hadoop 0.18.3 distribution with an HDFS replication factor of 3 and Sun’s Java 1.6.0.

3.3.3 Methodology

3.3.3.1 Topology Creation

Even though we have a moderately large test cluster, it is still considerably smaller than the size of most IaaS systems and, left unmodified, would not have allowed us to adequately test the scalability and performance of TARA’s allocation system. To solve this problem, we adopted a ModelNet-like approach [90] where we created virtual topologies and used them as the input to TARA and the different resource allocation policies described below. Based on the resource allocation decision taken, we then used Linux’s traffic control and routing mechanisms to create the underlying network topology.

While we experimented with a number of different topologies, we only present the results from a representative topology here. The virtual topology used consisted
of 20 racks with each rack containing 40 servers available to host a VM. To model different background workloads and rack-utilization levels, we restricted each rack’s uplink bandwidth. To cover a broad range, the restrictions uniformly ranged from 800 Mbit/s to 200 Mbit/s with a step of 100 Mbit/s. The oversubscription ratio is higher than typical data center setup due to the bandwidth limitation of servers used as virtual switches, but it is still in acceptable range considering background traffic in data centers. Creating this virtual topology required us to dedicate 31 nodes as virtual switches and therefore allowed us to run applications that spanned 80 nodes.

3.3.3.2 Resource Allocation Policies

We used five different allocation policies for each of the two benchmarks. They included:

- **RR-R**: This policy allocates VMs in a round-robin (RR) manner across racks (-R).
- **RR-S**: This policy allocates VMs in a round-robin (RR) manner across servers (-S) with a preference for selecting all available servers in a rack before moving on to the next rack. This is the default policy used by Eucalyptus [71] and, based on work by Ristenpart et al. [78], we also believe that it is closest to what is used by Amazon’s EC2 for a single job. To positively bias RR-S results, we also enabled this policy to select racks with the highest available bandwidth first.
- **H-1**: This policy is a hybrid (H-1) that combines RR-S and RR-R with a preference for selecting servers in the rack with the greatest available bandwidth but will only select a maximum of 20 servers per rack before moving on to the next best rack.
- **H-2**: This hybrid (H-2) policy is similar to H-1 but only selects a maximum of 10 servers per rack before moving on to the next best rack.
- **TARA**: This policy uses TARA’s prediction-engine with a genetic algorithm search to identify the best resource allocation among all available machines.

As stated earlier, each physical node never contains more than one benchmark VM for all of the above allocation policies. Further, input data for all benchmarks is only copied into the VMs after they are launched but before the benchmarks are executed. While the time to copy data into VMs in an IaaS system also impacts overall performance, we do not include it in the below results as, modulo minor differences, it is a fixed cost paid by all experimental configurations.
3.3.4 Results

There are three main goals of our evaluation. First, in Section 3.3.4.1, we quantify the scalability and performance of TARA’s prediction engine. Second, in Sections 3.3.4.2 and 3.3.4.3, we quantify application performance using a TARA-based resource allocation vs. the other resource allocation policies described in Section 3.3.3.2. Finally, in Section 3.3.4.4, we confirm that the performance trends predicted by TARA’s simulation-based approach matches those observed by running the application on real hardware.

3.3.4.1 Prediction Engine Microbenchmarks

As mentioned in Section 3.2.2, one of the goals behind the prediction engine’s design was to be lightweight. We therefore used two different benchmarks to individually quantify the scalability of both the simulator and the search algorithm.

First, we timed how long the simulator took to predict job completion time for the sort benchmark using a given resource allocation of 80 VMs. We repeated this experiment 20 times and discovered that, on average, the simulator took 0.96 seconds to predict completion time with very little variation ($\sigma = 0.019$) between runs.

Second, we examined the efficiency of the search algorithm in finding an optimized resource placement for the same benchmark and topology. The results, seen in Figure 3.6. Search Algorithm Efficiency.
Figure 3.6, show that the algorithm quickly discovers better allocations than the initial population (around 12 seconds) but probably has not discovered the optimal candidate at the end of the GA’s 60 second deadline. Based on this behavior, one could increase the deadline for longer jobs. However, we should note that TARA’s prediction engine is currently unoptimized. The scoring of resource allocation candidates in each iteration is currently done on a single server. Even though the search algorithm is multi-threaded, it is limited by the number of CPUs present on the machine. Given the prediction engine’s support for MPI, we expect to reduce the prediction overhead by using more machines and an island model [61] to evaluate a larger number of the candidates in parallel. This will allow us to further reduce the prediction time and simultaneously improve the quality of the search results.

3.3.4.2 Sort Benchmark Results

The results from the sort benchmark, described in Section 3.3.1.1, can be seen in Figure 3.7 and clearly illustrate the performance gains that can been obtained by using TARA. Among the application-independent resource allocation policies, we see that RR-R is the best application-independent policy and is followed by H-2. H-1 performs significantly worse than either of these two with RR-S showing the worst performance of the group. The behavior of RR-R is expected because it distributes the workload equally over all racks and is therefore less likely to encounter a network bottleneck. In contrast, RR-S will quickly overwhelm the rack’s uplink bandwidth when a large number of VMs are selected in a single rack. The performance of the
hybrid heuristics falls in between RR-R and RR-S as they represent a tradeoff between the two extremes.

Finally, once TARA is introduced, its application and topology-aware resource allocation policy performs considerably better than the application-independent policies. When compared to RR-R and H-2, it improves performance by 25% and 28% respectively. The improvements are even more pronounced when compared to H-1 and RR-S with gains of 49% and 59% respectively.

It is also important to note that the presented results do not conclusively prove the effectiveness of one application-independent allocation policy over another. For example, while RR-R always performs better than RR-S, experiments where the job required fewer than 40 VMs showed the inverse. The reason for the change was that the entire workload fit within a single rack and therefore was not constrained by the top-of-rack switch’s uplink bandwidth. This behavior helps to emphasize that heuristic-based policies can perform poorly in different scenarios. However, in all cases, TARA always exhibited better performance than any of the application-independent policies with improvements similar to the results described above.

3.3.4.3 Analytics Benchmark Results

The results from the analytics benchmark, described in Section 3.3.1.2, can be seen in Figure 3.8. As this benchmark consisted of two different phases, the results are presented as a stacked bar graph. For Phase 1, TARA improves the applications performance by 1% when compared to the H-2 allocation policy and by as much as 35% when compared to the RR-S policy. Similarly, TARA improves Phase 2’s performance by 28% when compared to H-1 and by up to 57% when compared to RR-S.

As Phase 1 was more data and communication-intensive, we had therefore expected to see a greater performance improvement for this portion of the benchmark. An analysis of the runtime logs seems to indicate that this was an artifact of the smaller-than-expected input files used in the first phase (each file only captured an hour-long trace). The small input files lead to a large number of map tasks being created which, in turn, lead to a larger number of overlapping and pipelined intermediate data fetches by reducers. Therefore, the network transfer phase wasn’t as intensive as predicted by the size of the input dataset. However, once Phase 1 reduced the input data to file sizes more typically seen in MapReduce setups, Phase 2 showed an increased benefit from using TARA. We believe that using larger file sizes for Phase 1 would have similarly improved the observed performance gains. Finally, even though Phase 2’s overall runtime is shorter than Phase 1, TARA’s overall performance gain,
for the entire benchmark, still ranges from 8% to 41% when compared to H-2 and RR-S respectively.

### 3.3.4.4 Prediction Engine Trends Comparison

Finally, in this section, we compare the prediction engine’s output for the results presented in Sections 3.3.4.3 and 3.3.4.2 to the results obtained from one run on real hardware. Figure 3.9 presents the results of this comparison for the Sort benchmark and Phase 1 of the Analytics benchmark. Phase 2 of the Analytics exhibited the same trends.

As can be seen, the simulation-based predicted completion doesn’t always track the results observed on real hardware. The absolute difference ranges from 2–27% for the Sort benchmark and from 0.3–19% for Phase 1 of the Analytics benchmark. However, as mentioned previously in Section 3.2.2, the goal of the lightweight simulator was not to be an accurate predictor of completion time but instead to correctly identify performance differences between different resource allocations. As seen in the figure, the trends in terms of the predicted differences between different scenarios accurately captures the differences seen on real hardware.
Figure 3.9. Predicted vs. Actual Results

Figure 3.10. Completion Time of Random Candidates and Policies
Finally, we also wanted to compare TARA’s GA-based approach to simply picking random candidates and then using TARA’s prediction engine to evaluate them. For this experiment, we randomly picked the same number of candidates (\(\sim 300\)) as evaluated by the GA and compared them to TARA and other polices for the Sort experiment. Figure 3.10 shows the estimated completion time of randomly picked candidates as dots, and result of various policies as lines. It reveals that simple policies could do worse than just picking a resource allocation among a few random candidates. Table 3.1 gives more detailed comparison of the result of GA-based TARA to random candidates. It shows that TARA is still 10% better than the best random candidate. TARA’s improvement would be even greater when a job can be clustered within a subset of racks. In contrast, a random allocation would spread machines across all racks and would have an increased chance of encountering a bottleneck link. The overall results presented in this section show that TARA’s use of the GA-based search makes it resilient to changes in assumptions about the underlying network topology. This allows it to perform better than both heuristics and randomly chosen candidates.

3.4 Chapter Summary and Discussion

Cloud-based Infrastructure-as-a-Service models are gaining in popularity. However, the potentially huge variations in performance due to the application-unaware resource allocation in these environments is likely to pose a key challenge for their increased adoption. In this chapter, we proposed and evaluated a topology-aware resource allocation solution that addresses this problem.

Our approach derives application-specific information with little manual input (retaining the simplicity of interfaces that have made cloud computing popular) and finds an optimized allocation with low latency and high confidence. In this work, we focused on MapReduce-based data-intensive workloads and build a solution based on a lightweight MapReduce simulator and a genetic-algorithm based search optimization to guide resource allocation. We have developed a prototype of our architecture and demonstrated the benefits of our architecture on a cluster with 80 nodes on a sort and analytics-based benchmark. Our results show that TARA can reduce completion time by up to 59% when compared to simple allocation policies.

In this chapter, we focus on the resource placement problem, from provider’s point of view. Overall, as “cloud-based” platforms see wider adoption, future IaaS systems will increasingly need better resource management architectures. We believe that approaches like ours that address this problem without a significant increase in interface complexity and with low overhead will be a key component of future
systems. Now, in the next chapter, we will change our position to user’s view and consider how the application should use once the resources are allocated.
Chapter 4

Job Scheduling in Heterogeneous Environments

In this chapter, we will consider resource allocation and job scheduling in the Cloud, from the user’s or the application’s point of view. We assume that the physical locations of VMs are determined by the provider, as studied in Chapter 3. Given that, it is the user’s responsibility to determine when to request how many resources of which type, and how to schedule the user’s application on the allocated resources.

Particularly, we will focus on heterogeneous environments. In a homogeneous environment where all the machines have the same computing capacity, there is very few things to consider in job scheduling; we only need to consider data locality and network connectivity when making a scheduling decision. To see if multiple jobs receive their fair share of resources, it is enough to count the number of machines assigned to each job. The same applies when the user make a resource request; he or she only need to specify the number machines he want.

However, in a heterogeneous environment, it is important to schedule a job on its preferred resources to achieve high performance. In addition, it is not straightforward to provide fairness among jobs when there are multiple jobs. Moreover, the capacity of different machine types need to be considered when a user make a resource request. To address these issues, we propose an architecture to allocate resources to a MapReduce cluster in the Cloud, and propose a metric of share in a heterogeneous cluster to realize a scheduling scheme that achieves high performance and fairness.

This chapter is organized as follows. We first describe the need for heterogeneous-aware resource allocation and scheduling scheme in Section 4.1. Then we present a resource allocation strategy for a MapReduce cluster in the Cloud in Section 4.2, and a scheduling scheme in heterogeneous and shared environments in Section 4.3. We
illustrate the benefits of our approach with case studies in Section 4.4 and summarize
the chapter in Section 4.5.

4.1 Motivation

When we maintain a cluster in the Cloud to serve MapReduce jobs, we want

to minimize the cost of running the cluster by keeping the cluster size as small as

possible. At the same time, the cluster should be big enough to meet the performance

requirements and the job deadlines. As the resource demands for MapReduce jobs

fluctuate over time, it is desirable to dynamically adjust the cluster size, which is

one of the important features of cloud computing [24]. However, the solution to the

problem is not straightforward when the environment is heterogeneous, because we

need to determine not only the size of the cluster, but also the type of machines

participating in the cluster.

MapReduce workloads have heterogeneous resource demands because some work-

loads may be CPU-intensive whereas others are I/O-intensive. Some of them might

be able to use special hardware like GPUs to achieve dramatic performance gains [73].

It is also likely that the computing environment is heterogeneous. The Cloud consists

of generations of servers with different capacities and performance levels; therefore,

various configurations of machines will be available. For example, some machines are

more suitable to store large amount of data whereas others run faster computations.

As the performance of a job depends on where it runs, we need to track job affinity

(i.e., performance relationship between jobs and machine types) and determine which

type of machine offers the most suitable cost-performance trade-off for a job.

Accounting for heterogeneity properties in the Cloud becomes more difficult when

the cluster is shared among multiple jobs, because the most suitable type of machine

depends on the job. Hence, the MapReduce scheduler should be aware of job affinity

to make appropriate scheduling decisions. In addition, it is not clear how to define

“fair-share” if we want the scheduler to ensure “fairness” among jobs.

In this chapter, we will consider resource allocation and job scheduling problems

associated with a MapReduce cluster in the Cloud. Given the fluctuating resource

demands of MapReduce workloads, we must scale the cluster according to demands.

To that end, we propose a resource allocation strategy that (1) divides machines into

two pools - core nodes and accelerator nodes - and (2) dynamically adjusts the size

of each pool to reduce cost or improve utilization.

In addition, to provide good performance while guaranteeing fairness in shared

heterogeneous clusters, we propose progress share as a fairness metric to redefine the
share of a job in a heterogeneous environment. We will also show how to use it in a MapReduce scheduler.

To present use cases, we use a Hadoop cluster to run MapReduce jobs and Amazon EC2 as the cloud environment. However, the idea of exploiting heterogeneity to improve efficiency and fairness may be applied to other systems running in other environments.

4.2 Resource Allocation

In this section, we will examine the resource allocation strategy to make a MapReduce cluster in the Cloud more efficient. By “efficient” here, we mean minimizing the cost to maintain the cluster while meeting the performance requirements. In other words, we want the cluster big enough to process jobs without violating deadlines, but not so big that we can introduce unnecessary expense for redundant machines. To that end, we propose an architecture with which to run an elastic MapReduce cluster in the Cloud as seen in Figure 4.1.

In this architecture, participating nodes are grouped into one of two pools: (1) long-living core nodes to host both data and computations, and (2) accelerator nodes that are added to the cluster temporarily when additional computing power is needed. A MapReduce system (e.g., Hadoop MapReduce) runs on nodes in both pools whereas a storage system (e.g., HDFS) is deployed only on core nodes. This approach is similar
to the previous work of Chohan et al. [33], in which spot instances (cheaper but may be terminated without notice, as described in Chapter 2) of Amazon EC2 are added to processing nodes to speed up Hadoop jobs. The cloud driver manages nodes allocated to the MapReduce cluster and decides when to add/remove what type of nodes to/from which pool, and how many.

Users submit a job to the cloud driver with a few hints about the job characteristics, including memory requirement, ability to use special features like GPUs, and the deadline, if available. Many production jobs are routinely processed, so the cloud driver keeps the history of job executions to estimate the submission rate of these jobs and update the hints provided. It also monitors the storage system to estimate the incoming data rate. In this way, the cloud driver predicts the resource requirements to process jobs and store data.

The cloud driver is responsible for allocating resources to the cluster. The number of core nodes is determined primarily based on the required storage size. In addition, the cloud driver refers to the history to see if more nodes should be added to the core pool to accommodate the production jobs. When many production jobs with tight deadlines are anticipated or a large ad-hoc job is submitted, the cloud driver will add nodes to the accelerator pool temporarily to handle them rather than allocating too many core nodes that will be underutilized.

When adding nodes, the cloud driver also makes a decision on which resource container (e.g., virtual machine) to use. As an illustration, we examine the case when we use Amazon EC2 [4] for the Cloud. EC2 offers several types of instances. The specification and the cost of EC2 instances is listed in Table 4.1.
<table>
<thead>
<tr>
<th>Instance Type</th>
<th>$/Hour</th>
<th>Disk(GB)</th>
<th>$/GB/mon</th>
<th>Core</th>
<th>CU</th>
<th>$/CU</th>
<th>Mem(GB)</th>
<th>GB/Core</th>
<th>I/O</th>
</tr>
</thead>
<tbody>
<tr>
<td>m1.small</td>
<td>0.085</td>
<td>160</td>
<td>0.38</td>
<td>1</td>
<td>1</td>
<td>61.20</td>
<td>1.7</td>
<td>1.70</td>
<td>moderate</td>
</tr>
<tr>
<td>m1.large</td>
<td>0.340</td>
<td>850</td>
<td>0.29</td>
<td>2</td>
<td>4</td>
<td>61.20</td>
<td>7.5</td>
<td>3.75</td>
<td>high</td>
</tr>
<tr>
<td>m1.xlarge</td>
<td>0.680</td>
<td>1690</td>
<td>0.87</td>
<td>4</td>
<td>8</td>
<td>61.20</td>
<td>15</td>
<td>3.75</td>
<td>high</td>
</tr>
<tr>
<td>m2.xlarge</td>
<td>0.500</td>
<td>420</td>
<td>2.57</td>
<td>2</td>
<td>6.5</td>
<td>55.38</td>
<td>17.1</td>
<td>8.55</td>
<td>moderate</td>
</tr>
<tr>
<td>m2.2xlarge</td>
<td>1.000</td>
<td>850</td>
<td>0.80</td>
<td>4</td>
<td>13</td>
<td>55.38</td>
<td>34.2</td>
<td>8.55</td>
<td>high</td>
</tr>
<tr>
<td>m2.4xlarge</td>
<td>2.000</td>
<td>1690</td>
<td>2.56</td>
<td>8</td>
<td>26</td>
<td>55.38</td>
<td>68.4</td>
<td>8.55</td>
<td>high</td>
</tr>
<tr>
<td>c1.medium</td>
<td>0.170</td>
<td>350</td>
<td>0.35</td>
<td>2</td>
<td>5</td>
<td>24.48</td>
<td>1.7</td>
<td>0.85</td>
<td>moderate</td>
</tr>
<tr>
<td>c1.xlarge</td>
<td>0.680</td>
<td>1690</td>
<td>0.87</td>
<td>8</td>
<td>20</td>
<td>24.48</td>
<td>7</td>
<td>0.88</td>
<td>high</td>
</tr>
<tr>
<td>cc1.4xlarge</td>
<td>1.600</td>
<td>1690</td>
<td>0.68</td>
<td>8</td>
<td>33.5</td>
<td>34.39</td>
<td>23</td>
<td>2.88</td>
<td>very high</td>
</tr>
<tr>
<td>cg1.4xlarge</td>
<td>2.100</td>
<td>1690</td>
<td>0.89</td>
<td>8</td>
<td>33.5</td>
<td>45.13</td>
<td>23</td>
<td>2.88</td>
<td>very high</td>
</tr>
</tbody>
</table>

Table 4.1. EC2 Instances as of June 2011. CU represents Compute Unit.
If we consider only the cost of the storage, using m1.large instances is the cheapest. However, these instances also have the least computing power among available instance types, so we might need more nodes to accommodate the production jobs. In this case, using other instance types such as c1.medium can be more efficient in terms of the whole expense to store and process the data. Moreover, some jobs may run significantly faster on nodes of a particular instance type (e.g., cg1.4xlarge instances with GPUs). Hence, it is important to know the job/instance type relationship (job affinity) to find a good mix of different instances that minimize the cost to maintain the cluster.

We quantize job affinity using the relative speed of each instance type for a particular job, which we call computing rate (CR). \( CR(i, j) \) is the computing rate of instance type \( i \) for job \( j \). If \( CR(i_1, j) \) is twice that of \( CR(i_2, j) \), a task of job \( j \) runs twice as fast on \( i_1 \) than on \( i_2 \), or finishes in half the time. Note that the computing rate is defined within the same job, so it is not useful to compare the fitness of a particular instance type to different jobs. CR is determined by running the job on various instances during the calibration phase of a job execution, which is described in Section 4.3. By using the computing rate information and the cost of each instance type, the cloud driver can make a decision on which instance type to use.

### 4.3 Scheduling

Once the cloud driver allocates a set of resource units such as virtual machines, the MapReduce system uses the resources that are heterogeneous and shared among multiple jobs. In this section, we consider issues in job scheduling on a shared, heterogeneous cluster, to provide good performance while guaranteeing fairness.

Before presenting our scheduling algorithm, we first summarize terminologies used in this section in Table 4.2 and 4.3. Their relationship is depicted in Figure 4.2.

#### 4.3.1 Share and Fairness

In a shared cluster, providing fairness is one of the most important features that a MapReduce cluster should support. There are many ways to define fairness, but one method might be having each job receive equal (or weighted) share of computing resources at any given moment. In that sense, the Hadoop Fair Scheduler [8] takes the number of slots assigned to a job as a metric of share, and it provides fairness by having each job assigned the same number of slots.

Algorithm 1 presents a general fair scheduling algorithm, which also describes
A MapReduce program that processes a particular input data file.

Each task is responsible for a block of input data file.
A task reads and processes a replica of its corresponding block.

Logical unit of data stored in a distributed file system.
A file is consist of a number of blocks.

Part of a file.
The size of a block is typically fixed.
A block is replicated by a number of replicas.

Replication of a block.
Replica is actually stored in a distributed file system.

Physical enclosure of nodes.
Nodes in a rack are connected to a top-of-rack switch.
Inter-rack communication is more expensive than intra-rack communication.

Physical server that stores replicas and hosts slots to execute tasks.

Logical unit of computing resources.
A slot can execute a task at a time.

<table>
<thead>
<tr>
<th>Task Category</th>
<th>Location of the Block</th>
</tr>
</thead>
<tbody>
<tr>
<td>Local task</td>
<td>The same machine</td>
</tr>
<tr>
<td>Rack-local task</td>
<td>Another machine in the same rack</td>
</tr>
<tr>
<td>Remote task</td>
<td>A machine in another rack</td>
</tr>
</tbody>
</table>

Table 4.2. Terminologies used in Chapter 4

Table 4.3. Data Locality
Figure 4.2. Terminologies used in Chapter 4
Algorithm 1 General Fair Scheduler

Require: when slot $s$ on node $n$ becomes available
1: sort jobs in increasing order of share
2: for $j$ in jobs do
3: choose the best task $t$ of job $j$
4: if $t$ is good enough then
5: launch $t$, then exit
6: end if
7: end for

how Hadoop schedulers operate. In most Hadoop schedulers, the “share” typically represents the number of running tasks. If a task is to read data stored in a particular node, the task is considered the best for the node. Launching the best task right away might not be the best strategy; if there is a chance to find a better place to run the task, some schedulers, such as Delay scheduler [100], allow the task to be skipped.

In a heterogeneous cluster, the number of slots might not be an appropriate metric of the share because all the slots are not the same. Moreover, even on the same slot, the computation speed varies depending on jobs. The performance variance on different resources is also important to consider to improve overall performance of the data analytics cluster; assigning a job to unpreferred slots will not only make the job run slow, but also may prevent other jobs that prefer the slot from utilizing it.

To realize fair and effective job scheduling in a shared and heterogeneous cluster, we introduce progress share (PS) that captures the contribution of each resource to the progress of a job. We also show how progress share can be used to choose a task to launch.

4.3.1.1 Progress Share

Conceptually, progress share refers to how much progress each job is making with assigned resources (or slots in Hadoop) compared to the case of running the job on the entire cluster without sharing. The progress of a job over time will become slower if the job receives less resources, as seen in Figure 4.3. As the progress share is equivalent to the ratio of progress slope, it is between 0 (no progress at all - no resources received) and 1 (maximum progress - all available resources received).

The computing rate (CR) is used to calculate the progress share of a job. Specifically, given that $CR(s,j)$ is the computing rate of slot $s$ for job $j$, the progress share $PS(j)$ of job $j$ is defined as follows:

$$PS(j) = \frac{\sum_{s' \in S} CR(s',j)}{\sum_{s'' \in S} CR(s'',j)} \quad (4.1)$$
Progress Share of Job A = \text{Ratio of progress slope (b/a)}

where $S_j$ is a set of slots running tasks of job $j$ and $S$ is the set of all slots. The sum of the progress share for all jobs indicates the effectiveness of the resource assignment. If it is below 1, there is an alternative assignment that makes the sum above or equal to 1.

For example, suppose that we have two jobs, $A$ and $B$. If they run on a homogeneous cluster, each of them will receive half of the slots on the cluster and the progress will be half as well, as seen in Figure 4.4. As all slots are the same, both of the slot share and the progress share will be 0.5 for each job.

Now suppose that they run on a cluster that consists of two different types of nodes, $N1$ and $N2$, where there are two slots of $N1$ and four slots of $N2$. In addition, assume that a task of job $A$ runs three times faster on a slot of $N1$ than $N2$, whereas job $B$ runs on $N1$ as fast as on $N2$. Figure 4.5 illustrates how they will be scheduled if the cluster runs only one job. White and gray cells represent the slots of $N1$ and $N2$, respectively. The letter in each cell indicates the job occupying the slot. The graph below shows the progress of each job over time.

Figure 4.6 is an example of scheduling when the number of assigned slots is used as a share metric. The graph at the bottom-left shows the progress of each job over time. It is drawn only to the point at which there are enough tasks to schedule. Note
Figure 4.4. Homogeneous Cluster

Figure 4.5. Heterogeneous Cluster
Figure 4.6. Scheduling based on slot share

Figure 4.7. Scheduling based on progress share
that the translucent lines describes the progress each job would make if they occupied the whole cluster without sharing. The graphs on the right side track the change in the slot share and the progress share of each job. Even though each job occupies the same number (three) of slots at all times, the progress share of job A often falls below its fair share (0.5) because many tasks of job A run on slots of N2, which is not suitable for the job. As a result, job A is making less than half progress compared to the job that occupies the whole cluster. Obviously, job A is under-served in this scenario even though the job received enough slot-share.

In contrast, Figure 4.7 shows an example of progress share-based scheduling. The graph at the bottom-left shows that both jobs A and B are making more progress than they might otherwise. This is because they received more than half progress share all the time, as seen in the graph at the bottom-right. Note that job A sometimes received less than half slot-share. However, it does not make the job under-served as it received preferred slots. It shows that progress share-based scheduling not only guarantees that each job receives its fair share, but also reduces the job finishing time, thereby improving overall performance.

4.3.1.2 Task Selection

Once a job to be scheduled is selected using the progress share, the scheduler picks the best task of the job to run on the node, which typically has the minimum time to finish. As most Hadoop schedulers assume homogeneous environments, they usually pick a task that accesses the data stored close to the node. In other words, it picks a task in priority order of local, rack-local, and remote. This makes sense in homogeneous environments where it takes roughly the same time to process a task in the same job regardless of the node it runs, so only the time to transfer the data matters. However, in heterogeneous environments where the time to process a task varies depending on nodes, it is sometimes better to pick a remote task that runs faster on the node. Hence, we need to consider both the time required to read and the time needed to process the data, to pick the best task for the node.

Before illustrating our algorithm, we define a few variables. $B_j$ is the input blocks of job $j$, $\bar{B}_j$ is the blocks not yet assigned in $B_j$, $R_b$ is a set of replicas of block $b$, and $\text{block}(r)$ is the block that replica $r$ represents.

Choosing a task is equivalent to choosing a block $b \in \bar{B}_j$, then finding a replica $r \in R_b$. By “the best task” we mean the task that runs the fastest on the node. Hence, the scheduler chooses the $r$ that minimizes $T(s, j, r)$, which is the time to finish the task for job $j$ and its block $\text{block}(r)$ on slot $s$. The function $T(s, j, r)$ can be represented as the sum of two sub functions, $T_r(s, r)$ and $T_p(s, j, \text{block}(r))$, where
the former is the time to read replica \( r \) on slot \( s \) and the latter is the time to process block \( \text{block}(r) \) with the task of job \( j \) on slot \( s \).

While it is a difficult problem to predict \( Tr(s, r) \) and \( Tp(s, j, b) \) accurately, it is sufficient to have an approximate value for our purpose of picking a task within a job. Given that the block size is fixed, we can set \( Tp(s, j, b) \) to be inversely proportional to \( CP(s, j) \). For \( Tr(s, r) \), we can simply use a step function that represents local, rack-local, and remote tasks, or use disk/network bandwidth and the block size to calculate it analytically.

4.3.1.3 Launch Decision

After choosing a task, the scheduler should decide whether to launch the task or to skip it. The chosen task is the best for the slot regarding the time to read and process the corresponding input data block among the available ones within the job. However, it can be much faster to run the task on another slot. In other words, there might be another slot \( s' \in S \) and replica \( r' \in R_b \) where \( T(s', j, r') < T(s, j, r) \). In this case, the slot is not the most preferred for job \( j \) and block \( b \), even if the block is the most preferred for the slot. Thus, it may make more sense to let a task of another job run on the slot and wait for better slots to become available. Hence, the scheduler needs to consider the following two factors before making a decision: First, how “good” is the slot for the chosen task? Second, how long do we delay scheduling a task for the job to find a better slot?

The first question is to assess the preference of the slot with regard to the given job and the chosen block/replica compared to the other slots. The higher the preference, the more the scheduler is willing to launch the task on the node. Existing schedulers favoring data locality use three levels of preference, in the order of local, rack-local and remote. This is based on the assumption that, for each job, \( Tp \) is stationary and \( Tr \) has three levels. However, the assumption does not hold in heterogeneous environments where \( Tp(s, j, b) \) differs from slot to slot. Hence, we quantize the preference of a slot to a given job and block with a value between 0 and 1 rather than discrete numbers. To that end, we introduce a function \( \text{Pref}_{j,b}(s) \) to denote the preference of a slot \( s \) for job \( j \) and its block \( b \) (and the best replica, implicitly). The value is 1 for the most preferred slot and 0 for the least preferred one. We will describe the details of the function later in this section.

Once we have the preference value, we can answer the second question. Basically, the scheduler will wait longer before launching a task on a less preferred slot. Whenever a task of a job is picked to be scheduled, a delay threshold is determined based on the preference of the slot to the job. If the job has been delayed longer than the delay
threshold, the slot will be taken (i.e., the task is launched on the slot). Otherwise, the scheduler proceeds to the next job.

Delay scheduler uses pre-defined thresholds for each of the three levels of preference. For example, delay scheduler launches local tasks immediately while it waits five or ten seconds before launching rack-local or remote tasks, respectively. In contrast, in our case, it is difficult to use pre-defined thresholds as the preference is a continuous value rather than a discrete level. Thus, we calculate the threshold in proportion to the preference value with a pre-defined maximum delay. In other words, the slot is taken if the delay made to the job $j$ is less than $\text{Pref}_{j,b}(s) \times \text{max\_delay}$. For example, if the preference value is 0.5, the task is launched only if the delay for the job so far is more than half of the maximum delay.

We put all our scheduling components together and present our heterogeneity-aware MapReduce scheduler in Algorithm 2.

Now the question is how to define the preference function $\text{Pref}_{j,b}(s)$. We could take a naïve approach in which the values are evenly distributed in the order of the time required to finish the task, $T(s', j, r')$ for each $s' \in S$ where $j$ is given and $r' \in R_{\text{block}(r)}$. However, such an approach does not consider likelihood nor performance gain of finding better slots. For example, if the performance gap between the given slot and better ones is significant, it would be beneficial to wait more. Similarly, if there is a greater chance of finding better slots, the scheduler is more willing to give up the given slot. To take this into account, we define the preference function as follows.

$$\text{Score}_j(s, r) = \frac{1}{T(s, j, r)} \quad (4.2)$$

$$\text{BS}_{j,b}(s) = \max_{r' \in R_b} \text{Score}_j(s, r') \quad (4.3)$$

$$\text{Pref}_{j,b}(s) = \frac{\sum_{s' \in S} \text{BS}_{j,b}(s')} {\sum_{s'' \in S} \text{BS}_{j,b}(s'')} \quad (4.4)$$

All pairs of slots and replicas have their own score on each job, represented by $\text{Score}_j(s, r)$. $\text{BS}_{j,b}(s)$ (best score) is the highest score that slot $s$ can mark for job $j$ and block $b$. The preference of the given combination of job, block and slot, $\text{Pref}_{j,b}(s)$, is the sum of best scores of less preferred slots than $s$ divided by the sum of best scores of all slots. As only less preferred slots contribute to the preference,
Algorithm 2 Heterogeneity-Aware Scheduler

Require: when slot $s$ on node $n$ becomes available
1: sort jobs in increasing order of progress share
2: for $j$ in jobs do
3:   $b = \text{argmax}_{b' \in B_j}(BS(s,j,b'))$
4:   if $(1 - \text{Pref}_{j,b}(s)) \leq \text{delay}(j) / \text{max\_delay}$ then
5:     launch a task for $r$
6:   end if
7: end for

the value will be higher if there are fewer chances of having better slots. Also, as a score is proportional to the performance of each combination, the slot will become less preferred if the task will run faster on another slot. In this way, each combination will have weighted preference that reflects the expected performance gain of waiting for better slots.

4.3.1.4 Scheduler

To calculate the progress share of each job, the MapReduce system should be aware of the per-slot computing rate ($CR$). To that end, each job goes through two phases: calibration and normal. When a job is submitted, it starts with the calibration phase. In this phase, at least one map task is launched on each type of node. By measuring the completion time of these tasks, the scheduler can determine the $CR$. Once the scheduler knows the $CR$, the job enters the normal phase.

During the normal phase, the scheduler works similar to the Hadoop fair scheduler. When a slot becomes available, a job of which the share is less than its minimum or fair share is selected. However, if there is another job with a significantly higher computing rate on the slot, the scheduler chooses that job to improve overall performance. This is similar to the “delay scheduling” [100] mechanism in the Hadoop fair scheduler.

By using progress share, the scheduler can make an appropriate decision. As a result, the cluster is better utilized (i.e., the sum of the progress share $\geq 1$). In addition, each job receives a fair amount of computing resources.

4.4 Case Study

In this section, we examine two case studies to illustrate the potential benefits of our system using Amazon EC2. The first case study is to see the cost-performance
trade-offs that can be made in heterogeneous environments. The second one is to validate effectiveness of our progress share based scheduling algorithm.

4.4.1 Resource Allocation and Accelerator Nodes

As the first case study, we consider a situation in which a number of production jobs are issued periodically. To be more precise, we chose 5 jobs from the gridmix2 benchmark [5] as production jobs and have them arrive every 4 hours. To handle these jobs, we prepare clusters with various configurations and see the performance (i.e., the time to complete all jobs) and the cost associated with it.

Figure 4.8 shows the number of pending jobs in the queue over time. In the figure, “5 m1” means using 5 m1.large instances as core nodes. Similarly, “5 m1 + 4 m1” represents a cluster with 5 m1.large core nodes and 4 m1.large accelerator nodes. If we use 5 m1.large instances for core nodes, its capacity is overloaded by the production jobs; thus, the response time of a job keeps increasing over time. Therefore, we need to add more nodes to the core pool, or the accelerator pool. By expanding the core nodes to 9, we can make the cluster powerful enough to accommodate the production jobs. Yet another alternative is to have 4 m1.large accelerator nodes on top of 5 m1.large core nodes. This configuration performs a little less satisfactorily than a 9
m1.large core node configuration, as the accelerator nodes do not take part in the HDFS cluster and have no data-local tasks. However, it still performs reasonably well while saving on the cost because these accelerator nodes are not needed during the last one hour period before another round of production jobs come.

Figure 4.9 shows the number of pending jobs in the queue during one round of the production jobs on the clusters with various configurations. In the figure, “5 m1 + 4 c1” represents a cluster with 5 m1.large core nodes and 4 c1.medium accelerator nodes. As we can see, the jobs finished earlier as more accelerator nodes were added. For example, with three of the accelerator-rich configurations (5m1+8c1, 5m1+12c1, and 5m1+15c1), it took less than 2 hours while it took between 2 and 3 hours with other configurations. In other words, if the jobs have tighter deadlines, it is possible to meet the deadlines with additional expenditure.

Another thing to note is that accelerator nodes can be released after the jobs were done, so using more accelerators can cost less. For example, the cluster with 8 accelerator nodes of c1.medium instance (5m1+8c1) can finish all jobs less than 2 hours, we need to pay for only 2 hours’ usage of accelerator nodes. On the other hand, it takes more than 2 hours with 6 c1.medium accelerators (5m1+6c1), which requires paying charges for 3 hours. Figure 4.10 shows the cost to maintain the cluster during one round of the production jobs (4 hours) and the relative speed of processing the
As expected, 5m1+6c1 costs more but performs worse than 5m1+8c1. Hence, there is no reason to choose 5m1+6c1 configuration over 5m1+8c1.

Overall, by having accelerator nodes that can be released when the jobs are done, the cost to maintain the cluster is reduced by 11%, from $12.24 (9m1) to $10.88 (5m1+4m1). Moreover, by using c1.medium instances that have faster CPUs at lower prices than do m1.large (see Table 4.1), we can cut the cost further by 28%, to $8.84 (5m1+4c1).

### 4.4.2 Job Affinity and Progress Share

The second case is when there is significant job affinity. We used a GPU-acceleratable dictionary-based cryptographic attack job (Crypto), and a sort job (Sort) for this case. We selected Crypto because it can exploit the GPUs whereas jobs in Gridmix2 cannot. It helps us to highlight the benefit of progress share-based scheduling algorithm. We prepared a small cluster consisting of two nodes and used the fair scheduler.

The first bars in Figure 4.11 show the completion time of each job when the two nodes are all cc1.4xlarge instances. For the second bars, we replaced a node with a cg1.4xlarge instance that is identical to cc1.4xlarge except for the GPUs with which it is equipped. Even though there is no significant difference for Sort because it is not
able to utilize GPU, we can observe a significant performance gain for Crypto, which runs twice faster. This suggests the benefit of having a heterogeneous cluster.

However, just having a heterogeneous cluster does not lead to optimal usage; the scheduler will assign tasks randomly without being aware of job affinity. The last bars show the results with a hardware-aware scheduler that adopts progress share. By prioritizing to the Crypto job to the nodes with GPUs, the job was completed much earlier, about 30% faster than the default scheduler.

It is worth noting that even the sort job finished earlier compared to other cases because the Sort receives more than half of slots at any moment. Assigning a fraction of a cg1.xlarge node to Crypto contributes a significant amount towards its progress share, which in turn makes the Sort job receive more resources to match its progress share to Crypto’s. Even if Sort receives more slots than Crypto, we argue that it is more fair than giving the same number of slots to each job because Crypto already receives significantly preferred resources, which quickens its progress.

In this case study, we can see that the scheduling algorithm of the analytics engine plays an important role to improve performance while providing fairness.
4.5 Chapter Summary

The cloud environment is already heterogeneous, and will be more so. Current cloud providers offer heterogeneous resource containers (i.e., VM instances), and as the technology advances, the degree of heterogeneity in the Cloud will be ever increasing. Therefore, it is important for cloud-oriented applications to exploit the heterogeneity. However, many cloud applications assume a homogeneous environment. Even though some take heterogeneity into account, the efforts are usually limited to avoiding failure or performance degradation due to heterogeneity, rather than taking advantage of it.

In this chapter, we presented a system architecture to allocate resources to maintain a MapReduce cluster in a cost-effective manner. By considering various configuration possible in a heterogeneous environment, we could cut the cost of maintaining such a cluster by 28%. In addition, we proposed a scheduling algorithm that provides good performance and fairness simultaneously in a heterogeneous cluster. By adopting progress share as a share metric, we could improve the performance of a job that can utilize GPUs by 30% while ensuring fairness among multiple jobs.
Chapter 5

Performance Prediction in Unpredictable Environments

In previous chapters, we considered initial placement, resource allocation and job scheduling problems in cloud computing environments. Our solutions to those problems are based on models that produce a single point-value prediction (e.g., predicted completion time). However, the dynamic nature of cloud environments makes the performance highly variable and unpredictable. To address this issue, we propose a method to predict the completion time distribution with stochastic values, rather than point-values in this chapter. In addition, we will describe how to apply such a prediction method to resource allocation in unpredictable cloud environments.

This chapter is organized as follows. We begin by motivating the need for performance prediction based on stochastic values in Section 5.1. Then we describe the modeling method for MapReduce jobs in Section 5.2. We evaluate the effectiveness of our method in Section 5.3 and present use-cases of the method in resource allocation in Section 5.4. Then we summarize the chapter in Section 5.5.

5.1 Motivation

As seen in previous chapters, the performance prediction of MapReduce jobs is critical to find an optimal placement of virtual machines in cloud environments. It is also important to determine the adequate amount of resources allocated to finish the job in reasonable time. For example, if too few resources are allocated to a MapReduce job that has a certain deadline to finish, the job will not finish in time. Allocating all the available resources is not an option either, as other applications are running concurrently. To make a proper resource allocation decision for a MapReduce
job, it is necessary to predict the completion time of the job subject to the resource allocated.

However, the cloud computing environment poses a number of challenges for performance prediction. As depicted in Chapter 1, the impact of multiple applications sharing machines in a cloud makes it hard to predict application performance. The heterogeneity of hardware and resource preemption caused by over-subscription makes it even more unpredictable. MapReduce jobs are particularly susceptible to preemption because many batch jobs have lower priority than services such as web servers. The resulting dynamic and unpredictable natures of cloud environments lead to high variability in the completion time of MapReduce jobs. As a result, the completion time varies even with the same configuration. Figure 5.1 is a histogram of the completion times of 100 executions of a 500G Sort on 100 machines in one of Google’s datacenters. As expected, the results are highly variable, ranging from 700 seconds to 1400 seconds.

Previously, there has been a body of effort to predict the completion time of MapReduce jobs, as described in Section 2.2.2 and 2.2.3. However, many of them provide a single point-value (e.g., average) as the predicted completion time of a job. Some of them use multiple values (e.g., best and worst) to predict the completion time, but they are still fixed values and do not indicate a probabilistic distribution of possible completion times.
To provide more useful prediction that accounts for the long-tail distribution of the completion time, we propose a method to predict the completion time distribution. Our prediction method uses stochastic parameters to model MapReduce execution and performs a Monte-Carlo simulation to produce a number of possible outcomes. The results are analyzed to determine the probability distribution of the completion time.

This method can be extended to handle different input sizes, and used in deadline-based worker allocation and online remaining time prediction. In the following sections, we will show that our model can effectively predict the completion time distribution and describe a couple of use cases in which the distribution prediction can be used.

5.2 Modeling a MapReduce job using stochastic values

5.2.1 MapReduce Execution Model

MapReduce [36] is a software framework introduced by Google to support distributed processing on large data sets on a cluster of computers. Basically a MapReduce job goes through the following three phases.

Map phase The map phase consists of a number of map tasks. Each task is responsible for reading a block (split) of the input file, applying a user-defined map function, and producing map intermediate data. Typically the number of map tasks is much larger than the number of workers.

Shuffle phase The shuffle phase consists of a number of shuffle tasks. Each shuffle task is responsible for reading and sorting a subset of map intermediate data hashed on map output keys to that shuffle task and producing shuffle intermediate data. The map and shuffle phases can overlap because shuffle tasks can start reading map intermediate data as soon as any map task finishes.

Reduce phase The reduce phase consists of a number of reduce tasks. Each reduce task has a corresponding shuffle task. A reduce task reads the corresponding shuffle intermediate data, applies user-defined reduce function and produces the final results. Typically the number of shuffle/reduce tasks is set to be a little lower than the number of workers, but sometimes it is larger.

Therefore, if we are able to determine the duration and the scheduling order of each task, we can simulate the execution of the job and estimate the completion time. However, due to the non-determinism in the scheduling and variability of
worker performance (i.e., a worker may be co-hosted with other workloads on the same machine), the duration of each task is not static. In other words, they behave differently from execution to execution, even if they apply the same function to the same data on the same set of machines. Hence, it is virtually impossible to simulate the exact execution behavior of a job and come up with an accurate prediction. This motivates us to use stochastic values to parameterize the characteristics (i.e., the duration of each task) of a MapReduce job instead of point values.

To capture the non-determinism of the MapReduce job execution, we first need to model the task durations of each phase, and one of the simplest ways to describe a stochastic value is using a normal distribution. However, observation has shown that the task duration of each phase is actually a long-tail distribution, as shown in Figure 5.2. The green lines represent the fitted normal distribution, while red lines describe the fitted log-normal distribution. We can see that the log-normal distribution fits better than the normal distribution. Because the normal distribution is symmetrical and unsuitable to model long-tails, we use the log-normal distribution to represent the task duration. Among many distributions that can describe a long-tail distribution, we chose the log-normal distribution because it fits the actual distribution better and is easy to manipulate. For example, the Pareto distribution is another long-tail distribution that is widely used. However, it has the maximum frequency at the minimum value, which is different from actual observation. In addition, if we assume that the variables follow the log-normal distribution, it is easy to derive
parameters to describe the distribution ($\mu$ and $\sigma$). Equation 5.1 shows how they are calculated from the mean and variance of variables.

\[
\mu = \ln(E[X]) - \frac{1}{2} \ln(1 + \frac{\text{Var}[X]}{E[X]^2}),
\]

\[
\sigma^2 = \ln(1 + \frac{\text{Var}[X]}{E[X]^2}).
\]  

(5.1)

Once we parameterize the durations of each phase using the log-normal distribution, we can estimate the probabilistic distribution of the expected completion time of a job by performing a Monte-Carlo simulation as follows:

1. Generate the duration of each task in a map/shuffle/reduce phase randomly based on the task duration distribution.
2. Schedule the tasks on a pre-defined number of workers using a greedy scheduling algorithm.
3. Find the estimated completion time, which is the last reduce task of the job.
4. Repeat 1-3 multiple times to produce a number of outcomes.
5. Analyze the outcomes to get the probability distribution of the completion time.

5.2.2 MapReduce Execution Model - Take Two

However, simply following the simulation steps described above will not estimate the completion time very well in real cloud environment for a few reasons:

Worker arrival time Not all workers become available at the beginning. The worker arrival time is a function of scheduling delays, package distribution delays, invocation delays, and the time required to register with the master.

Idle in shuffle phase The shuffle phase can start as soon as the map phase begins. As shuffle tasks read intermediate data that is generated by map tasks, the first wave of shuffle tasks spends a fair amount of time in an idle state waiting for intermediate data to become available. This introduces a significant skew in the shuffle task duration distribution.

To capture the worker arrival time, we added it to our MapReduce model and simulation step. As shown in Figure 5.3, the worker arrival time follows the log-normal distribution. Hence, we use the same method to model the distribution of worker
arrival time as other task durations. In the simulation step, we sample the worker arrival time from the distribution and have workers available when the simulation time passes the arrival time of each worker rather than assuming that all the workers are ready from the beginning.

To address the skew in shuffle durations, we divide the shuffle phase into two waves.

**First wave** The shuffle tasks in the first wave start before the map phase finishes. Shuffle tasks in the first wave can start as soon as the map phase begins, but they may end up waiting for map intermediate data to become available. Hence, the shuffle durations of the first wave are longer than the time required to read and process the data.

**Second wave** The rest of the shuffle tasks occur in the second wave. They start after the map phase finishes and all the map intermediate data become available. It is likely that the shuffle duration of the second wave will be shorter than that of the first wave because no delay is involved. However, if the shuffles lag behind the maps (i.e., the map throughput is greater than the shuffle throughput), there will be no significant difference. It is also worth noting that, if the number of reduce workers is larger than the number of shuffle tasks, there will be no shuffle task in the second wave.

Now we describe the complete steps of our MapReduce execution simulation as shown in the pseudo-code below.
Figure 5.4. Histogram of Shuffle Duration of First and Second Wave

\( w = \) the number of workers
\( m = \) the number of map tasks
\( r = \) the number of shuffle/reduce tasks

\( W = w \) samples for worker arrival times
\( M = m \) samples for map durations

\[\text{for } i = 1 \text{ to } m \]
\[\text{# for all map tasks} \]
\[\text{for all map tasks} \]
\[\text{find worker } j \text{ where } W[j] = \min (W) \]
\[\text{find an available worker} \]
\[\text{then schedule the map task} \]

map_end = \max(W) \quad \text{# map phase finished} \]

\( S1 = w \) samples for shuffle durations of the first wave
\( S2 = r-w \) samples for shuffle durations of the second wave
\( R = r \) samples for reduce durations

\[\text{for } i = 1 \text{ to } w \]
\[\text{# adjust worker timer} \]
\[W[j] = \text{map_end} \]

\# schedule first wave shuffle tasks and corresponding reduce tasks
\[\text{for } i = 1 \text{ to } w \]
\[W[i] = W[i] + S1[i] + R[i] \]

\# schedule second wave shuffle tasks and corresponding reduce tasks
\[\text{for } i = 1 \text{ to } r-w \]
\[\text{find worker } j \text{ where } W[j] = \min (W) \]
\[W[j] = W[j] + S2[i] + R[i+w] \]
simulated_completion_time = max(W)
    # completion time is when all tasks finish

Performing the simulation multiple times yields multiple samples of simulated completion time. To describe the distribution, we take the mean and standard deviation of the completion times.

Figures 5.5 shows the completion time distribution of 100 actual executions (of a 500G/100 workers/120 reduce tasks Sort) and 100 simulated executions based on the statistics derived from the actual executions.

We can see that the completion time distribution also follows the log-normal distribution, and the predicted distribution resembles the actual distribution. However, the actual one is sharper than the predicted one, which leaves room to improve the model in future works.

5.2.3 Model Adjustment

In the previous sub-sections, we assumed that the duration of each phase is available as stochastic values. These values can be extracted from past executions of the same job with the same configuration on the same dataset. However, in practice, a MapReduce job rarely processes the same data even in the case of a production query that is executed repeatedly. Thus, the past history will consist of executions on data of different sizes. Moreover, if the job is a one-time query, there will be no
past execution history to reference. In that case, we may want to execute the job on a smaller, trial dataset to build a model and then use the model to predict the performance of the job on an actual dataset that is larger. Hence, in general, we want to adjust the model parameters to apply to the job that processes different data sizes.

When the input data size changes, some of the durations may change while the others may stay the same. For example, when the input size increases, the duration of the reduce tasks will also increase, as the data mapped to each reduce task will be larger. In contrast, the duration of the map tasks will not be affected, as the size of the input split will be the same. Figure 5.6 shows how the task durations of each phase change when the input size varies. As we explained above, the map duration stays fairly constant, whereas the others increase linearly as the input data becomes bigger. Hence, we use linear regression to adjust the parameters in the model to apply the model to jobs that process data of different sizes.

5.3 Evaluation

In this section, we evaluate our model to predict the completion time of MapReduce jobs. We examine three aspects. Firstly, we use the model to predict the
performance of the job with the same configuration. Secondly, we will apply the model to the job run on a different number of workers. Lastly, we will adjust the model to predict the performance of the job with different input data sizes.

For experimental evaluation, we use two benchmarks - Sort and Saw. Sort generates 500G as the input data, processes the data, and produces output data of the same size as the input data. Saw is for processing a 240G fetchlog and producing small output (around 100KB).

### 5.3.1 Prediction with the same configuration

First, we examine how the model accurately reconstructs the executions. For the Sort benchmark, we use 50/100/150/200 workers with different numbers of reduce tasks (40/80/120/160/200). For Saw benchmark, we set the number of workers as 10/20/40/80/160/320 and the number of reduce tasks as 1/5/10. It turns out that the impact of changing the reduce task size is negligible, so we will just show the case of one reduce task here. We ran 10 experiments for each benchmark and ran a Monte-Carlo simulation with 10 iterations to generate the predicted completion time distribution.
Figure 5.7 shows the results of the Sort benchmark. Various configurations are enumerated along the X-axis. Each configuration is represented by the number of workers and reduce tasks. For example, "M50_RS40" means that the job ran on 50 workers and the number reduce tasks was set to be 40. For each configuration, the red and yellow bars show the mean completion time of actual and simulated executions, respectively. The standard deviation is presented by the error bar. The results of the Saw benchmark are presented in Figure 5.8.

For both benchmarks, the results show that our simulation model gives us a fairly accurate prediction of the job completion time. In some cases, the prediction works better than in other cases, but overall, it looks accurate enough.

5.3.2 Prediction with different numbers of workers

Next, we examine how well the model can be used to predict the completion time of jobs with different numbers of workers. We use the Sort benchmark for this evaluation. To build the model, we first collect the statistics by using a small number of workers. Specifically, 50 workers are used for a Sort job with 120 reduce tasks. Then, we use the model to predict the completion time distribution of jobs with different numbers of workers.
Figure 5.9. Sort with 50 workers

Figure 5.10. Sort with 100 workers

Figure 5.11. Sort with 200 workers
Figure 5.12. Sort for 50G data, interpolated from 10G and 100G

Figure 5.13. Sort for 100G data, extrapolated from 10G and 50G

Figure 5.9 shows the result for the same number of workers (50), whereas Figures 5.10 and 5.11 present the results for 100 and 200 workers, respectively. In each graph, the histogram is for the measured completion time. The simulated results are fitted into a log-normal distribution, which is drawn with a dotted line. As the number of workers becomes bigger, the histogram moves towards the left, or a shorter completion time.

5.3.3 Prediction with different input sizes

Next, we examined how well the model can be used to predict the completion time of jobs with different input sizes. As we discussed in the previous section, the
model must be adjusted for jobs with different input sizes. Specifically, the task durations of the shuffle and reduce phases change as the input size varies. Observations suggest that the relationship between task durations of these phases and the input size is linear, so we can derive adjusted models for a particular input size from past executions by using interpolation or extrapolation.

Figure 5.12 shows a case of interpolation. The histogram in the figure presents the measured completion time of Sort for 50G input data, while the dotted line represents the predicted completion time distribution. The model for 50G Sort is derived from the statistics of 10G and 100G Sort.

Similarly, Figure 5.13 shows a case of extrapolation, with the histogram of the measured completion times and the dotted graph of the predicted completion time distribution of Sort for 100G input data. The model is derived from the statistics of 10G and 50G Sort.

5.4 Use Cases

In the previous section, we verified that our method is capable of predicting the completion time distribution fairly well. Once the model for a given job is built by referring to past executions or trial executions on smaller datasets, we can use the model to predict the completion time distribution with any number of workers. Because the prediction comes with a probability distribution, we can estimate the chance of finishing the job within a particular timeframe, which is not possible using a single-value prediction. In addition, as our method is based on Monte-Carlo simulation, we can perform a remaining time prediction by beginning the simulation steps from the current state of the job. In this section, we will discuss the benefit of our method by describing several cases in which it can be used.

5.4.1 Worker Allocation

One of the most straightforward use cases of our method is determining the number of workers required to finish a job on time with a certain confidence level. When submitting a MapReduce job, users usually specify the number of workers. Generally, having more workers reduces the completion time of a job because of increased parallelism. However, as users pay for the computing resources in the cloud environment, they need to make a trade-off between the cost and job completion time. To make such a trade-off, users need to predict the job completion time with a certain number of workers to estimate the cost of the resources. The completion time prediction is also necessary to see whether the amount of resources is enough to meet the
Figure 5.14. Online Prediction

Figure 5.15. Online Prediction
job deadline. However, due to the variability of the cloud environment, a point-value prediction is not effective enough. For example, even if the number of workers was set so that the predicted completion time of a job occurs before the deadline in average cases, there is still a chance to miss the deadline. Users may add a few workers as a buffer, but it will still not be clear how likely it is that the deadline will be met.

With our method, in which users know the probability distribution of the job completion time, it is possible to make trade-off decisions based on the importance of meeting the deadline. We will describe this use case by providing an example. Figure 5.14 shows the probability density function (PDF) of the predicted completion time of a 500G Sort with 50, 100, and 200 workers using solid, dashed, and dotted lines, respectively. The figure shows that having more workers increases the probability of finishing the job earlier. For example, suppose that the job must be completed within 1,400 seconds. We can say that there is a 50-50 chance of meeting the deadline with 50 workers, and the chance rises as we add more workers. The corresponding cumulative distribution function (CDF) in Figure 5.15 gives us a clear idea of this concept. If we add 50 more workers (100 workers in total), the possibility of meeting the deadline will be 80%, which is much better than 50%. With additional 100 workers (200 workers in total), the possibility is slightly higher, but is not the best solution if we consider the cost of the additional workers. Hence, users may want to compare the cost and the likelihood of meeting the deadline, varying the number of workers. Such a sensitive trade-off is possible if the completion time is predicted in distribution.

In addition, this method enables a more sophisticated trade-off based on the performance requirement of a job. Suppose that a job has a certain deadline that is associated with a reward function. The function may indicate how important it is to meet the deadline. For example, if a job has a hard deadline but it does not matter how early it is finished, we can set the function to return a constant reward before the deadline and a large penalty (i.e., negative reward) after the deadline has passed. The following is another example. If we want a job to be finished as soon as possible but there is no specific deadline, we can set the reward function to monotonically decrease. Once such a reward function is specified for a job, users can determine the number of workers needed by comparing the cost of using computing resources until the job is finished and the reward for finishing the job, based on the completion time prediction. This kind of trade-off is particularly useful if a limited number of workers are shared among multiple jobs. By calculating expected outcomes, the user can distribute workers in a way that maximizes the reward.
Figure 5.16. Online Prediction for 500G Sort with 200 Reduce Splits on 50 Machines
5.4.2 Online Remaining Time Prediction

Another interesting use-case for our prediction model is the on-line prediction of the remaining time to finish a job. As our method is simulation-based, we can perform a remaining time prediction by beginning the simulation steps from the current state of the job.

Figure 5.16 shows the actual and predicted remaining time of a 500G Sort with 200 reduce splits on 50 machines, over the course of the job execution. The remaining time prediction is performed every 20 seconds. The dashed line follows the actual remaining time that is calculated from the actual completion time. The solid line with circle markers represents the mean of the predicted remaining time at each prediction point, with an error bar that indicates one standard deviation. This gives users not only the expected remaining time but also the probability distribution, allowing users to make a more detailed estimation of the completion time. In addition, it can be used to detect performance anomalies, which occur at the extreme of the distribution.

Going further, such an on-line remaining time prediction can be used to see the effect of changing the number of workers (i.e., adding more workers when some become available). In Figure 5.17, The solid line with cross marker is added to indicate the predicted remaining time to finish the job if 50 more workers were added at each moment. Note that error bars are omitted to make the graph readable. As shown in the graph, this enables us to estimate how much benefit (i.e., reduced job completion time) is expected when more workers are added at a certain time. The graph tells us that the benefit of adding more machine is diminished as the time proceeds. For example, the completion time will be about the half if the additional machines are available from the beginning, but the reduction in the completion time is decreasing as the moment of adding more machine goes later. At around 600 seconds the reduction becomes zero, which means that adding more workers does not help in reducing the completion time.

The benefit of adding workers also depends on other parameters of the job. For example, if the job has not enough splits to make use of additional workers, the benefit will be very limited. Figure 5.18 shows the case that the job has 40 reduce splits rather than 200. Because there are not enough reduce splits to fill the workers, the user can expect no benefit of adding workers.

In addition, the user can perform a trade-off analysis on the cost and benefit of changing the number of workers on the fly as it provides the probability distribution. For example, if the user has multiple jobs running concurrently, and a worker becomes available, the user can decide to which job the worker should be assigned based on
Figure 5.17. Online Prediction for 500G Sort with 200 Reduce Splits on 50+50 Machines
Figure 5.18. Online Prediction for 500G Sort with 40 Reduce Splits on 50+50 Machines
the benefit of having more workers and the importance (i.e., the scale of reward) of various jobs.

5.5 Chapter Summary

The cloud environment is highly variable and unpredictable, which makes predicting job performance difficult. As seen in the previous chapters, the performance prediction is critical to find an optimal placement of virtual machines in cloud environments and to determine the adequate amount of resources allocated to finish the job in a reasonable time. However, the variability and unpredictability make predictions inaccurate, which may lead to an improper resource allocation and/or scheduling decision.

If it is difficult to monitor the cause of variability and feed it into the performance prediction routine, an alternative might be coming up with the performance prediction associated with a confidence level. In other words, if we can predict the job completion time with various confidence levels, we can pick one according to the tightness of the deadline. For example, if the deadline is hard, we will want to allocate enough resources so that the job is highly likely to finish in time, say, with 90% confidence. In other cases that meeting the deadline is desirable but not critical, we can use the prediction with lower confidence level.

To realize this, we proposed a method to predict the probability distribution of a MapReduce job completion time. Our method can enable a user to predict the distribution fairly well and to make sophisticated trade-off decisions that are difficult when using a point-value prediction.
Chapter 6

Conclusion and Future Research Directions

Two players in cloud computing environments, cloud providers and cloud users, pursue different goals; providers want to maximize revenue by achieving high resource utilization, while users want to minimize expenses while meeting their performance requirements. However, it is difficult to allocate resources in a mutually optimal way due to the lack of information sharing between them. Moreover, ever-increasing heterogeneity and variability of the environment poses even harder challenges for both parties. In this thesis, we addressed these problems of the cloud environments using MapReduce as a target application.

Our contribution is three-fold. The first contribution of this work is a resource placement framework that is application- and resource-aware. This deals with the issues of cloud providers in allocating resources to the user’s application efficiently so that the application runs faster with the fixed amount of resources.

The second contribution is a heterogeneity-aware resource allocation and job scheduling scheme for MapReduce workloads. We proposed an overhauled scheduler that considers heterogeneity while maintaining the simplicity of the current scheduler.

The third contribution is a method with which to predict the performance of a job in the form of completion time distribution rather than a single point value. It enables us to allocate resources to meet the deadline with a certain level of confidence, which is difficult to achieve with a point-value prediction.

In this chapter, we summarize our efforts to improve the Cloud and present future research directions.
6.1 Topology-Aware Resource Placement

We proposed and evaluated a topology-aware resource allocation solution in the cloud environment. Our approach derives application-specific information with little manual input and finds an optimized allocation with low latency and high confidence. In this work, we build a solution for resource placement for providers based on a lightweight MapReduce simulator and a genetic algorithm-based search optimization to guide resource allocation. We have developed a prototype of our architecture and demonstrated the benefits of our architecture on a cluster with 80 nodes on a sort and analytics-based benchmark. Our results show that TARA can reduce completion time by up to 59% compared to simple allocation policies.

6.2 Resource Allocation and Scheduling in Heterogeneous Environments

We also presented a system architecture for users to make resource requests in a cost-effective manner, and discussed a scheduling scheme that provides good performance and fairness simultaneously in a heterogeneous cluster, by adopting progress share as a share metric. By considering various configurations possible in a heterogeneous environment, we could cut the cost of maintaining such a cluster by 28%. In addition, we proposed a scheduling algorithm that provides good performance and fairness simultaneously in a heterogeneous cluster. By adopting progress share as a share metric, we were able to improve the performance of a job that can utilize GPUs by 30% while ensuring fairness among multiple jobs.

6.3 Performance Prediction in an Unpredictable Environment

Finally, we proposed a method to predict the probability distribution of a MapReduce job completion time in highly variable and unpredictable cloud environments. Our method can enable a user to predict the distribution fairly well and to make sophisticated trade-off decisions that are difficult when using a point-value prediction. For example, users can choose the number of machines to meet the job deadline with a certain confidence level, which depends on the importance of meeting the deadline. It also enables users to reason about the benefit of adding more machines while a job is running.
6.4 Future Research Directions

In this thesis, we developed methods to make resource allocation and job scheduling decisions more effective in the Cloud. These methods are based on the current abstraction of interaction between providers and users as follows: the provider offers a set of resource containers with certain specifications, the user makes a resource request that includes the number and the type of resource containers, the provider finds available resources to meet the request and rents them to the users, and then the user runs his application on the allocated resources. However, we realize that the current abstraction of interaction is too limited to exploit the full potential of the Cloud. In this final section of the thesis, we describe some specific future research directions that involve revamping the abstraction.

6.4.1 SLA-based Resource Allocation

Form the users’ perspective, it is desirable to use as few resources as possible to minimize their costs, as long as they are sufficient to meet application-level requirements such as service-level agreements (SLA). Suppose that the resources are provided in the form of VMs with a certain resource configuration (e.g., the number of Compute Units and the amount of memory/disk space in Amazon’s EC2); the question is how many and what kinds of VMs should be used to meet application-level requirements. Usually, it is the user’s responsibility to make such a decision.

To answer the question, several solutions have been proposed. Bodík et al. [28] used machine-learning techniques to derive a model of resource-level requirements to meet SLA and adjust the number of VMs according to the demand. Chang et al. [32] formulated the problem as an optimization problem to determine the number and the types of VMs that minimize the cost.

However, the ultimate concern of the user is to meet application-level requirements. In this sense, the number and the type of VMs does not matter as long as the allocated resources are sufficient to keep the desired level of quality of applications (e.g., job completion time or response time). In other words, if providers are informed of the application-level quality metric, users might delegate the decision to providers. It will also give providers a higher degree of freedom in managing their resources.

6.4.2 VM Migration

VM migration [95] is a valuable tool to balance loads and mitigate resource contention. When multiple applications compete for the same resources, live VM mi-
Migration techniques can be used to mitigate the problem. However, several conditions should be met to apply VM migration; The VM image should be small enough and in a shared storage. In addition, migration should be done within the same subnet. Otherwise, VM migration is impossible or imposes a significant performance penalty. The cost of VM migration also depends on the application. Hence, it is difficult for providers to tell whether it is applicable to a particular VM. These challenges cause cloud providers to refrain from using VM migration actively.

However, some users might be willing to allow providers to migrate VMs as long as enough incentives are offered. Hence, it will make more sense to let users decide whether VM migration is desirable for their applications and give them incentives (e.g., lower cost, better performance, higher priority, etc.) to opt for enabling migration. This will let providers organize resources more effectively. For example, suppose that some machines with GPUs are occupied by non GPU-acceleratable but migration-enabled applications and a large resource request for GPU-equipped machines has arrived. The provider is now able to migrate out these non-GPU-acceleratable applications to host GPU-acceleratable ones.

6.4.3 Cooperative Scheduling

In most cases, the interaction between providers and users occur as shown in Figure 1.1 in Chapter 1. A user sends a request for resources to a provider, and then the provider looks for the resources to meet the request. Once resources are handed to the user, the provider does virtually nothing in terms of resource allocation. This might not be desirable for both providers and users, especially when the resource availability of the provider changes frequently and the resource requirement of the user is flexible.

Mesos [49] suggests one interesting alternative. Mesos [49] is a platform for running multiple diverse cluster computing frameworks, such as Hadoop, MPI, and web services, on commodity clusters. With Mesos, providers “offer” resources to users, and users decide to either accept or reject the offer. In this way, users can make fine-grained decisions based on their time-varying resource preference while making providers’ job simple. One caveat of the current implementation is, though, that this model does not work well unless users return assigned resources frequently due to the lack of preemption. However, by developing more features that are suitable for the cloud environments, we believe that it could evolve into a cloud-oriented datacenter operating system.
6.5 Summary

In this thesis, we addressed “the cloud resource management problem”, which is to allocate and schedule computing resources in a way that providers achieve high resource utilization and users meet their applications’ performance requirements with minimum expenditure.

We approached the problem from various aspects, using MapReduce as our target application. From provider’s perspective, we proposed and evaluated a topology-aware resource placement solution to overcome the lack of information sharing between providers and users. From user’s point of view, we presented a resource allocation scheme to maintain a pool of leased resources in a cost-effective way and a progress share-based job scheduling algorithm that achieves high performance and fairness simultaneously in a heterogeneous cloud environment. To deal with variability in resource capacity and application performance in the Cloud, we developed a method to predict the job completion time distribution that is applicable to making sophisticated trade-off decisions in resource allocation and scheduling.

Our solutions are based on the current abstraction of interaction between providers and users that limits both parties’ ability to exploit the full potential of the Cloud. We envision that revamping the abstraction will open up the possibility to solve the problem in a fundamental way.
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