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Photoresist lithography is a critical step in producing components for high-density data storage and high-speed information processing, as well as in the fabrication of many novel micro and nanoscale devices. With potential applications in next generation nanolithography, the chemistry of a high resolution photoresist material, hydrogen silsesquioxane (HSQ), is studied with two different state-of-the-art, chemically selective microscope systems. Broadband coherent anti-Stokes Raman scattering (CARS) micro-spectroscopy and scanning transmission X-ray microscopy (STXM) reveal the rate of the photoinduced HSQ cross-linking, providing insight into the reaction order, possible mechanisms and species involved in the reactions.

Near infrared (NIR) multiphoton absorption polymerization (MAP) is a relatively new technique for producing sub-diffraction limited structures in photoresists, and in this work it is utilized in HSQ for the first time. By monitoring changes in the characteristic Raman active modes over time with ~500 ms time resolution, broadband CARS micro-spectroscopy provides real-time, in situ measurements of the reaction rate as the HSQ thin films transform to a glass-like network (cross-linked) structure under the focused, pulsed NIR irradiation. The effect of laser power and temporal dispersion (chirp) on the cross-linking rate are studied in detail, revealing that the process is highly non-linear in the peak power of the laser pulses, requiring ~6 photons (on average) to induce each cross-linking event at high laser power, which opens the possibility for high resolution MAP lithography of HSQ. Reducing the peak power of the laser pulses, by reducing average laser power or increasing the chirp, allows fine control of the HSQ cross-linking rate and effective halting of the cross-linking reaction when desired, such that broadband CARS spectra can also be obtained without altering the material.

Direct-write X-ray lithography of HSQ and subsequent high resolution STXM imaging of line patterns reveals a dose and thickness dependent spread in the cross-linking reaction of greater than 70 nm from the exposed regions for 300 nm to 500 nm thick HSQ films. This spread leads to proximity effects such as area dependent exposure sensitivity. Possible mechanisms responsible for the reaction spread are presented in the context of previously reported results. X-ray lithography and imaging is also used to assess the X-ray induced cross-linking rate, and similarities are observed between NIR MAP and X-ray induced network formation of HSQ.
This dissertation is dedicated to my parents – who always encouraged me to ask “Why?”
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1 Introduction

The powerful handheld computers and medical devices that we rely on every day are based on integrated circuits with nanoscale features, made possible by the lithography of polymer photoresists. What’s more, photoresists are now used to fabricate micro- and nanoscale components for a whole host of novel optical, electronic and mechanical devices, developed to address a vast variety of needs in materials, chemistry, physics and biomedical research and diagnostics. As the demand grows for smaller structures and faster, smaller, more reliable devices, so must the photoresist technology advance, requiring constant research into state-of-the-art resist materials, their photochemistry, exposure sources and photolithography techniques. For the next generation of components with sub-20 nm lithographic features, a promising class of silicon-based resists are based on the “building block” molecule hydrogen silsesquioxane (HSQ). Some of the smallest lithographic structures in any resist to date, down to 4.5 nm in width, have been produced in HSQ.\textsuperscript{1,2}

The standard photoresist measurement tools, AFM and SEM, require additional processing steps after exposure prior to imaging of the photoresist patterns. Commonly used spectroscopic tools such as FTIR provide chemical selectivity without additional processing, but have insufficient temporal and spatial resolution to answer some of the pervasive questions about HSQ thin films, and so the conversion mechanisms applicable to micro and nano-patterning of HSQ are still not well understood. Therefore, broadband coherent anti-Stokes Raman scattering (CARS) microscopy and scanning transmission X-ray microscopy (STXM) are used here to provide a balance of high spatial resolution (~400 nm and 30 nm, respectively) and the necessary chemical selectivity to differentiate between the exposed versus unexposed HSQ structures, along with the sub-second temporal resolution to follow the chemistry in real-time. These techniques enable both chemically selective imaging of patterned resists and microspectroscopy of the photochemical conversion process, including a multiphoton exposure technique never before applied to HSQ. It is hoped that these results will provide direction for optimizing HSQ photolithography and designing new silicon-based photoresist materials with enhanced resolution and reliability.

1.1 The important role of photoresists

Photoresists are photosensitive materials that undergo a change in chemistry and solubility when exposed to light. The exposed or unexposed material is subsequently removed by a developer, and the patterns that remain on the underlying substrate undergo additional processing steps to fabricate functional structures and devices.\textsuperscript{3} The typical resist processing steps are shown schematically in Figure 1.1. In positive tone resists, bond breaking and increased solubility occur in exposed regions, which are removed by a developer; conversely, in negative tone resists, the exposed regions become less soluble in the developer and instead the unexposed region is removed. After exposure, but prior to the development, the pattern is known as a latent pattern. Based on their chemistry, different resists are sensitive to different energy photons and/or particles, including electrons, protons and helium ions, and photons ranging from the X-ray and EUV to the visible.\textsuperscript{3} Current chip manufacturing relies primarily on mask-based EUV lithography,\textsuperscript{4} while direct-write electron beam (e-beam) resist technology typically
provides the state-of-the-art in small linewidth features in research and small-scale production environments for novel types of nanostructures.2

![Figure 1.1 Side-view schematic of select resist processing steps for a negative-tone resist.](image)

Discovered in 1826, photoresists were first developed for photography and printing,3 but the lithography of modern photoresists has enabled the patterning of hundreds of millions of transistors on a single microchip, or integrated circuit.4 Computers began as room-sized devices based on large vacuum tubes, then progressed to smaller machines based on transistors, and the advent of chip-based transistors on tiny integrated circuits was a crucial factor in making previously huge, expensive computers into the widespread, miniature devices we know today.5 Growth in the semiconductor industry is driven by Moore’s law, which initially projected that every 18 months, feature sizes in integrated circuits would decrease by a factor of $\sqrt{2}$, allowing twice the number of transistors or memory devices per unit area. Moore himself noted that, below ~180 nm feature sizes, this rate of growth could not continue indefinitely because of physical constraints.4 However, line features in high-volume processing are now approaching ~22 nm in width (half-pitch).4, 6-7 To improve device performance and reliability and expand the possibilities for the next generation of computing, even smaller sized features are required in the now multilayer integrated circuits, and this depends on improving the nanoscale lithography, primarily through the design of new photoresist materials and their exposure sources.2, 7

The chemistry of resists has become even more important as new applications are developed that require complex micro and nanoscale structures, such as optics for EUV8-9 and X-rays10-14 nano-antennas for optical field enhancement,15 UV waveguides16, photonic crystal fibers,17-18 microfluidics,19-25 deep UV photodiodes,26 organic solar cells,27-28 and more. This rising demand for high performance electronics components and novel optical devices requires rapid, reliable fabrication of the structures contained within them. Polymer photoresists are desirable for their ease of application and use and for the variety of different materials and exposure techniques available.3,4, 29 One silicon-based polymer resist that has been drawing a lot of recent interest is hydrogen silsesquioxane.
1.2 Hydrogen silsesquioxane (HSQ) resists

Hydrogen silsesquioxane (HSQ) is a cage-like molecule with the formula $\text{H}_8\text{Si}_8\text{O}_{12}$ (often written $\text{HSiO}_{3/2}$), a member of a class of compounds known collectively as polyhedral oligomeric silsesquioxanes (POSS), shown in Figure 1.2(a). Also known as “spin-on glass”, it was developed as an interlayer dielectric (ILD) film for multilevel integrated circuits, where extremely thin HSQ films are applied from a volatile solution via spin coating, then cross-linked to an insoluble, glass-like $\text{SiO}_2$ network structure via heating, as shown schematically in Figure 1.2(b). In 1998 it was discovered that HSQ is also a sensitive electron beam (e-beam) resist, capable of producing nanoscale cross-linked, glass-like features. Since then, the sensitivity of HSQ to a variety of exposure techniques has been demonstrated, including proton beam, helium beam ($\text{He}^+$), EUV, and X-ray exposure.

Figure 1.2 Schematic of HSQ (a) cage (monomer) and (b) possible partial network structure (oligomer) formed by cross-linking two monomer cages. In solution, the molecular structure is actually comprised of oligomers of various sizes.

HSQ is a promising negative-tone resist for sub-20 nm electron beam (e-beam) and photolithography because of its small molecular size, low dielectric constant and mechanical stability, but a better understanding of the cross-linking chemistry is necessary to utilize HSQ and HSQ derivatives for commercial nanolithography applications. In research environments, e-beam lithography of HSQ is being used to produce high aspect-ratio, nanoscale features as small as 4.5 nm, which are used for optical devices such as EUV diffraction gratings, X-ray zone plates, and nano-antennas, as well as high-density line patterns for the next generation of integrated circuits and computer memory. However, it is often necessary to vary the exposure dose and developer conditions in unpredictable ways to achieve precisely the desired feature size and contrast, and irreproducibility is caused by delay effects and area dependent sensitivity. Therefore, much work has recently been done to determine the optimum parameters for achieving the smallest features in e-beam lithography of HSQ, but unanswered questions remain.

While e-beam lithography is an important patterning modality for HSQ, commercial integrated circuit manufacturing typically requires high-throughput optical lithography. Toward this goal, EUV interference lithography has been used in HSQ for dense line patterns down to 20 nm half-pitch, and X-ray exposure behind a mask can create isolated features in HSQ down
to 11 nm wide in a 50 nm thick film.\textsuperscript{54-55} Thus HSQ line widths surpass the resolution possible with conventional chemically amplified polymer photoresists,\textsuperscript{44} but with insufficient sensitivity and reproducibility for high-throughput commercial applications. Therefore, new and improved HSQ derived and HSQ-like materials are currently being developed,\textsuperscript{56} but progress could be hastened by understanding the fundamental chemistry that causes the current challenges with HSQ. There have been a variety of studies that aim to determine the thermally induced reaction mechanism of HSQ, mostly with FTIR spectroscopy,\textsuperscript{34, 57-58} but more study is needed to fully characterize the photo-induced cross-linking mechanism applicable to the micro and nano-patterning of HSQ. A better understanding of the solid-state, nanoscale cross-linking chemistry is necessary to unlock the full potential of this material and its derivatives for the next generation of commercial applications, and this is where microspectroscopy techniques such as broadband coherent anti-stokes Raman scattering (CARS) and scanning transmission X-ray microscopy (STXM) can play a key role.

1.3 Multiphoton absorption polymerization

Multiphoton absorption polymerization (MAP) is another relatively new technique for producing fine patterns in polymer photoresists. Feature resolution in traditional photolithography is intrinsically diffraction limited ($\sim \lambda/2$), but relatively inexpensive pulsed visible and near IR lasers can be used to produce sub-diffraction limited sized features in materials that otherwise absorb only in the UV or EUV, as the probability for simultaneous multiphoton absorption is highest only within the very center of the focused beam profile. As with other non-linear optical processes, such as two-photon fluorescence or CARS, the probability for inducing the cross-linking reaction is greatly increased when the power density, or number of photons per unit time, is very high, as occurs during the very short pulses of ultrafast lasers. The power density during the “on” time of an ultrafast pulse is referred to as the peak power. The resolution enhancement in multiphoton processes is greater when more photons are required to initiate the process of interest (cross-linking, bond-breaking, ablation, signal generation, etc.), because the necessary peak power can only be found at smaller and smaller regions within the focal volume.\textsuperscript{59} Through other creative manipulations of multiple laser beams, features down to $\lambda/20$ resolution have been produced with 800 nm exposure (i.e. 40 nm features).\textsuperscript{60}

Another advantage of MAP is the capability to produce complex or layered three-dimensional structures in thicker films (>1 μm), because the nonlinear photoactivation process does not occur all along the beam path, but only in the region of highest power density within the focus. Thus, the beam can be scanned not only laterally but also throughout the depth of the sample to initiate cross-linking in very precise domains in x, y and z. Fascinating 3D structures have been produced by MAP in photoresists that would not be possible with single-photon excitation methods, from micromachines\textsuperscript{61-62} to photonic crystal fiber arrays\textsuperscript{17} to novel microfluidics\textsuperscript{63-64} and other layered microstructures.\textsuperscript{65} As the resolution of MAP is increased, it is conceivable that functional 3D nanostructures will also be fabricated in this way. In the experiments presented here, near-IR MAP of HSQ is demonstrated for the first time, along with an analysis of the cross-linking kinetics and the non-linear power dependence of the process under various conditions, studied in real time with broadband coherent anti-Stokes Raman scattering (CARS) spectroscopy.
1.4 Microspectroscopy of photoresists

High resolution, chemically selective imaging is a sought after tool in many fields, from biology to materials science, including mapping of latent (undeveloped) patterns in polymer photoresists for design and quality control purposes. In most studies of HSQ lithography, exposure is followed by development in solution and subsequent imaging with scanning electron microscopy (SEM), scanning tunneling microscopy (STM) or atomic force microscopy (AFM). These techniques can provide down to atomic spatial resolution, but little to no chemical information, and are only surface sensitive. For understanding the exposure-induced cross-linking process, one drawback to analyzing resists after development is that the chemical effects of exposure are coupled with the development chemistry, and the features produced are extremely sensitive to small changes in the development process. In contrast, FTIR spectroscopy has been utilized to study chemical changes in undeveloped HSQ due to thermal curing or e-beam exposure, and FTIR microspectroscopy is used to image the spatial distribution of the cross-linking reaction and functional groups in latent e-beam patterns, but is limited to ~10 μm spatial resolution at best. By comparison, broadband coherent anti-Stokes Raman scattering (CARS) microscopy and scanning transmission X-ray microscopy (STXM) provide higher spatial resolution (~400 nm and 30 nm, respectively), fast acquisition time (from tens of milliseconds to seconds) and very high chemical selectivity for microspectroscopy and imaging of latent resist patterns.

1.4.1 Coherent anti-Stokes Raman scattering microscopy

Raman scattering spectroscopy and microcopy is widely used in biological and physical sciences for sample identification and imaging, as it provides a “fingerprint” spectrum of the molecules in a sample based only on their intrinsic vibrational modes, without the need for any labeling or staining. Despite the low cross-section for Raman scattering of ~10^-25 cm^2, it offers a powerful way to peer into many samples and organisms, and so many variations of Raman scattering have emerged over the years. One method for enhancing the signal strength, and hence the sensitivity, of Raman scattering is a nonlinear process called coherent anti-Stokes Raman scattering (CARS). Since its discovery in 1964, CARS has been used to study a wide variety of samples and systems, from measurement of combustion temperatures to tissues in vivo. The first CARS microscope was demonstrated in 1982, and in 1999 a focus on biological imaging using CARS microscopy began a new wave of discovery and innovation in CARS microscope development. The first CARS microscopes, and most in use today, utilize narrowband lasers to probe one single Raman-active vibrational mode at a time. Very sensitive and rapid images have been measured with narrowband CARS microscopy, including images of latent patterns in polymer photoresists. However, a broader vibrational spectrum is needed to simultaneously quantify multiple materials within each region of the resist, especially for chemicals with very similar spectral features, such as cage versus cross-linked HSQ. To this end, it is possible to incorporate a broadband laser to acquire multiplex or broadband CARS spectra, explained in detail in section 2.1. The fast spectral acquisition of broadband CARS allows monitoring of changes in the spectrum as the rapid HSQ cross-linking reaction occurs. While the kinetics of solution phase reactions can be studied at a slower rate by dilution, such dilution is not possible for most solid-
state samples, such as polymer photoresist thin films, without totally altering the composition and chemistry of the films. Previous FTIR measurements of thermally cross-linked HSQ films were limited to 1-2 minute time resolution by sample heating and cooling times, but it was shown that most of the cross-linking occurs within the first minutes of heating. On the other hand, real-time FTIR measurements of solid state kinetics in other, very thick (~25 μm to 5 mm) photoreactive polymers have been reported, which offer higher time resolution, on the order of ~20 ms, but this technique has not been applied to the study of HSQ. Similar in concept to real-time FTIR, the sub-second time resolution of the broadband CARS method employed here provides detail about the early stages of the HSQ cross-linking in thin films as the process is monitored in situ. Furthermore, the same pulsed near IR light source used for the CARS spectroscopy is also used here to induce multiphoton HSQ cross-linking. Due to the non-linearity of the process, control of the temporal and spectral profile of the laser pulses allows the cross-linking rate to be finely controlled, even to a level that it initiates (essentially) no cross-linking, while maintaining a strong CARS signal intensity.

1.4.2 Scanning transmission X-ray microscopy

While CARS can provide a great amount of chemical information on a relatively short time scale, the spatial resolution is limited to ~300-400 nm. To understand the behavior of photoresists for nanostructure fabrication, chemical information at much higher spatial resolution is required, a need fulfilled by scanning transmission X-ray microscopy (STXM). In STXM, X-rays are focused on a thin sample and the transmitted flux is measured as the sample is raster scanned perpendicular to the X-ray beam to create a pixel-by-pixel image. In routine state-of-the-art X-ray microscopy, the typical spatial resolution is ~30 nm, achieved by focusing the X-rays with a diffraction based Fresnel zone-plate with an outermost zone radius of 25 nm, as detailed in section 2.4. Zone plates with 12 and 15 nm outer zone radius have recently been fabricated for the next generation of improved resolution STXM instruments and interestingly, e-beam lithography of HSQ resists is used to fabricate these very zone plates.

When an X-ray of sufficient energy interacts with an atom, it can be absorbed by promoting a photoelectron from one of the inner core shells. The near edge X-ray absorption fine structure (NEXAFS) spectrum, explained in section 2.3, reveals the element-specific local electronic structure of a material. The high resolution STXM at beamline 5.3.2 of the Advanced Light Source (ALS) at Lawrence Berkeley National Lab was specifically designed for the study of polymeric materials through their carbon, nitrogen and oxygen 1s absorption edge NEXAFS spectra (core binding energies of approximately 280 eV, 410 eV and 543 eV, respectively), and several different positive and negative-tone photoresists have previously been imaged and studied at this STXM. An additional, undulator-based STXM at beamline 11.0.2 of the ALS extends the accessible energy range to 130 eV - 2000 eV, which encompasses the ~1850 eV K-edge absorption of silicon, also useful for the study of HSQ. Recently, the first STXM studies of HSQ thin films were performed on latent e-beam patterns at beamlines 5.3.2 and 11.0.2, revealing differences in the NEXAFS spectrum of the cage versus cross-linked HSQ, and a significant, unexpected spatial spread of the reaction beyond the e-beam exposure boundaries. Reaction spread is also observed in this work after X-ray exposure, which is explored in detail in section 5.6.
Due to the high photon energies used, X-ray microscopy can induce sample damage. The STXM interface allows the user to balance signal levels with photodamage by minimizing the total radiation dose delivered during imaging and spectroscopy. HSQ is known to be sensitive to X-ray exposure, so significant optimization is required to acquire HSQ images and spectra in the STXM without inducing significant sample cross-linking. However, it is likewise possible to increase the X-ray flux through the sample in order to induce bond scission or cross-linking of polymers, a concept recently explored for direct-write patterning of positive tone polymer photoresists such as PMMA (polymethylmethacrylate) and PAN (polyacrylonitrile). As reported in this work, this X-ray induced cross-linking can also be used to directly write patterns in the HSQ films. The beam diameter (FWHM) at the focus is ≤50 nm and the position of the sample in the beam can be controlled with <10 nm of jitter, so fine patterns can be written directly by the X-ray beam by scanning the sample through the beam in a pre-defined pattern with a sufficient photon flux and per-point exposure time. Photolithography of HSQ is a sought-after tool for high-throughput resist processing, so a number of studies have investigated the limits and characteristics of EUV and X-ray lithography of HSQ, where blanket exposures through a mask are typically used. Direct-write patterning with the STXM is slower than such blanket exposures, to be sure, but it enables characterization of the films immediately after patterning, minimizing the post-patterning delay (during which sample changes may occur) and eliminating the development step prior to analysis of the photochemistry. Thus, STXM is used to investigate in detail the X-ray induced cross-linking chemistry and reaction rate and to define the spatial extent of the reaction spread. These results provide insight into the photolithography mechanism, and hopefully provide some guidance on how new silicon-based photoresist materials might be altered for faster, more reliable nanolithography.

1.5 Outline: Optimizing microspectroscopy techniques to study HSQ chemistry

A detailed review of the theory and design of the novel, single-beam broadband CARS method is given in Chapter 2, with examples of (damage-free) polymer blend imaging to demonstrate the temporal and spatial resolution of the technique. This is followed by a brief overview of the theory of NEXAFS spectroscopy, the design of the (well-established) STXM microscope at beamline 5.3.2, and the optimization of the STXM framework for direct-write X-ray patterning of HSQ thin films. The discovery of near IR multiphoton HSQ cross-linking is presented in Chapter 3, followed by an analysis of the CARS and spontaneous Raman spectral intensities and lineshapes of HSQ thin films. In Chapter 4 broadband CARS is utilized to reveal the power-dependent cross-linking rate, and possible HSQ cross-linking mechanisms are discussed in detail, especially as they pertain to the multiphoton-induced cross-linking. In Chapter 5, cross-linked patterns are produced in HSQ thin films with the focused X-ray beam of the STXM. NEXAFS spectra and STXM images of the latent patterns, along with spectra of related POSS compounds, reveal details about X-ray cross-linking mechanism and reaction rates, analogous and complementary to the CARS results. Furthermore, a common reproducibility effect in HSQ is observed and explained by measuring the spatial extent of the spread in X-ray patterned features with 30 nm resolution. Several of the X-ray patterned films are developed and imaged with SEM to compare the feature characteristics before and after development.
Connections are drawn between the CARS and STXM HSQ results in Chapter 6 and discussed in the context of previously reported phenomena, along with preliminary results regarding cross-linking inhibitors and ideas for future research directions in studying the photochemistry of HSQ and improving its photolithography characteristics for current and new applications.
2 Experimental techniques: theory and design

2.1 Coherent anti-Stokes Raman scattering (CARS)

When light is scattered by a molecule, elastic (Rayleigh) scattering is the most probable, whereby the scattered light has the same frequency as the incident light. Following classical electrodynamics, the scattering is produced by the oscillating polarization (dipole) of the molecule induced by the incident electric field of the light:

\[ \vec{P}_{\text{Rayleigh}}(t) \propto \vec{E} \cos \omega_0 t, \]

where \( \vec{P} \) is the induced (transient) dipole oscillating with frequency \( \omega_0 \), \( \vec{E} \) is the polarizability (tensor) of the molecule and \( |\vec{E}| \) is the amplitude of the incident electric field, also of frequency \( \omega_0 \). In rare instances – about 1 in \( 10^7 \) scattering events – inelastic Raman scattering occurs, shifting the incoming frequency by the energy of the vibrational modes of the molecule:

\[ \vec{P}_{\text{Raman}}(t) \propto |\vec{E}| Q_i \frac{\delta \alpha}{\delta Q_i} [\cos(\omega_0 - \omega_i) t + \cos(\omega_0 + \omega_i) t], \]

where \( \omega_i \) is the \( i^{th} \) vibrational frequency of the molecule with an amplitude of \( Q_i^0 \), and \( \frac{\delta \alpha}{\delta Q} \) is the (first order) change in the polarizability with the vibrational motion along the molecular vibrational (normal) coordinate \( Q_i \), which must be non-zero for Raman scattering to occur. Thus, depending on the initial vibrational state of the molecule, the frequency of the Raman scattered light can be lower (Stokes, \( \omega_0 - \omega_i \)) or higher (anti-Stokes, \( \omega_0 + \omega_i \)) than the incident light, as shown in Figure 2.1(a).

While infrared absorption only occurs when there is a change in the permanent dipole moment along the vibrational coordinate, Raman scattering requires that the polarizability changes with the vibrational motion. Therefore, some vibrational modes not accessible in IR spectroscopy can be observed with Raman, and vice versa. (Specifically, in molecules with a center of symmetry, vibrational modes can be either Raman or IR active, but not both.) When the light has a wavelength far longer (lower energy) than any electronic transitions in the atom, then the polarizability is independent of wavelength (although the scattered light intensity does vary as \( \omega_0^4 \)). Therefore, unlike IR absorption, Raman spectra can be obtained from a monochromatic source of almost any color in the visible to near IR portion of the electromagnetic spectrum, avoiding direct electronic excitation or IR absorption. Since the incident light is not in the IR, water is transparent and thus hydrated samples do not pose a problem as they do in IR spectroscopy. Also, if the polarization of the incoming light is not oriented parallel to one of the principal axes of the polarizability of the molecule, the scattered light will be depolarized; that is, it will have some portion polarized perpendicular to the incident field, \( \vec{E} \). This will be discussed in more detail when depolarization Raman spectra of HSQ are presented in section 3.4.
Accounting for the quantized nature of molecular excited states, for spontaneous Raman the anti-Stokes to Stokes intensity ratio for a single vibrational mode is given by the thermal distribution of vibrational excitation according to: 

\[
\frac{I_A}{I_S} = \left( \frac{\omega_0 + \omega_i}{\omega_0 - \omega_i} \right)^4 \exp\left( \frac{-\hbar \omega_i}{kT} \right) 
\]

where \( I_A \) and \( I_S \) are the anti-Stokes and Stokes scattered light intensity, respectively, \( \hbar \) is the reduced Planck’s constant, \( k \) the Boltzmann constant, and \( T \) the sample temperature. For room temperature samples, most of the molecules are thus in the ground vibrational state, so the Stokes Raman scattering intensity is always much larger than the anti-Stokes. In coherent anti-Stokes Raman scattering (CARS), the first vibrational level is “populated” by laser excitation, greatly increasing the probability for anti-Stokes scattering.

While Raman scattering involves single-photon excitation, CARS is a four-wave mixing process in which two intense laser fields, called the pump and Stokes fields, interact with the sample to induce coherent molecular vibrations, and a third probe field then scatters off of these vibrations to produce the coherent anti-Stokes Raman signal at a higher frequency, shown in Figure 2.1(b). This signal is strongly enhanced when the energy difference between the pump and Stokes fields matches the energy of an intrinsic molecular vibrational level. Due to the coherence of the scattered light, the signal is proportional to the square of the scattered field intensity, much stronger than in the spontaneous Raman scattering process. Also, the directionality of the CARS signal makes it more straightforward to collect all of the scattered light than in spontaneous Raman, which scatters with approximately 4\pi geometry. The CARS signal enhancement over spontaneous Raman can be up to \( \sim 10^5 \), but it depends strongly upon sample thickness, density, excitation and detection geometry, and whether a single vibrational mode (narrowband) or the entire spectrum (broadband) is excited. In spontaneous Raman
scattering, the Stokes signal is typically used for microscopy and sample identification because the anti-Stokes signal is significantly weaker. One big advantage of detecting the anti-Stokes term instead is the absence of overlap with the fluorescence, especially in samples with strong fluorescence under laser illumination.

The induced polarization due to higher order photon interactions (to third order) is:

\[ \hat{P} = \chi^{(1)} \hat{E} + \chi^{(2)} \hat{E}^2 + \chi^{(3)} \hat{E}^3, \]

(2.4)

where \( \chi^{(n)} \) is the \( n \)th order susceptibility of the molecule, which is a tensor of rank \( n + 1 \), and \( \hat{E} \) is the electric field of the incident light.\(^87\) Thus, \( \chi^{(1)} \equiv \alpha \), the polarizability of the molecule, which accounts for Rayleigh and spontaneous Raman scattering, \( \chi^{(2)} \) is responsible for second-order processes such as second harmonic generation, and \( \chi^{(3)} \) is a fourth-rank tensor called the third-order nonlinear susceptibility, responsible for the coherent anti-Stokes Raman scattering process. The total \( \chi^{(3)} \) contains contributions from many other possible frequency combinations of the incident fields which do not correspond to CARS, such as third harmonic generation and other instantaneous electronic four-wave mixing processes. Since we are interested only in vibrational resonances leading to CARS signal, all the other third-order processes besides CARS will be defined as nonresonant (NR), giving:

\[ \chi^{(3)}(\Omega) = \chi_R^{(3)}(\Omega) + \chi_{NR}^{(3)}(\Omega), \]

(2.5)

where \( \chi_R^{(3)}(\Omega) \) is the resonant CARS part of the third-order nonlinear susceptibility, and \( \chi_{NR}^{(3)}(\Omega) \) is the nonresonant part, which are given by:

\[ \chi_R^{(3)}(\Omega) = \alpha_R \sum_R \frac{a_R}{(\Omega_R - \Omega) + i\Gamma_R}, \]

(2.6)

and:

\[ \chi_{NR}^{(3)}(\Omega) = \frac{\alpha_{NR}}{\Omega} \]

(2.7)

where \( \alpha_R \) and \( \alpha_{NR} \) are the amplitude coefficients for the resonant and NR susceptibilities, respectively, \( a_R, \Omega_R \) and \( \Gamma_R \) are the intensity, energy and line width of vibrational mode \( R \), respectively, and \( \Omega = \omega - \omega_p \), where \( \omega_p \) is the frequency of the probe field.\(^88\) Thus, \( \chi_{NR}^{(3)}(\Omega) \) is purely a real quantity, but \( \chi_R^{(3)}(\Omega) \) contains real and imaginary parts, corresponding to the phase shift that occurs during forced, damped vibrations, as experienced here by the electric-field induced oscillating dipole.\(^90\) Thus, vibrational excitations have Lorentzian natural lineshapes, and the imaginary part of this lineshape is what is detected in spontaneous Raman spectroscopy.\(^91\) The signal detected at frequency \( \omega \) is enhanced when the difference between the pump and Stokes fields is in resonance with a vibrational frequency of the molecule, as shown in Figure 2.1(b). That is, the signal is most enhanced when:

\[ \Omega = \omega_S - \omega_p = \Omega_R \]

(2.8)

where \( \omega_p \) and \( \omega_S \) are the frequency of the pump and Stokes fields, respectively. Thus, when \( \omega_p - \omega_S \) is tuned to a vibrational resonance, the total signal at frequency \( \omega \) is a combination of both resonant anti-Stokes Raman scattering and NR four-wave mixing signals. The implications of the complex nature of \( \chi_R^{(3)}(\Omega) \) on the CARS signal intensity and lineshape are further explored in section 2.2.1.
Typically, narrowband CARS utilizes one picosecond laser to supply the pump and probe beams at the same frequency and a second picosecond laser for the energy-shifted Stokes beam [Figure 2.1(b) and Figure 2.2(a)]. Single vibrational resonances can be probed one at a time by tuning the difference between the pump/probe and Stokes beams to match these vibrational frequencies. However, since the vibrational fingerprint region extends from about 800 to 1800 cm\(^{-1}\), it is desirable to simultaneously acquire this full vibrational spectrum at each spatial location in a sample. To accomplish this, a broadband pump beam can be used to excite multiple vibrational modes simultaneously, while a narrow probe beam provides higher spectral resolution in the CARS spectrum [Figure 2.2(b)], and this is known as multiplex or broadband CARS, depending on the frequency range of the technique used. Multiple definitions have been proposed, but typically multiplex CARS refers to techniques with <1000 cm\(^{-1}\) of bandwidth, while broadband CARS applies when 1000-3000 cm\(^{-1}\) of bandwidth are accessible. There are, however, tradeoffs necessary to gain this spectral width. With narrowband CARS the signal sensitivity and signal acquisition rate can be much higher, but with broadband CARS the full Raman-equivalent spectrum is provided in a single pulse, and in microscopy the spatial locations of multiple species can therefore be obtained in a single image scan. Also, higher laser power is necessary to populate and measure all the vibrational modes for broadband CARS versus a single mode in narrowband CARS, increasing the risk of sample damage. For broadband CARS, the nonresonant signal due to \(\chi_{NR}^{(3)}(\Omega)\) can even exceed the resonant CARS signal, as there are many different combinations of the three fields that contribute to the NR signal at each frequency. As such, significant signal manipulation is required to retrieve the smaller resonant signal and Raman-equivalent spectrum.
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Figure 2.2 Schematic of (a) narrowband vs (b) broadband CARS processes.
2.2 Single-beam, broadband CARS microscopy

A variety of novel coherent anti-Stokes Raman scattering (CARS) methods have been developed in recent years that utilize ultrafast lasers, sometimes with a chirped or fiber-broadened spectrum, to obtain broadband vibrational information from molecules.\textsuperscript{92-102} For a narrow bandwidth probe, these techniques typically employ a second, narrowband laser or use a split beam in two paths to generate the broadband and narrowband components separately. An important advantage of these broadband methods for microscopy is that full chemical composition analysis is possible in a single microscope scan, rather than the multiple scans that are necessary with narrowband CARS microscopy. However, due to the high peak-power of the ultrafast pulses, purely electronic four-wave mixing processes within the sample lead to a much larger NR background across the entire spectrum [not shown in Figure 2.2(b)]. This large NR signal and its corresponding shot noise have been the primary challenge for implementing sensitive broadband CARS spectroscopy. Since this NR signal results from the interaction of the laser field with the sample of interest, creative manipulations are necessary for suppression or elimination of this NR background so that the much smaller intensity resonant spectrum can be obtained.

An important breakthrough came when phase and polarization pulse shaping techniques were employed to obtain multiplex CARS spectra with a single laser beam from an ultrafast laser, eliminating complications associated with tuning, timing and alignment between two separate beams.\textsuperscript{103} The whole array of pump and Stokes frequencies were provided simultaneously by the broadband pulse, and the resulting coherent molecular vibrations were probed by a narrow spectral part of the total bandwidth within the same laser pulse. The narrow probe part of the beam was differentiated only by shifting the phase and polarization of that narrow spectral region of the laser pulse, but not separated spatially from the broadband part of the beam. Furthermore, single-beam pulse shaping methods were developed to significantly reduce or eliminate the NR background and fingerprint-region CARS spectra with up to 700 cm\textsuperscript{-1} of bandwidth were previously obtained.\textsuperscript{104}

A novel variation of this pulse shaping and signal acquisition scheme developed previously in our laboratory improves the sensitivity to allow spectra and spectral images to be obtained in an even shorter acquisition time with up to 1000 cm\textsuperscript{-1} of bandwidth per spectrum.\textsuperscript{88} The essential feature of this method is the use of a single, femtosecond (fs) pulsed laser, which simultaneously provides all three photons necessary to produce the CARS signal, followed by pulse shaping and spectral interferometry of the signals within the single beam. Rather than eliminating the NR signal prior to detection, the NR signal is utilized as a local oscillator for homodyne amplification of the resonant signal. With this fast, single-beam, broadband CARS spectroscopy, spectral images are acquired in the vibrational fingerprint regime,\textsuperscript{89} and the time-dependent spectra during photochemical conversion are measured to determine solid-state cross-linking kinetics of HSQ.\textsuperscript{79}

2.2.1 Double Quadrature Spectral Interferometry (DQSI) CARS

Figure 2.3 shows the experimental system used for this single-beam broadband CARS technique, called double quadrature spectral interferometry (DQSI) CARS.\textsuperscript{106} A Ti:Sapphire oscillator with \textasciitilde{}15 fs pulses operating at a repetition rate of 90 MHz provides \textasciitilde{}120 nm of
bandwidth centered at a wavelength of ~800 nm (MTS, KM Labs). After the laser beam is expanded, it passes through an all-reflective 4f geometry pulse shaper, shown in Figure 2.4. It is dispersed horizontally (parallel to laser table) by an 800 grooves/mm diffraction grating, collimated by a spherical mirror, passed through a dual-mask spatial light modulator (SLM 640-D, CRi), and then refocused and re-compressed by an additional spherical mirror and grating. The SLM consists of two banks of 640 liquid crystal pixels whose birefringence is controlled by changing the applied voltage to the individual pixels, explained in detail in the following section.

Figure 2.3 DQSI CARS experimental setup.
Figure 2.4 (a) Schematic top view of pulse shaper, with SLM at center. (b) Top view photograph of pulse shaper. Note that the dispersed beam passes over the top of the small entrance and exit mirrors.

The pulse shaper serves two purposes: producing a narrowband probe field within the broadband beam, and compressing the spectral phase (chirp) introduced in the ultrafast pulse along the beam path. As the dispersed laser beam passes through the SLM, the probe field is differentiated from the remainder of the spectrum by shifting the phase and polarization of just a very narrow portion of the spectrum, which is described in detail below. Furthermore, with such a broad bandwidth spectrum, any difference in optical path length between the different frequencies introduces significant spectral phase, corresponding to temporal dispersion (chirp) which stretches the pulse duration and lowers the peak power. The SLM can be used to compensate for this spectral phase, resulting in the shortest possible pulses and highest peak power at the sample position in the microscope focus, a critical factor in achieving high CARS signal intensity and multiphoton HSQ cross-linking. The pulse shaping and chirp compression techniques are explained in the following section (2.2.2).

After phase and polarization pulse shaping, the beam is again collimated and the light is focused through a 1.2 numerical aperture (NA), near IR optimized, water immersion microscope objective (60× UPlanApo, Olympus) into a condensed phase sample on an XY piezoelectric translation stage (Physik Instrumente). After interaction with the sample, the light is collected through a 0.85 NA air objective or 1.0 NA water immersion objective (60x PlanFluor, Olympus) and the laser frequencies are filtered out with a sharp-edge short-wave pass filter (740 AESP, Omega Optical). The polarization of the light is rotated by 45° by an achromatic half-wave plate (Fresnel rhomb, CVI), and the signal is split spatially into two separate directions using a Rochon prism (CVI). Both signal traces are focused into a spectrometer (SP-2300i, PI-Acton) and the resulting spectra are imaged onto a two-dimensional CCD detector (DV-401-FI, Andor).

The resonant (CARS) and NR parts of the signal can be considered independently, where $P_R$ is the resonant transient induced polarization, given by:

$$P_R(\omega) = \int_0^\infty X_R(\Omega)E_{p1}(\omega-\Omega)A(\Omega)d\Omega$$  \hspace{1cm} (2.9)

and $P_{NR}$ is the NR transient induced polarization.
\[ P_{NR}(\omega) = \int_0^\infty \chi^{(3)}_{NR}(\Omega) E_{Pr}(\omega-\Omega) A(\Omega) d\Omega. \]  
\hspace{1cm} (2.10)

\[ E_{Pr}(\omega-\Omega) \] is the narrowband probe, and the amplitude of the excitation is given by:
\[ A(\Omega) = \int_0^\infty E_p(\omega') E_s(\omega' - \Omega) d\omega' \]  
\hspace{1cm} (2.11)

where \( E_p \) and \( E_s \) are the pump and Stokes fields, respectively. Thus, the resonant and NR contributions to the total signal, \( S(\omega) \) are:
\[ S(\omega) = |P_R(\omega) + P_{NR}(\omega)|^2 = P_R^2(\omega) + P_{NR}(\omega)^2 + P_{NR}(\omega)\{P_R^*(\omega) + P_R(\omega)\} \]  
\hspace{1cm} (2.12)

As noted in the previous section, the NR contribution is entirely real, but the resonant part of the signal contains both real and imaginary parts. This is evident by approximating \( E_{Pr} \) as a delta function and inserting the equations for the third order susceptibility (equations 2.6 and 2.7) into equations 2.9 and 2.10, giving:
\[ P_R(\omega) \approx \alpha_R A(\omega - \omega_{Pr}) L(\omega) e^{i\phi} \]  
\hspace{1cm} (2.13)

\[ P_{NR}(\omega) \approx \alpha_{NR} \int_0^\infty \frac{A(\Omega)}{\Omega} d\Omega \]  
\hspace{1cm} (2.14)

where \( L(\omega) \) is now the Lorentzian lineshape function for the resonant CARS:
\[ L(\omega) = \sum_R \frac{a_R}{\Omega_R + \omega_{Pr} - \omega + i\Gamma_R}. \]  
\hspace{1cm} (2.15)

The purely resonant part of the total signal, \( P_R^*(\omega) P_R(\omega) \), is the smallest term while the NR part, \( [P_{NR}(\omega)]^2 \), is the largest term. The cross term in equation 2.12, \( P_{NR}(\omega)[P_R^*(\omega) + P_R(\omega)] \), is linear in the NR contribution, but also contains the real and imaginary parts of the resonant contribution. The technique used here detects this larger cross-term, in which the NR signal effectively amplifies the resonant signal, so-called homodyne amplification.

The NR background and resonant CARS signals are coherent and phase locked with each other. While the resonant signal depends on the phase of the probe part of the pulse, most of the NR signal is produced by the broadband part of the pulse, which has a different phase. Thus, it is possible to implement interferometry between the resonant and NR parts of the signal by controlling the phase difference between them. Inducing different phase shifts in the probe part of the pulse with respect to the broadband part results in different spectral interference between the resonant and NR signals that are acquired simultaneously. Also, in order to directly obtain the resonant CARS spectrum using broadband pulses, the NR background must be eliminated. By altering the polarization of the probe part of the pulse, the signal can be separated into two slightly different spectra (\( i \) and \( j \)), as shown in Figure 2.5(a) and (b). The resonant contributions to these two spectra are equal in magnitude but opposite in sign:
\[ P_R^i(\omega) = \frac{1}{\sqrt{2}} P_R \quad \text{and} \quad P_R^j(\omega) = -\frac{1}{\sqrt{2}} P_R \]  
\hspace{1cm} (2.16)

while the signals at both polarizations contain the same NR background:
\[ P_{NR}^i(\omega) = P_{NR}^j(\omega) = \frac{1}{\sqrt{2}} P_{NR}(\omega) \]  
\hspace{1cm} (2.17)

resulting in an equal but opposite interference between the resonant and NR signal in the two spectra (\( i \) and \( j \)) at the vibrational resonances, shown in Figure 2.5(b) for toluene. Note that these two spectra are acquired simultaneously on the CCD. Thus the total signal in each trace is obtained by plugging 2.16 into equation 2.12:
\[ S'(\omega) = |P_R(\omega) + P_{NR}^j(\omega)|^2 \quad \text{and} \quad S'(\omega) = |P_R^i(\omega) + P_{NR}^j(\omega)|^2 \]  
(2.18)

Expanding 2.18 and subtracting one spectrum from the other results in the difference signal:

\[ S'(\omega) - S'(\omega) = 2\alpha_R P_{NR}^j A(\omega - \omega_R) \left[ \text{Re}[L(\omega)] \cos \phi_{Pr} - \text{Im}[L(\omega)] \sin \phi_{Pr} \right]. \]  
(2.19)

Thus, with \( \phi_{Pr} = -90 \) the real part becomes zero and only the imaginary part of the lineshape is detected, corresponding directly to the spontaneous Raman scattering line shape, as shown in Figure 2.5(c). Considering that the resonant signal is much smaller than the non-resonant, the sum of the signals, \( S' + S' \), will be mostly non-resonant signal. Thus, the normalized signal intensity, \( S_N \), in units of \( \sqrt{\text{counts}} \), is equivalent to non-amplified field amplitude of the resonant CARS signal only, given by:

\[ S_N(\omega) = \frac{S'(\omega) - S'(\omega)}{\sqrt{S'(\omega) + S'(\omega)}} \approx 2\alpha_R A(\omega - \omega_R) \text{Im}[L(\omega)] \]  
(2.20)

Because the two signal traces are detected 90° out of phase (in quadrature), the method is called double quadrature spectral interferometry (DQSI) CARS.\(^{88}\)

\[ S_i(\omega) = \left| P_R^i(\omega) + P_{NR}^j(\omega) \right|^2 \quad \text{and} \quad S_j(\omega) = \left| P_R^j(\omega) + P_{NR}^j(\omega) \right|^2 \]  
(2.18)

Figure 2.5 DQSI CARS detection scheme,\(^{107-108}\) showing (a) polarization of incident fields and detected signals, (b) total signal from toluene for each spectrum and (c) difference of two signals.

Note that the NR signal from the sample itself serves as the local oscillator here, which amplifies the resonant signal significantly, providing a sensitivity improvement over previous CARS spectroscopy techniques in which the NR signal is suppressed prior to detection. Since the local oscillator comes from the sample itself, this is called homodyne amplification. Heterodyne amplification of the CARS signal has been previously demonstrated, where the resonant and NR spectra were acquired separately from different samples, followed by interferometry between the two signals using an interferometer.\(^{100, 109}\) The key improvement here is that there is no need for separate beams prior to the sample or an interferometer, since the
interferometry takes place within the single beam. Thus the key advantages of this technique (versus other broadband CARS techniques) are the single beam configuration, signal enhancement by homodyne amplification with the NR signal, and the Raman-like line shape. Furthermore, the normalized signal intensities are linearly proportional to the concentration of the vibrational modes/molecules being detected, as in spontaneous Raman spectroscopy; this is not the case in most other CARS microscopy techniques.

Sample damage due to three-photon absorption and subsequent local heating is a limiting factor in many types of samples. Samples in solution or surrounded by water show increased resilience to photo-degradation, but fast scan rates make it possible to acquire spectral images of more readily damaged polymers; an example of this is shown in Figure 2.6.\textsuperscript{108,110} A thin-film of polymethylmethacrylate (PMMA) and polystyrene (PS), which are known to phase separate,\textsuperscript{111} is prepared by dissolving 1:1 PMMA/PS in chloroform and spin-casting the solution into a film approximately 2-5 μm thick (verified with AFM). The sample is placed in the microscope perpendicular to the laser beam and scanned through the laser focus in the XY direction with the piezoelectric translation stage. A spectrum is obtained in 10 ms for each pixel in the image. The spectra for the individual materials are shown in Figure 2.6(a)-(b). The image is 100 pixels × 100 pixels, containing a total of 10,000 separate spectra. The total image size is 20 μm × 20 μm, and the total time for data acquisition and transfer is about 3.5 minutes. The spectra for the two polymers have similar features around both 1000 cm\(^{-1}\) and 800 cm\(^{-1}\), so chemically selective imaging requires a full spectrum and analysis of the ratio of the peak intensities for each pixel in the image. The false-color contrast scale for the image in Figure 2.6(c) is shown, where the bright red corresponds to 1000 cm\(^{-1}\)/800 cm\(^{-1}\) = 4, the ratio of the spectral peaks in the pure PS spectrum, and the dark blue is 1000 cm\(^{-1}\)/800 cm\(^{-1}\) = 0.5, corresponding to pure PMMA. With current state-of-the-art spontaneous Raman microscopy systems, it typically takes one second or more to acquire each of these spectra with the same signal-to-noise ratio, which would result in a total imaging time of three hours for a scan of similar size and spatial resolution. The spatial resolution in Figure 2.6 is about 400 nm, which is less than expected theoretically. Due to the third order nonlinearity of the CARS signal, enhanced spatial resolution of 230 nm is expected under these conditions, and <300 nm resolution has previously been observed.\textsuperscript{75, 89} The degradation of the spatial resolution is most likely the result of slight chromatic aberrations and misalignment through the focusing objective, which can be significant due to the exceptionally broad bandwidth of the spectrum.
Figure 2.6 DQSI-CARS spectra of (a) PS and (b) PMMA, acquired in 10 ms each. (c) DQSI CARS spectral image of a self-segregated PMMA/PS blend, acquired in 3.5 minutes.  

Acquiring the full spectrum at each pixel enables not only imaging of multiple components with similar spectral features, but also ratiometric analysis of the relative amounts of each component at a particular position. For example, in Figure 2.6(c), regions containing a blend of PS and PMMA are observed, shown in light blue, green and yellow, depending on the fraction of PMMA or PS present. This is important for the study of HSQ photoresists because the cage and network structures, and hence their Raman spectra, are very similar. For imaging and microspectroscopy, the amount of cage versus cross-linked HSQ at each sample position is desired, which reveals the relative degree of cross-linking. Spontaneous Raman and CARS spectra of HSQ thin films are not found in the literature, so they are reported with the experimental results in section 3.4.

2.2.2 Pulse Shaping and Compression with a Spatial Light Modulator

The heart of the single beam, broadband CARS microscope is the dual mask, liquid crystal spatial light modulator (SLM), shown in Figure 2.7. This device allows independent control of the phase and polarization of individual frequency components of the broadband laser spectrum; with the simple addition of an exit polarizer, this translates to phase and amplitude control. With 640 pixels spanning the full laser spectrum from 700 to 900 nm, each SLM pixel controls a spectral range of ~0.3 nm. As the precise control of the SLM is critical to obtain the CARS spectra and control the peak power at the microscope focus for multiphoton absorption polymerization, a brief explanation of its operation is given here. Interestingly, the dispersed laser spectrum is visible in the photographs in Figure 2.7(a) (see right side of SLM, higher order diffraction) and Figure 2.7(b) (center of entrance polarizer, first order diffraction). The blue and orange colors in Figure 2.7 are an artifact of the photography, but the blue side does correspond to the lower wavelength (700 nm) and the orange side is the higher wavelength (900 nm).
Figure 2.7 (a) Photograph of SLM (front), with dashed line around entrance polarizer. (b) Close up of entrance polarizer, showing faint back reflection of broadband laser spectrum.

The main components of the dual-mask SLM are an entrance polarizer, two masks of 640 liquid crystal (LC) pixels and an (optional) exit polarizer, shown in Figure 2.8. The light from the oscillator is horizontally polarized, so the horizontal entrance polarizer of the SLM serves only to ensure pure polarization enters the LC masks. After the entrance polarizer is the first liquid crystal mask. Each pixel of this mask consists of nematic phase liquid crystal molecules with their optical axes oriented at +45° with respect to the incident light polarization along the XY plane (which is perpendicular to the beam propagation axis), as shown in Figure 2.9. When a voltage is applied vertically across the pixel, the molecules rotate in the z-axis (beam axis), out of the XY plane. The voltage, and therefore the amount of Z-tilt of the molecules, determines the amount of retardance (phase shift) imparted to the incident light. The same pixel in the second mask contains liquid crystal pixels with their optical axes oriented orthogonal to the first mask; in other words, at -45° with respect to the incident light. In the same way, a voltage applied vertically to this pixel will rotate the molecules in the Z-axis, and shift the phase of the incoming light accordingly.
Figure 2.8 Schematic representation of SLM liquid crystal (LC) masks and polarizers, (a) top view and (b) front perspective view. Bold black arrows represent the optical axis of the individual LC molecules within each mask. For DQSI CARS, the exit polarizer is removed completely.

Figure 2.9 Front view schematic of liquid crystal (LC) mask, showing orientation of incoming light polarization and its orthogonal components with respect to LC optical axes.

To operate as a phase only modulator, the same phase is shift is applied with both masks, introducing an overall phase shift, $\Delta \Phi$ of:

$$\Delta \Phi = \frac{\Delta \phi^{(0)}(V) + \Delta \phi^{(1)}(V)}{2}$$

(2.21)

where $\Delta \phi^{(0)}(V)$ and $\Delta \phi^{(1)}(V)$ are the voltage dependent birefringence (phase shift) of the liquid crystals in mask 0 and mask 1, respectively. If a different amount of phase shift is introduced at each mask, then the overall polarization of the light will be altered based on the difference in phase experienced by the orthogonal polarization components of the incoming light, analogous to the principle of a half-wave plate (shown in Figure 2.10). The output polarization will differ from the input polarization by the angle $\Delta \theta$, where:
\[ \Delta \theta = \frac{\Delta \phi^{(0)}(V) - \Delta \phi^{(1)}(V)}{2}. \]  

Accordingly, when the exit polarizer is in place, this difference term corresponds to output amplitude control instead, such that phase and amplitude modulation of the spectrum is possible. The factor of two in the denominator in equations 2.21 and 2.22 is based on the fact that \( \Delta \phi^{(0)}(V) \) and \( \Delta \phi^{(1)}(V) \) are not overall phase offsets of the electromagnetic field, but offsets in the orthogonal components of the field; physically, this can be understood by testing how phase shifts of the orthogonal components in Figure 2.10 will effect the overall phase shift of the field.

When the exit polarizer is removed, then the output phase and polarization can be controlled, and thus the SLM operates essentially as a variable-polarization waveplate. Thus the total output field depends upon the applied phase shifts as:

\[
\vec{E}_{\text{out}} = \frac{E_{\text{in}}}{2} \left[ \exp \left( i \Delta \phi^{(0)} \right) \vec{x} + \vec{y} \right] + \exp \left( i \Delta \phi^{(1)} \right) \left( \vec{x} - \vec{y} \right)
\]  

\[
\begin{align*}
&= E_{\text{in}} \exp \left[ i \left( \frac{\Delta \phi^{(0)} + \Delta \phi^{(1)}}{2} \right) \right] \vec{x} \cos \left( \frac{\Delta \phi^{(0)} + \Delta \phi^{(1)}}{2} \right) + i\vec{y} \sin \left( \frac{\Delta \phi^{(0)} - \Delta \phi^{(1)}}{2} \right), \\
&\text{(2.23)}
\end{align*}
\]

where \( E_{\text{out}} \) is the total output field, \( E_{\text{in}} \) is the amplitude of the incident x-polarized light, and \( \vec{x} \) and \( \vec{y} \) polarized components of the output field, respectively. Again, there will be no intensity in the y-polarized output field if there is no difference in phase applied between mask 0 and mask 1, corresponding to no shift in the overall polarization.

During DQSI CARS experiments, the desired output phase and polarization are the known quantities, while the phase shift needed at each LC mask is unknown. Combining equations 2.13 and 2.14, we can solve for the phase shift required at each mask for a desired total output phase and polarization shift:

\[
\begin{align*}
\Delta \phi^{(0)}(V) &= \Delta \Phi - \Delta \theta \\
\Delta \phi^{(1)}(V) &= \Delta \Phi + \Delta \theta
\end{align*}
\]  

\text{(2.24)}
For example, if no phase shift and 90° polarization change is desired, the phase difference between mask 0 and 1 should be 180°, requiring Δϕ^(0) = +90° and Δϕ^(1) = -90°. The actual value sent to the SLM is a voltage, so to achieve the desired phase shift at each LC pixel, a careful calibration of the voltage-to-phase response of each LC mask is required with the SLM in its precise, final position within the pulse shaper.

As mentioned previously, one important role of the pulse shaper and SLM is to compress the spectral phase at the sample position. When an ultrafast pulse of light passes through any medium, it acquires a frequency dependent phase shift (spectral phase), which corresponds to a stretching of the pulse in time, called chirp. The total spectral phase Φ(ω) can be approximated by a Taylor expansion about ω₀, the central frequency of the laser spectrum:

$$Φ(ω) = ϕ_0 + ϕ_1 (ω - ω_0) + \frac{1}{2!} ϕ_2 (ω - ω_0)^2 + \frac{1}{3!} ϕ_3 (ω - ω_0)^3 + \frac{1}{4!} ϕ_4 (ω - ω_0)^4 + ...$$  (2.25)

where ϕ_n is the n^{th} order spectral phase. Taking the first derivative of the spectral phase gives the group delay, τ_g:

$$τ_g = \frac{dϕ(ω)}{dω}.$$  (2.26)

The analogous quantity to the group delay in the time domain is the instantaneous frequency or chirp, ω(t), defined as the first derivative of the temporal phase, ϕ(t):

$$ω(t) = ω_0 + \frac{dϕ(t)}{dt}.$$  (2.27)

Thus the chirp is always of order n-1; that is, 2^{nd} order spectral phase corresponds to “linear chirp,” 3^{rd} order to “quadratic chirp,” and so on. More chirp (positive or negative) stretches the pulse temporally, resulting in lower peak power. The microscope objective induces not only second order spectral phase (linear chirp), which can be compressed by translating the 2^{nd} grating of the pulse shaper (Figure 2.4), but also significant higher order spectral phase, which must be compensated at the microscope focus using the SLM. This chirp is a significant limiting factor for acquiring broadband CARS spectra, because Raman scattering occurs on timescales the order of ~1 fs, meaning that both the pump and Stokes pulses (which may be from opposite ends of the spectrum) must interact with the molecules within that time frame to populate the vibrationally excited state at Ω_r = ω_p - ω_s (equation 2.8). As is common in discussion of ultrafast pulses, the term “chirp” will be used when referring to the temporal effects of the spectral phase.

To measure the spectral phase at the sample focus, a procedure called multiphoton intrapulse interference phase scan (MIIPS) is utilized. Developed by a group at the University of Michigan for control of multiphoton processes, several comprehensive papers have been published regarding the theory and practice of the technique. Using MIIPS, the unknown spectral phase is retrieved by measuring the second harmonic generation (SHG) spectrum while applying a known spectral phase. In the CARS microscope, a 10 μm thick β-barium borate crystal (BBO, Casix) is placed on a glass coverslip at the microscope focus and the light is carefully focused within the BBO to maximize the intensity of the second harmonic signal. The signal is collected with a 0.54 NA objective, followed by a short wave pass filter to remove the transmitted laser light (740 AESP, Omega Optical) and measured with a fiber-coupled spectrometer (USB2000, Ocean Optics). Once it is known, the spectral phase is fit to a 4^{th} order polynomial and is pre-compensated by applying the opposite spectral phase profile on the SLM. Then the MIIPS routine is run again, to monitor how well the chirp is compressed by this spectral phase function; 2-3 iterations of the MIIPS routine are typically required to compress the
higher order spectral phase to within ~1 radian, which is more than sufficient for strong CARS signal intensities.\textsuperscript{89,115} The quality of the chirp compression determines the length of the pulse at the focus; better chirp compression results in a shorter laser pulse at the focus, and therefore higher peak power per pulse, which results in higher CARS signal and faster HSQ cross-linking rates. This is explained in more detail in the context of experimental results in chapters 3 and 4.

2.3 Near edge X-ray absorption fine structure (NEXAFS) spectroscopy

Optical microscopy provides resolution on the order of 200-400 nm at best. With much shorter wavelengths, X-ray microscopy can provide imaging and micro-spectroscopy at resolutions far exceeding this, as low as 30 nm with current widely-available technology, and the next generation of microscope technology gives 15 nm resolution.\textsuperscript{10-12} The power of scanning transmission X-ray microscopy (STXM) is that it enables mapping of functional group composition with ~30 nm resolution by acquiring the full NEXAFS spectrum within the tight X-ray focus.

At X-ray energies near a core shell binding energy of a particular element of interest, there is an increase in the absorption cross-section, the so-called absorption edge, resulting from the single-photon ionization of the core electron. The absorption probability near this edge is further enhanced when the X-ray energy is in resonance with a transition from the core to an unoccupied molecular orbital (MO), leading to peaks (i.e. fine structure) in the near edge X-ray absorption spectrum, as shown schematically in Figure 2.11. The spectral features just below and within about 30 eV above the edge are therefore sensitive to bond angle, length, orientation, and local bonding environment within the sample, providing a fingerprint of the functional group(s) within which the element resides.\textsuperscript{116-117} Note that some unoccupied MOs lie above the vacuum level/ionization potential, as shown in Figure 2.11 and are therefore referred to as quasi-bound states. For core-excited molecules, it is also possible for some unoccupied MOs to be shifted in energy away from their expected ground state configurations; e.g. states lying above the vacuum level can be shifted below it. Interference between outgoing photoelectrons and those backscattered from neighboring atoms also leads to energy-dependent oscillations in the X-ray absorption intensity, which decay with increasing energy above the absorption edge. These oscillations extend out to 100 eV or more above the edge in highly ordered samples such as diamond and graphite, and so these features are known as the extended X-ray absorption fine structure (EXAFS) and are a further measure of bond length and long range order in the sample.\textsuperscript{116}
Table 2.1 Comparison of selected elemental X-ray absorption edge energies and absorption depths, where $l_{abs}$ = $1/e$ absorption depth for the photon energies listed. These values vary slightly with chemical environment.

<table>
<thead>
<tr>
<th>Element</th>
<th>Z</th>
<th>K-edge E (eV)</th>
<th>λ (nm)</th>
<th>L-edge E (eV)</th>
<th>λ (nm)</th>
<th>$l_{abs}$ (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>6</td>
<td>284</td>
<td>4.36</td>
<td>--</td>
<td>--</td>
<td>190</td>
</tr>
<tr>
<td>N</td>
<td>7</td>
<td>410</td>
<td>3.02</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>O</td>
<td>8</td>
<td>543</td>
<td>2.28</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>H$_2$O</td>
<td>14</td>
<td>1839</td>
<td>0.674</td>
<td>99</td>
<td>12.5</td>
<td>63</td>
</tr>
</tbody>
</table>

The core shell binding energies of some atoms are detailed in Table 2.1. The n=1 state ($s$ orbital) is called the K-shell, n=2 ($p$ orbital) the L-shell and n=3 ($d$ orbital) the M-shell; thus “K-edge absorption” refers to absorption of X-rays with energies at and just above the binding energy, $E_B$, of the K-shell electrons. Following X-ray absorption, the photoelectron can be promoted to an unoccupied (virtual) molecular orbital (MO) or escape into the continuum with kinetic energy $E_{kin}=\hbar\omega-E_B$, shown schematically in Figure 2.12(a). The core hole left by the outgoing photoelectron can then be filled by an electron from an outer shell, resulting in fluorescence [Figure 2.12(b)] or non-radiative Auger decay [Figure 2.12(c)], where an outer shell electron fills the core hole, and the resulting energy release kicks out an additional outer shell.
electron (not necessarily from the same shell), which escapes with some characteristic kinetic energy $E_{\text{kin}} < \hbar \omega - E_B$.

(The label on the Auger electron refers to the shell in which the hole originated (K), the shell from which the hole-filling electron came (L), and the shell from which the Auger electron was emitted (L).) Between the Auger and fluorescence pathways to fill the core vacancy, the Auger process is more probable for low-$Z$ atoms (with core electron binding energy $< \sim 2$ keV), while fluorescence is dominant in high-$Z$ atoms.

**Figure 2.12** Schematic of X-ray induced core electron transitions.  
(a) Single-photon ionization of 1s electron, which is followed by (b) fluorescence emission or (c) non-radiative Auger decay.

The energy dependent X-ray photoabsorption cross-section, $\sigma_{\text{abs}}(E)$, of a material is determined by the local environment of an atom, and it is enhanced when the X-ray energy is in resonance with a transition to a bound or quasi-bound electronic state of the molecule in which the atom resides. The absorption coefficient is defined as the number of electrons excited per unit time divided by the incident photon flux, $F(E)$ (the number of incident photons per unit time per unit area); thus, it has units of area, usually expressed in cm$^2$ or barn (1 cm$^2 = 10^{24}$ barn):

$$\sigma_{\text{abs}}(E) = \frac{P_{if}(E)}{F(E)}$$

(2.28)

where $P_{if}(E)$ is the transition probability per unit time from state $|i\rangle$ to state $|f\rangle$ driven by a time-dependent harmonic perturbation, according to Fermi’s “Golden Rule.” From this, the absorption cross-section for transitions into the continuum is approximated as:

$$\sigma_{\text{abs}}(E) = \frac{4 \pi \hbar}{m^2 \hbar c} \frac{e^2}{\hbar \omega} \frac{1}{|f| |\vec{p}| |i\rangle |g_f(E)|^2}$$

(2.29)
where \( m \) and \( e \) are the mass and charge of the electron, respectively, \( \hat{e} \) is the unit vector of the plane electromagnetic wave of frequency \( \omega \), \( \hat{p} \) is the sum of linear momentum operators of the electrons, and \( g_f(E) \) is the energy density of final states, which depends upon the normalization of the wavefunctions; here, the continuum states are normalized to a Dirac delta function in the kinetic energy of the photoelectron.\(^{116}\) For bound states, the absorption cross-section is approximately:

\[
\sigma_{abs}(E) = C \frac{df_{\omega}}{dE} = Cf_{\omega}g_b(E)
\]

(2.30)

where \( C \) is a constant (\( C=1.1 \times 10^2 \) megabarn eV), \( g_b(E) \) is the bound state energy density of final states, and \( f_{\omega} \) is the optical oscillator strength, a measure of the intensity of a particular resonance:

\[
f_{\omega} = \frac{2}{m\hbar\omega} \left| \langle f\hat{\mathbf{e}} \cdot \hat{\mathbf{p}} \rangle \right|^2
\]

(2.31)

A significant body of work on NEXAFS of small molecules has led to simple, semi-empirical rules that allow interpretation of near-edge structures independent of theoretical calculations of absorption cross-sections,\(^{116}\) and so comparison to previously reported peak assignments are used to assign the NEXAFS features for HSQ spectra in this thesis.

By defining a mass-dependent elemental absorption coefficient, \( \mu(E) \):\(^{118-119}\)

\[
\mu(E) = \frac{N_A}{M} \sum x_i \sigma_i(E),
\]

(2.32)

where \( N_A \) is Avogadro’s number, \( M \) is the molecular mass, \( x_i \) is the number of atoms of type \( i \) per molecule, and \( \sigma_i(E) \) is the atomic photoabsorption cross-section of type \( i \) atom, the X-ray transmission can be expressed simply in terms of mass density, \( \rho \), and thickness, \( l \), of the sample according to the Beer-Lambert law:

\[
\text{Transmission} = \frac{I}{I_{in}} = e^{-\mu(E)\rho l},
\]

(2.33)

where \( I_{in} \) and \( I \) are the incident and transmitted X-ray flux, respectively. This is then rearranged and defined as the absorbance \( (A) \) or optical density \( (OD) \) of the material:

\[
A = OD = -\ln \left( \frac{I}{I_{in}} \right) = \mu(E)\rho l,
\]

(2.34)

which will be used extensively in this work for the quantitative analysis of NEXAFS spectra and STXM images.

Figure 2.13 is a sample oxygen K-edge NEXAFS spectrum for an HSQ thin film, showing the absorption edge “jump” and Gaussian peak fits to the near-edge resonance features. Although the strong, asymmetric feature in Figure 2.13 is fit best with two Gaussians (peaks 2 and 3, 538.5 eV and 541.2 eV, respectively), it is in reality a single peak due to one type of electronic transition. The characteristic asymmetric line shape of this peak is due to a unique type of inhomogeneous broadening.\(^{116}\) Detailed peak assignments are provided in section 5.3. After NEXAFS spectra are obtained for different locations in a sample, one can determine which peak shows the greatest difference in intensity (contrast) between the species of interest, and tune the X-rays to that single energy for rapid imaging. The oxygen and silicon K-edge NEXAFS spectra of HSQ show distinct differences before and after cross-linking occurs, due to changes in
the absorption cross-section caused by a modified local bonding structure around the Si and O atoms.\textsuperscript{30}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure2.13.png}
\caption{Representative oxygen K-edge NEXAFS spectrum of HSQ thin film, with Gaussian peak fitting. Placement of sharp absorption edge “jump” is approximate.}
\end{figure}

### 2.4 Scanning transmission X-ray microscopy (STXM)

The experiments presented in chapter 5 were performed at the STXM at beamline 5.3.2 of the Advanced Light Source (ALS) synchrotron at Lawrence Berkeley National Laboratory, hereafter referred to as the 5.3.2 STXM. The instrument was not designed as part of this work, and the design details have been previously published.\textsuperscript{120} An overview of the main components of the 5.3.2 beamline is shown in Figure 2.14. The X-rays are produced by a bend magnet within the ALS synchrotron storage ring, providing \( \sim 10^7 \) photons/s at 250-700 eV (\( \lambda = 5.0 \) nm to 1.8 nm). The photon energy is selected by a monochromator and the X-rays are focused by a 25 nm outer radius Fresnel zone-plate through an order sorting aperture (OSA) to remove higher order light, resulting in an \( \sim 30 \) nm FWHM beam diameter on the sample. The sample is raster scanned through the beam focus as the transmitted X-ray flux is detected by a phosphor-coated Lucite “light pipe” followed by a photomultiplier tube (PMT). Figure 2.15 shows images of the various components of the 5.3.2 STXM. More detail is given below for select components of critical importance for these experiments, in the order they are encountered along the beam path.
The monochromator has three slits: an entrance slit, a dispersive exit slit and a non-dispersive exit slit, allowing for control of the spatial and spectral resolution and photon flux. Table 2.2 provides a summary of how the microscope imaging resolution depends on the various slit widths for a 45 nm outer radius zone plate. However, a newer, higher resolution zone plate is
used for the experiments in this thesis, with a 25 nm outermost zone radius, giving a spatial resolution of 30 nm to 50 nm depending on the slit widths used (versus 50 to 60 nm resolution for the 45 nm outer radius zone plate), but the general trends in flux and resolution with changing slit size in Table 2.2 are still applicable.

<table>
<thead>
<tr>
<th>Slit Widths (μm)</th>
<th>Energy Resolution (meV)</th>
<th>Spatial resolution (nm)</th>
<th>Flux at 320 eV (MHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Entrance</td>
<td>Exit Dispersive</td>
<td>Exit Non-dispersive</td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>10</td>
<td>35</td>
<td>75</td>
</tr>
<tr>
<td>40</td>
<td>25</td>
<td>35</td>
<td>100</td>
</tr>
<tr>
<td>50</td>
<td>30</td>
<td>35</td>
<td>125</td>
</tr>
<tr>
<td>60</td>
<td>35</td>
<td>35</td>
<td>150</td>
</tr>
<tr>
<td>75</td>
<td>35</td>
<td>35</td>
<td>175</td>
</tr>
<tr>
<td>90</td>
<td>35</td>
<td>35</td>
<td>200</td>
</tr>
<tr>
<td>25</td>
<td>10</td>
<td>60</td>
<td>75</td>
</tr>
<tr>
<td>40</td>
<td>25</td>
<td>60</td>
<td>10</td>
</tr>
<tr>
<td>50</td>
<td>30</td>
<td>60</td>
<td>125</td>
</tr>
<tr>
<td>60</td>
<td>35</td>
<td>60</td>
<td>150</td>
</tr>
<tr>
<td>70</td>
<td>40</td>
<td>60</td>
<td>175</td>
</tr>
<tr>
<td>90</td>
<td>45</td>
<td>60</td>
<td>200</td>
</tr>
</tbody>
</table>

Table 2.2 Trade-off of monochromator slit widths with flux and resolution for a 45 nm outer radius zone plate. This set of parameters has not yet been determined for the 25 nm zone plate.

The X-ray zone plate is a circular diffraction grating with variable line spacing, shown schematically in Figure 2.16(a). The zone plates used at the 5.3.2 STXM consist of gold zones, opaque to the X-rays, on a thin, relatively transparent silicon nitride membrane support. The spatial resolution is limited by the spacing of the outermost zones of the zone plate, called the outermost zone radius, \( \Delta r \), according to the Rayleigh resolution criterion:

\[
\Delta r_{\text{Rayleigh}} = \frac{0.610 \lambda}{NA} \quad (2.35)
\]

where \( \Delta r_{\text{Rayleigh}} \) is defined as the minimum separation necessary to resolve two point sources, based on their Airy disk patterns, and the \( NA \) is the numerical aperture of an objective lens, approximated for small \( NA \) as:

\[
NA \approx \frac{\lambda}{2 \Delta r} \quad (2.36)
\]

Putting this back into equation 2.35 gives:

\[
\Delta r_{\text{Rayleigh}} \approx 1.22 \Delta r \quad (2.37)
\]

Thus for the zone plate used here with \( \Delta r = 25 \) nm, the spatial resolution limit is approximately 30.5 nm. In addition to the tightly focused light useful for microscopy, the zone plate also transmits the zero-order (undiffracted) light with reduced intensity and produces higher diffraction orders, which must be blocked by an order sorting aperture (OSA) in order to achieve high spatial resolution imaging, as shown in Figure 2.16(b). The xy position of the OSA is centered with the central stop of the zone plate prior to each set of measurements, and the coarse sample z-stage is used to position the sample about 200 μm behind the OSA. The detector is positioned with respect to the beam with x, y and z stages as well and consists of a phosphor-coated Lucite “light pipe” in front of a photomultiplier tube (PMT); the PMT is surrounded by a
mu-metal shield, which is extended over the light pipe to protect it from stray light (see Figure 2.15(c)).

![Figure 2.16 Schematic of zone plate (a) front view and (b) side view, showing OSA and position of focus for different diffraction orders. The first order focus is used for STXM imaging, with the sample positioned perpendicular to the beam axis and precisely at the focus.](image)

The position of the zone plate is fixed in x and y with respect to the incoming X-ray beam, but the zone plate-to-sample distance is finely controlled by translating the zone plate along the z axis (beam axis) with a small, high-precision, crossed-roller-bearing stage. The focal length, $f$, of the zone plate is defined as the distance from the zone plate to the first order focus, which is proportional to the wavelength of the light (photon energy). The focal length is given by:

$$f = \frac{D\Delta r}{\lambda}$$  \hspace{1cm} (2.38)

where $D$ is the outer diameter of the zone plate. The microscope focus must be adjusted whenever the energy is changed, as in acquiring NEXAFS spectra or taking images at different energies. For example, for oxygen K-edge measurements at 540 eV ($\lambda = 2.3$ nm) with $\Delta r = 25$ nm and $D = 155$ μm, the focal length is $\sim 1.685$ mm.

The depth of focus of the X-ray beam, $\Delta z$, is defined as the region of displacement along the beam axis from the focus within which the on-axis intensity decreases by only 20%:

$$\Delta z = \pm \frac{\lambda}{2(NA)^2}$$  \hspace{1cm} (2.39)

For example, at 540 eV the 5.3.2 STXM has NA $\sim 0.046$ and the depth of focus is $\pm 543.5$ nm. This is essentially the distance over which the tight focus is maintained; when the sample is positioned at this distance $\Delta z$ (e.g. $\sim 543.5$ nm) “out of focus,” the spot size of the beam is only larger by about 8%. For this example, a beam with a 30.5 nm FWHM at the focus expands to $\sim 33$ nm at a distance $\Delta z$ from the focus; for a 50 nm FWHM focused beam, the FWHM is
~54 nm at Δz. This beam size at different sample depths is very important for X-ray patterning of ~500 nm thick HSQ films, as the size of the X-ray beam on the sample determines the pattern resolution (defined as the minimum possible width for a single-pass line exposure, explained further in section 5.2).

To transmit some of the X-rays, HSQ samples must be very thin; for the experiments in this work, HSQ films of 100-500 nm thickness are spin-cast directly onto 100 nm thick silicon nitride membrane “windows.” More details on HSQ film preparation and characteristics are presented with experimental results in section 5.2. The commercially available 1 mm × 1 mm, 100 nm thick Si₃N₄ membrane window (Silson Limited) is produced by back-etching into a 5 mm × 5 mm, 500 μm thick frame, which is shown close up in Figures 2.17(a) and (b). After coating with HSQ films, the substrates are fixed to a sample holder plate with double-sided tape as shown in Figure 2.17(c). The sample holder consists of two rows of ~3 mm diameter holes through which the X-ray flux is measured, and each membrane window is thus positioned over one of these holes. The tape covering these clearance holes is removed prior to sample mounting.

![Figure 2.17](image)

Figure 2.17 Two views, (a) and (b), of the silicon nitride substrate, a 5x5 mm, 525 μm thick frame with 1x1 mm, 100 nm thick membrane window at center, coated with HSQ thin film. (c) Substrates taped to the sample holder plate for the 5.3.2 STXM.

To position the sample in the X-ray beam, the transmission is measured as the sample is scanned in x and y (perpendicular to beam axis) with a coarse stepper motor (range 200 μm to 1 mm). When a smaller, well defined region of interest is chosen, the sample fine motion (range < 200 μm) is controlled by an xy piezo stage. Several different STXM data acquisition modes are used in this work, controlled by a LabView program with a graphical user interface, detailed in section 5.2. To focus the X-rays on the sample, the zone plate-to-sample distance is adjusted to the proper focal length for the precise energy and sample position using a semi-automated focus scan routine. An “overview” image is taken of an area of interest with an opaque feature,
such as the edge of the silicon nitride window or a gold nanoparticle. When the feature is in focus it will have sharp edges in the image; otherwise, it will be blurry, and the sample to zone-plate distance must be adjusted. A one-dimensional line scan (along x-axis) is defined by the user across the feature of interest, as shown in Figure 2.18(a) for focusing across a 100 nm diameter gold nanoparticle. The STXM software then scans the sample through the beam along this line repeatedly as the zone plate-to-sample distance is adjusted slightly for each subsequent scan, as shown in Figure 2.18(b); note how the particle is not visible when this focal distance is off by more than 5 μm. The range of the zone plate along the z-axis during the focus scan is defined by the user (typically ~10 to 100 μm range); if the proper focal length is within the scan range, then at some point during the scan the feature will be in focus, indicated by the black arrows in Figure 2.18(b), and the zone plate is subsequently fixed at this position. The tightest focus is possible when the features used have a thickness less than the depth of focus of the beam (equation 2.41); 100 nm gold particles are ideal for this purpose, and more detail about their use is given in section 5.2. Typically, for HSQ thin film studies, a rough focus scan with a large z-axis range (e.g. 100 μm) is followed by a smaller range scan (e.g. 10 μm) to focus the beam to within ± 500 nm of the film surface, which is within the beam depth of focus. The zone plate position is adjusted automatically by the instrument when switching to a different photon energy near the same absorption edge. However, when moving to a new region of the sample or changing energies by more than ~100 eV, the focus scan is repeated to ensure that tight focusing is maintained.

![Figure 2.18](image_url)  
*Figure 2.18 Example STXM focus scan. (a) Nearly focused image (550 eV) of 100 nm Au nanoparticles and clusters on HSQ film surface. Bold black arrow points to position of 1D line scan (white line, drawn in). (b) Resulting focus scan across 1D line as zone-plate-to-sample distance is varied. Black arrows indicate the relative zone-plate-to-sample distance for optimal focusing.*
3 Observing multiphoton cross-linking of HSQ with broadband CARS

This chapter is based on the following publication:
Observing hydrogen silsesquioxane cross-linking with broadband CARS. J. Raman Spectrosc. 2009, 40, 770.

Broadband CARS microscopy is used for real-time measurements of in situ cross-linking of HSQ photoresist films. Using films baked at different temperatures, and therefore cross-linked to varying degrees, characteristic Raman bands are identified for the open "cage" structure and cross-linked "network" structure. The first reported multiphoton initiated cross-linking of HSQ is induced by absorption of high intensity near IR laser light (~10^{12} W/cm^2 peak power). The sub-second time resolution of broadband CARS is used to follow the laser-induced reaction in real time by monitoring the characteristic Raman bands, revealing two-stage first order cross-linking kinetics.

3.1 Introduction: Near infrared multiphoton absorption polymerization of HSQ

After the e-beam sensitivity of HSQ was first discovered in 1998, researchers noticed that the areas outside of the e-beam exposed region that were exposed to background electromagnetic radiation within the e-beam exposure column also became slightly cross-linked.\cite{41-43, 53-55, 84-85, 121} Since then, multiple studies have examined and utilized the sensitivity of HSQ to photons from soft X-rays (1-2 nm) to the EUV (13.4 nm) and UV (157 nm).\cite{41-43, 53-55, 84-85, 121} While previous works show that cross-linking of HSQ can be induced by absorption of photons up to a wavelength of about 157 nm (7.9 eV per photon), above that wavelength HSQ reportedly exhibited no cross-linking sensitivity.\cite{43} However, several other polymer resists that only absorb at wavelengths in the UV and below have recently been utilized for multiphoton absorption polymerization (MAP) using visible and near infrared (NIR) laser sources, and the multiphoton nature of the process leads to a decrease in the size of features that can be patterned far beyond the diffraction limit.\cite{61, 65, 122-125}

To investigate the possibility of multiphoton lithography in HSQ, an HSQ thin film is placed in the CARS microscope described in section 2.2.1, at the focus of the ultrafast pulsed NIR beam, and MAP is observed in HSQ for the first time. To understand the process in detail, the cross-linking progress is monitored in real time by following the changes in the CARS peaks that correspond to the cage and network structures. Comparison to CARS and spontaneous Raman spectra of thermally cross-linked films confirms that the spectral changes are in fact due to HSQ cross-linking. By taking spectra in 500 ms intervals during the NIR multiphoton induced reaction, the initial, fast kinetics are accessible, suggesting a two-stage, first-order cross-linking mechanism.
3.2 Sample preparation and experimental setup

HSQ films are prepared from a flowable oxide solution (FOx-25®, DOW Corning, 15-40 wt% HSQ in a volatile methyl siloxane solvent). Thin films are produced by spin-coating 120 µL of the solution onto glass microscope coverslips at 800 RPM for 30 seconds, yielding films of approximately 1 - 1.2 µm in thickness, as measured with profilometry. Films are cured on a hot plate in air for 10 min at 150 ºC to evolve any remaining solvent. Measurements are performed in air, but all samples are stored under high nitrogen flow when not being measured. For temperature dependent measurements, samples are baked for 10.0 ± 0.5 min at 150 ºC, 250 ºC, 300 ºC, 350 ºC and 450 ºC (all temperatures are ±15 ºC). The broadband CARS setup detailed in section 2.2 (Figure 2.3) is used to expose and obtain spectra of the thin films. For these experiments, a probe centered at 759 nm with a width of ~1 nm is employed, corresponding to a spectral resolution of about 17 cm⁻¹. The light is focused on the sample through a 1.2 NA water-immersion objective (60x UPlanApo, Olympus), and the signal is collected through a 0.85 NA air objective or 1.0 NA water objective. Homodyne-amplified CARS spectra are collected with a spectral range of ~250 to 1200 cm⁻¹, and the region from 300-650 cm⁻¹ is analyzed to monitor the changing HSQ bands during cross-linking.

Prior to taking spectra, the spectral phase is compressed with the appropriate phase mask on the SLM, as discussed in section 2.2.2. The average beam power is 46 mW before the microscope, focused to a diffraction limited spot of ~400 nm diameter, and the transform-limited, shortest possible pulse duration with the measured laser bandwidth is ~15 fs. This corresponds to an approximate peak intensity of 2.7 x 10¹³ W/cm² if the full power reaches the focus. However, the mirror and microscope objective also reduce the average power by ~50%, and autocorrelation measurements reveal that pulse compression before the microscope (2nd order spectral phase, only) results in a pulse duration of ~38 fs. Using MIIPS for pulse compression at the microscope focus, the pulse duration is likely similar or slightly longer, resulting in an approximate peak intensity of ≤ 5.4 x 10¹² W/cm² at the microscope focus within the sample.

Spontaneous Raman spectra of the unbaked and baked HSQ thin films are measured in a home-built microscope with a 10 mW, 633 nm HeNe laser source and 100x, 0.95 NA air objective. The spectra shown later, in Figure 3.5, are acquired with a more sensitive state-of-the-art commercial Raman microscope (alpha500, Witec) with a 532 nm laser (38 mW) also focused through a 100x, 0.95 NA objective (Nikon), and the signal is collected back through the same objective. Raman depolarization spectra are measured on this microscope by placing a polarization filter in the beam collection path, which is oriented to transmit the scattered light polarized either parallel or perpendicular to the input laser polarization.

3.3 Measuring real-time cross-linking kinetics

Figure 3.1(a) shows CARS spectra for HSQ films baked for 10 minutes at temperatures of 150 ºC, 250 ºC, 300 ºC, and 450 ºC. Clear spectral changes are visible with increasing baking temperature, demonstrating the chemical sensitivity of CARS with respect to the HSQ microstructure. The film baked at 150 ºC corresponds primarily to the nominal cage structure, as established in previous studies of thermal curing of HSQ, which show that the HSQ cages cross-link to the network structure only upon heating above 190 ºC. With increasing baking temperature, and therefore increased cross-linking, Raman bands at 342 cm⁻¹, 454 cm⁻¹, and
562 cm\(^{-1}\) disappear, while a band characteristic of the network structure grows in at 484 cm\(^{-1}\). In order to identify the Raman bands in the cage and cross-linked HSQ, Raman spectra are measured for films baked at 150 °C as well as 350 °C for 10 min, shown in Figure 3.2. The acquisition time for each of these spontaneous Raman spectra was 60 seconds. Comparison of the CARS spectra in Figure 3.1(a) to spontaneous Raman spectra in Figure 3.2 demonstrates very good agreement of peak positions and lineshapes in the region from 300-650 cm\(^{-1}\) (although the CARS wavenumber calibration is likely ~12 cm\(^{-1}\) too low), showing that the homodyne-amplified CARS spectra are equivalent to the spontaneous Raman spectra within this range. (However, outside of the 300-650 cm\(^{-1}\) range, there are significant differences between the DQSI-CARS and spontaneous Raman spectra, which are explored in detail in section 3.4.) Furthermore, the comparison demonstrates the higher sensitivity of the broadband CARS, which requires integration times of only 1 s for the spectra in Figure 3.1(a), as opposed to 60 seconds for the spontaneous Raman with comparable signal-to-noise ratios in Figure 3.2. (The more sensitive commercial Raman microscope can achieve similar signal-to-noise in ~30 s, shown in the following section (Figure 3.5).)

In a second set of experiments, CARS spectra are obtained in 50 ms intervals as the HSQ film remains in the beam focus, in order to study the kinetics of near IR cross-linking, as shown in Figure 3.1(b). In contrast to curing the films at different temperatures for Figure 3.1(a), the changes in Figure 3.1(b) are induced by focusing the near IR beam into a diffraction limited volume, with an approximate peak intensity of 5x10\(^{12}\) W/cm\(^2\), as noted above. For improved signal-to-noise, the spectra shown in Figure 3.1(b) are the average of 10 spectra (50 ms each, total 500 ms acquisition time) which is still fast compared to the timescales of cross-linking. With increasing near IR exposure time, spectral changes occur similar to those observed upon baking of the HSQ films, demonstrating that absorption of the intense NIR light does induce HSQ cross-linking, although possibly by a different mechanism.
Figure 3.1 DQSI CARS spectra of HSQ thin films. (a) Temperature dependence of cross-linking. (b) Real-time monitoring of cross-linking in focused, pulsed near IR laser beam.
A clear isosbestic point at 535 cm\(^{-1}\) in Figure 3.1(b) suggests the loss of one species and the growth of another. The thermally cross-linked spectra (Figure 3.1(a) and Figure 3.2) are obtained from different (identical) films, but are likewise normalized from 0 to 1 at 535 cm\(^{-1}\). By comparing the spectra in Figure 3.1(a) and (b), one sees that the amount of conversion to the network structure after 10 minutes of near IR exposure is greater than for the sample heated to 300 °C for 10 minutes. Since it has been reported that HSQ does not have any direct sensitivity to cross-linking under near IR exposure,\(^4^3\) multiphoton absorption and heating in the focus of the intense beam are considered as two possible conversion mechanisms. At the powers used, some heating of the sample is expected in the beam focus, but note that a temperature of at least 190 °C must be reached to initiate significant bond redistribution in HSQ.\(^1^1\) To determine if heating is the primary mechanism, the cross-linking rate is measured again using a water immersion collection objective. If heating plays a significant role in the cross-linking, water is expected to slow the cross-linking by better thermal removal of the heat, thus resulting in a lower temperature within the focal volume. However, it is observed that when water is in contact with the sample during exposure, the cross-linking rate does not change. Furthermore, it is observed that when the average laser power is reduced by half, the rate for the initial stage of cross-linking decreased by approximately a factor of ten. This implies a strongly non-linear process, suggesting that the primary cross-linking mechanism in the laser focus is MAP, which will be explored in more detail in Chapter 4.

The peaks in the CARS spectra of non-cross-linked (cage) HSQ can be assigned based on observations and calculations reported by Bornhauser and Calzaferri.\(^1^2^7\) However, previous Raman assignments for cross-linked (network) HSQ thin films are not available. Furthermore, all previously reported Raman studies were performed on pure (powdered) HSQ solids rather than the thin films, which have slightly different characteristics. For the non-cross-linked HSQ films, the 342 cm\(^{-1}\) and 562 cm\(^{-1}\) peaks are assigned to O-Si-O bends, compared to spontaneous...
Raman spectroscopy values of 341 cm\(^{-1}\) and 576 cm\(^{-1}\) (calculated).\(^{127}\) The 454 cm\(^{-1}\) peak is assigned to the \(\equiv\text{Si-O-Si}\equiv\) symmetric stretch, compared to 446 cm\(^{-1}\) (calc.).\(^{127}\) The three bond symbol, \(\equiv\), represents all the other cage-like or network-like bonds to the silicon atom.

After 10 minutes of near IR exposure, the O-Si-O bend peaks at 342 cm\(^{-1}\) and 562 cm\(^{-1}\) decrease to about 25 \% of their original intensity, as does the \(\equiv\text{Si-O-Si}\equiv\) symmetric stretch at 454 cm\(^{-1}\), while a new peak at 484 cm\(^{-1}\) emerges. As the HSQ cages cross-link, the structure becomes more and more like that of SiO\(_2\) (SiO\(_{4/2}\)), as \(\equiv\text{Si-O-Si}\equiv\) bonds replace \(\equiv\text{Si-H}\) bonds.\(^{35}\) The loss of the O-Si-O bending peaks is attributed to the change of the cage O-Si-O bonds, with an angle of approximately 109.5\(^{\circ}\),\(^{127}\) to the network O-Si-O bonds, which are possibly more linear and rigid compared to the cage bonds. The 484 cm\(^{-1}\) peak is tentatively assigned to a \(\equiv\text{Si-O-Si}\equiv\) symmetric stretch after cross-linking, as FTIR spectra show that the \(\equiv\text{Si-O-Si}\equiv\) stretch grows in as the network structure forms,\(^{35}\) and there is a known IR active \(\equiv\text{Si-O-Si}\equiv\) symmetric stretch for cage HSQ at 481 cm\(^{-1}\),\(^{127}\) which may become Raman active in the network structure due to changes in symmetry. Furthermore, an increased rigidity of \(\equiv\text{Si-O-Si}\equiv\) bonds in the network structure can explain the increase of the stretching wavenumber from 454 cm\(^{-1}\). This increasing rigidity can be pictured using a physical model of the monomer cage, which is free to stretch and compress in almost any direction, while the cross-linked cages become more fixed in their positions as they form more bonds to other cages and the existing network. Also, the 484 cm\(^{-1}\) peak is substantially more broad (FWHM 61 cm\(^{-1}\)) than the initial 454 cm\(^{-1}\) peak (FWHM 30 cm\(^{-1}\)), which may be due to the fact that network O-Si-O bonds have a variety of possible angles and bond lengths (including some remaining cage-like bonds) at different cross-linked sites,\(^{35}\) leading to inhomogeneous broadening of the spectral linewidth.

For a more detailed analysis of the kinetics of cross linking, the peaks in the spectra in Figure 3.1(b) are fit to a Gaussian profile to determine the area of the 454 cm\(^{-1}\), 484 cm\(^{-1}\), and 562 cm\(^{-1}\) CARS bands. Figure 3.3 shows the decay of the 562 cm\(^{-1}\) peak (O-Si-O bend) characteristic of the cage structure, and the rise of the peak at 484 cm\(^{-1}\) (\(\equiv\text{Si-O-Si}\equiv\) symmetric stretch) characteristic of the network structure, from 0 to 10 minutes. The data is best fit by a double exponential decay, with a fast initial time constant (decay lifetime, \(\tau_1\)) of 24.4 ± 1.3 seconds for the decay of the O-Si-O bend and the increase of the network \(\equiv\text{Si-O-Si}\equiv\) stretch, demonstrating a direct conversion from cage to network structure without long lasting intermediate species. The second stage of the HSQ cross-linking kinetics occurs on a much slower timescale for which the fit gives different constants (\(\tau_2\)) of 221 ± 16 seconds for the decay and 123 ± 11 seconds for the growth, with the difference probably due to fit uncertainties and neglecting inhomogeneous broadening. The decay lifetime, \(\tau\), for each stage is defined as the time at which 1/e (37\%) of the cage-like peak area remains. This data set was reproduced on different days with several different HSQ thin film samples, with time constants for the initial, fast regime ranging between 10 seconds and 30 seconds. The variability in the experiment is most likely due to variations in the film thickness and, more critical, differences in laser peak intensity due to incomplete chirp compression, which will be discussed in more detail in section 4.3.
Figure 3.3 Decay of the 562 cm\(^{-1}\) peak area (cage-like O-Si-O bend) with time in the focused near IR beam, and growth of the 484 cm\(^{-1}\) band (network-like \(\equiv\text{Si-O-Si}\equiv\) symmetric stretch). Solid lines are double exponential decay fit. Both the decay and growth kinetics exhibit a fast first stage with a time constant of \(~24\) s and a much slower second stage.

Zero, first and second order kinetics were considered for each stage of the measurements in Figure 3.3 and several similar measurements, and two-stage, first order kinetics (in the rate limiting step) best explains the double exponential decay curves. In previously reported photoinduced polymerization reactions, first-order kinetics were also observed, which was expected when a fixed concentration of photoinitiator molecules is initially present.\(^{128}\) In HSQ, cross-linking may proceed by the network conversion of a limited number of reactive sites in the as-spun film (prior to exposure), where the atoms have approximately the optimal relative orientation and juxtaposition for network formation. The two first-order stages of cross-linking with exposure time (at constant laser power) can then be explained if there is an initial concentration of easily cross-linked sites, which react quickly, leaving a only some less favorable reaction sites that result in the much slower, second stage of the reaction, possibly by a slightly different mechanism. This two-stage cross-linking kinetics of HSQ has also been observed in multiple experiments in our laboratories by using X-ray induced cross-linking and X-ray spectroscopic detection, which will be discussed in detail in Chapter 5.

Different cross-linking mechanisms have been proposed for e-beam and thermally induced cross-linking of HSQ, but the end result of each mechanism is an increase in the \(\equiv\text{Si-O}\) to \(\equiv\text{Si-H}\) ratio of the exposed or heated film. For thermally-induced cross-linking of HSQ above the onset of curing at \(~190^\circ\) C,\(^{36, 126, 129}\) redistribution of the network leading ultimately to \(\text{SiO}_{4/2}\) bond formation and evolution of silane gas (\(\text{SiH}_4\)) is the primary mechanism proposed for curing from \(~250-350\) °C. Remaining \(\equiv\text{Si-H}\) bonds within the network structure create the porosity that gives the network HSQ its low dielectric constant. Two-stage, zero-order kinetics\(^{58}\) have previously been proposed for the low temperature reaction (250-350°C). In that work, the
intensity of two characteristic FTIR peaks were measured as a function of HSQ film baking temperature and time, so the time resolution of the measurements was limited to ~1 to 2 minutes, based on the heating and cooling times of the film. However, appreciable cross-linking apparently took place within the first minute of heating, and the linear (zero-order) fits do not match the data well, so it appears that with higher time resolution their data may also fit a single or double exponential (sub-linear) function, as observed in these studies.

From 350-435 ºC, thermally induced bond dissociation, especially Si-H bond cleavage, increases the reaction rate. Direct Si-H bond cleavage is also expected for e-beam exposure, and either mechanism (thermal or e-beam) is followed by the linking of two intact cages via reaction with O2 or H2O, incorporating one additional oxygen atom into the network for every cross-linking event. It was previously found that about 400 ºC is the optimal temperature for thermal curing of HSQ for use as an ILD for integrated circuits, giving the best balance of mechanical stability and low dielectric constant. Above 435º C, the Si-H dissociation rate increases rapidly, breaking the remaining cage-like bonds, leading to the collapse of the porous network structure. The results presented here suggest that the ultrafast NIR induced cross-linking occurs via a photolytic and not thermal mechanism, and the double exponential decay observed during NIR exposure suggests a two-stage first order mechanism for the cross-linking. The possible reaction mechanisms are explored in detail in Chapter 4 as they relate to the reaction order and multiphoton absorption power dependence.

3.4 Spontaneous Raman spectra and depolarization ratios of HSQ thin films

For the real-time kinetics measurements, only the region from 300-650 cm⁻¹ is used (Figure 3.1), but the full (unexposed) DQSI-CARS spectrum from 250-1200 cm⁻¹ is shown in Figure 3.4(a). At frequencies higher than 650 cm⁻¹, significant differences are found between this spectrum and the full spontaneous Raman spectrum, shown in Figure 3.4(b). Most puzzling is the absence of several strong Raman lines in the DQSI-CARS spectrum, even though for other samples, such as toluene, PMMA and PS (Figure 2.6(a) and (b)), many strong CARS peaks are visible all the way out to 1200 cm⁻¹. The differences between the strongest peaks in the DQSI-CARS and spontaneous Raman spectra shows that the DQSI-CARS wavenumber calibration is likely too low by ~12 cm⁻¹ in this case.
Figure 3.4 (a) Full DQSI CARS spectrum, 0.5 s acquisition time and (b) Raman spectrum over the same spectral range, 50 seconds acquisition time.

Some answers about the missing peaks lie in the depolarized Raman spectrum in Figure 3.5(a), where similar differences in peak intensity are seen between the Raman scattering polarized parallel versus perpendicular to the incident laser polarization. The upper curve in Figure 3.5(a) (black curve) shows the spontaneous Raman spectrum from 0 to 1200 cm\(^{-1}\) with all polarizations of scattered light detected, while the lower curves are acquired by placing a polarizer after the microscope but before the spectrometer, transmitting only the scattered light that is parallel (polarized, red curve) or perpendicular (depolarized, blue curve) to the laser polarization. Notably, the strong 574 cm\(^{-1}\) and 467 cm\(^{-1}\) peaks in the polarized spectrum, which are also the peaks used for the CARS kinetics measurements (at 562 and 484 cm\(^{-1}\)), are almost totally extinguished in the depolarized spectrum. Furthermore, at 697 cm\(^{-1}\) there is a strong peak in the spontaneous Raman spectrum, but possibly a small negative peak in the DQSI-CARS spectrum. Figure 3.5(b) shows the full range of these spontaneous Raman spectra (all polarizations, polarized and depolarized), from 0 to 3800 cm\(^{-1}\). Note that the peaks used for the real-time kinetics measurements are in fact six times weaker than the strongest, Si-H stretching band at 2270 cm\(^{-1}\).
Figure 3.5 Spontaneous Raman spectra of ~1 μm thick HSQ film pre-baked at 150 °C for 10 minute. (a) Region accessible with DQSI CARS, and (b) full spectrum. All scattered polarizations are detected for the upper curves (black), but polarized signal only is detected for the middle curves (red), and the bottom curves (blue) are the depolarized spectra.
The ratio of the depolarized to polarized peak intensity in Raman scattering spectroscopy depends upon the symmetry of each particular vibrational mode. The Raman depolarization ratio for a single vibrational mode is defined as:

\[ \rho_d = \frac{I_{\text{perpendicular}}}{I_{\text{parallel}}} \]  

(3.1)

where \( I_{\text{perpendicular}} \) and \( I_{\text{parallel}} \) are the intensity of the light scattered perpendicular and parallel to the laser polarization, respectively, and the total scattering signal using these definitions is approximately \( I_{\text{perpendicular}} + I_{\text{parallel}} \). Thus, vibrational modes that depolarize the light have a large depolarization ratio, and peaks with a small depolarization ratio are said to be highly polarized. More specifically, the depolarization ratio for totally symmetric vibrational modes is always less than 0.75, and these are called polarized bands, while all other modes should exhibit depolarization ratios of \(-0.75\) and are thus called depolarized. The 574 cm\(^{-1}\) and 467 cm\(^{-1}\) bands, assigned to the O-Si-O bend and \( \equiv Si-O-Si \) symmetric stretch, respectively, and the broad (overlapping) bands from 200-400 cm\(^{-1}\) are all highly polarized, with depolarization ratios of \(\leq 0.15\), and thus are totally symmetric vibrational modes. This is in agreement with the calculated point group for each of these modes; as shown in Table 3.1, the 574 and 467 cm\(^{-1}\) bands correspond to normal modes with \( A_{1g} \) point group symmetry. The remaining peaks between 574 cm\(^{-1}\) and 1200 cm\(^{-1}\) all exhibit depolarization ratios of \(-0.75\), and thus they are not totally symmetric modes. Therefore, it appears that only the totally symmetric modes are observed in the DQSI-CARS spectra.

It is likely that most of depolarized signal is lost in the projection (splitting) and subtraction steps of DQSI-CARS (equations 2.16 and 2.19 and Figure 2.5). For totally symmetric modes, which are highly polarized, most of the resonant CARS signal will be scattered at the same polarization as the probe field, which is assumed for the projection equations (2.16). However, for depolarized modes, \( 3/4 \) as much light is scattered perpendicular to the probe polarization; that is to say, \(-43\% \) \[ or \( 3/4 \) \] \ of the scattered light is polarized perpendicular and \(-57\% \) \[ or \( 1/(1+3) \) \] parallel to the laser polarization. Assuming these depolarization ratios for the non-totally symmetric Raman modes, in the projection step these (non-symmetric) peaks only will not follow equation 2.16, but instead:

\[ P^i_R(\omega) = \frac{1}{\sqrt{2}} P_R \]  

and \[ P^j_R(\omega) = -\frac{1}{\sqrt{2}} \left( \frac{3}{1+\frac{3}{4}} \right) P_R \approx -0.1 P_R \]  

(3.2)

where \( P_R \) is the total resonant CARS signal, given by equation 2.13. Thus, unlike for equations 2.16, the resonant signal in spectrum \( j \) is no longer equal in magnitude to that in spectrum \( i \), and following equations 2.17 through 2.19, the total difference signal for the depolarized (non-symmetric) modes only is:

\[ S^i(\omega) - S^j(\omega) \approx \frac{1}{2} \left( \frac{3}{1+\frac{3}{4}} \right) \alpha_R |P_{NR}| \Delta(\omega-\omega_R) \text{Re}[L(\omega)] \cos \phi_R - \text{Im}[L(\omega)] \sin \phi_R \]  

(3.3)

Here, the pre-factor in the difference signal is just \(-0.07\), compared to a value of 2 in equation 2.19, which has proven to be valid only for totally symmetric Raman modes; thus, only \(-4\% \) as much signal is collected for depolarized peaks as for polarized ones! Furthermore, there is also a possibility that some signal is lost in the scattering process itself based on the symmetry of the peaks; as the pump and Stokes fields are parallel in polarization, it is feasible that they do not coherently excite the depolarized oscillations as effectively as the polarized ones. However, to fully understand the DQSI-CARS depolarization effect on the scattering intensity will require...
theoretical treatment of the third-order nonlinear susceptibility (a fourth-rank tensor) with respect to the polarization of the pump and probe fields and the symmetry of the vibrational modes. Instead, other variations of broadband CARS that use phase-shaping techniques only, such as Fourier-transform spectral interferometry (FTSI) CARS, can be used in the future to circumvent these polarization effects. However, for the HSQ kinetics measurements in this study, the peaks from 300 to 650 cm⁻¹ are sufficient to assess the degree of cross-linking.

The Raman and CARS peak values and assignments for the HSQ thin films are summarized in Table 3.1. The previously reported HSQ Raman have all been for powdered, crystalline HSQ, which show some differences in peak positions and intensities from the thin films. This supports earlier reports of structural differences that occur upon spin coating of HSQ, even under vacuum at room temperature, and could also be due to slight chemical differences of the HSQ used in the Dow Corning spin-on solution.

<table>
<thead>
<tr>
<th>Observed (cm⁻¹)</th>
<th>Type of Vibration (ν=stretch, δ=bend)**</th>
<th>polarized or depolarized (ratio)</th>
<th>Ref. #</th>
<th>Type of sample</th>
<th>Observed (calculated) (cm⁻¹)</th>
<th>Raman or IRactive (R, IR)</th>
<th>Type of Vibration (ν=stretch, δ=bend)</th>
<th>Symmetry</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spont. Raman (relative strength)*</td>
<td>DQSI-CARS</td>
<td>δ(OSiO) cage</td>
<td>depol (5)</td>
<td>127</td>
<td>HSQ powder</td>
<td>171 (168)</td>
<td>R</td>
<td>δ(OSiO)</td>
</tr>
<tr>
<td>165 (w)</td>
<td>n/a</td>
<td>δ(OSiO) cage</td>
<td>depol (5)</td>
<td>127</td>
<td>HSQ powder</td>
<td>171 (168)</td>
<td>R</td>
<td>δ(OSiO)</td>
</tr>
<tr>
<td>364 (w)</td>
<td>342</td>
<td>δ(OSiO) cage</td>
<td>depol (0.15)</td>
<td>127</td>
<td>HSQ powder</td>
<td>399 (397)</td>
<td>IR</td>
<td>δ(OSiO)</td>
</tr>
<tr>
<td>414 (vw)</td>
<td>v₅(SiOSi) cage</td>
<td>--</td>
<td>--</td>
<td>127</td>
<td>HSQ powder</td>
<td>414 (418)</td>
<td>R</td>
<td>δ(OSiO)</td>
</tr>
<tr>
<td>467 (m)</td>
<td>454</td>
<td>v₅(SiOSi) network</td>
<td>depol (0.07)</td>
<td>127</td>
<td>HSQ powder</td>
<td>446 (456)</td>
<td>R</td>
<td>v₅(SiOSi)</td>
</tr>
<tr>
<td>574 (s)</td>
<td>562</td>
<td>δ(OSiO) cage</td>
<td>depol (0.05)</td>
<td>127</td>
<td>HSQ powder</td>
<td>580 (576)</td>
<td>R</td>
<td>δ(OSiO)</td>
</tr>
<tr>
<td>697 (s)</td>
<td>v₅(SiOSi)</td>
<td>depol (0.75)</td>
<td>127</td>
<td>HSQ powder</td>
<td>697 (691)</td>
<td>R</td>
<td>v₅(SiOSi)</td>
<td>E</td>
</tr>
<tr>
<td>833 (m)</td>
<td>v₅(SiOH)</td>
<td>depol (0.72)</td>
<td>127</td>
<td>HSQ powder</td>
<td>(832)</td>
<td>--</td>
<td>δ(SiOH)</td>
<td></td>
</tr>
<tr>
<td>894 (s)</td>
<td>v₅(SiOH)</td>
<td>depol (0.79)</td>
<td>127</td>
<td>HSQ powder</td>
<td>890 (894)</td>
<td>R</td>
<td>δ(SiOH)</td>
<td>T₂g</td>
</tr>
<tr>
<td>925 (s)</td>
<td>v₅(SiOH)</td>
<td>depol (0.77)</td>
<td>127</td>
<td>HSQ powder</td>
<td>932 (922)</td>
<td>R</td>
<td>δ(SiOH)</td>
<td>E</td>
</tr>
<tr>
<td>1067 (vw)</td>
<td>v₅(SiOSi)</td>
<td>--</td>
<td>--</td>
<td>127</td>
<td>HSQ powder</td>
<td>1117 (1116)</td>
<td>R</td>
<td>v₅(SiOSi)</td>
</tr>
<tr>
<td>1146 (vw)</td>
<td>v₅(SiOSi)</td>
<td>--</td>
<td>--</td>
<td>127</td>
<td>HSQ powder</td>
<td>1141 (1143)</td>
<td>IR</td>
<td>v₅(SiOSi)</td>
</tr>
<tr>
<td>1270 (vw)</td>
<td>n/a</td>
<td>solvent ?</td>
<td>--</td>
<td>--</td>
<td>127</td>
<td>Si(OC₂H₅)₄</td>
<td>1295</td>
<td>R</td>
</tr>
<tr>
<td>1306 (vw)</td>
<td>n/a</td>
<td>--</td>
<td>--</td>
<td>127</td>
<td>Si(OC₂H₅)₄</td>
<td>1295</td>
<td>R</td>
<td></td>
</tr>
<tr>
<td>1350 (vw)</td>
<td>n/a</td>
<td>--</td>
<td>--</td>
<td>127</td>
<td>Si(OC₂H₅)₄</td>
<td>1295</td>
<td>R</td>
<td></td>
</tr>
</tbody>
</table>
### Table 3.1 Observed Raman and DQSI-CARS spectrum peaks and peak assignments, with corresponding literature values for similar samples. Peaks highlighted in yellow are used for kinetics analysis in this work.

<table>
<thead>
<tr>
<th>Peak (cm⁻¹)</th>
<th>Mode (Solvent)</th>
<th>Ref.</th>
<th>Value</th>
<th>Mode (Solvent)</th>
<th>Ref.</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1453 (vw)</td>
<td>n/a</td>
<td>139</td>
<td>uranyl silicates</td>
<td>1453</td>
<td>R</td>
<td>δ(SiOH)</td>
</tr>
<tr>
<td>1606 (vw)</td>
<td>n/a</td>
<td>138</td>
<td>Si(OCH₃)₄ (l)</td>
<td>1458</td>
<td>R</td>
<td>δ₃(CH₃)</td>
</tr>
<tr>
<td>1652 (vw)</td>
<td>n/a</td>
<td>136</td>
<td>Silica gel</td>
<td>1635</td>
<td>R</td>
<td>δ(SiOH)</td>
</tr>
<tr>
<td>1736 (vw)</td>
<td>n/a</td>
<td>136</td>
<td>HSQ powder</td>
<td>2277 (2381)</td>
<td>IR</td>
<td>ν(SiH) T₁u</td>
</tr>
<tr>
<td>1805 (vw)</td>
<td>n/a</td>
<td>136</td>
<td>HSQ powder</td>
<td>2277 (2381)</td>
<td>R</td>
<td>ν(SiH) T₂g</td>
</tr>
<tr>
<td>1894 (vw)</td>
<td>n/a</td>
<td>136</td>
<td>HSQ powder</td>
<td>2302 (2381)</td>
<td>R</td>
<td>ν(SiH) A₁g</td>
</tr>
<tr>
<td>2271 (vs)</td>
<td>n/a</td>
<td>136</td>
<td>HSQ powder</td>
<td>2277 (2381)</td>
<td>IR</td>
<td>ν(SiH) T₁u</td>
</tr>
<tr>
<td>2865 (vw)</td>
<td>n/a</td>
<td>136</td>
<td>HSQ powder</td>
<td>2277 (2381)</td>
<td>R</td>
<td>ν(SiH) T₂g</td>
</tr>
<tr>
<td>2938 (vw)</td>
<td>n/a</td>
<td>136</td>
<td>HSQ powder</td>
<td>2277 (2381)</td>
<td>R</td>
<td>ν(SiH) A₁g</td>
</tr>
<tr>
<td>2966 (w)</td>
<td>n/a</td>
<td>136</td>
<td>HSQ powder</td>
<td>2302 (2381)</td>
<td>R</td>
<td>ν(SiH) A₁g</td>
</tr>
<tr>
<td>3079 (vw)</td>
<td>n/a</td>
<td>136</td>
<td>HSQ powder</td>
<td>2277 (2381)</td>
<td>R</td>
<td>ν(SiH) A₁g</td>
</tr>
<tr>
<td>3153 (vw)</td>
<td>n/a</td>
<td>136</td>
<td>HSQ powder</td>
<td>2277 (2381)</td>
<td>R</td>
<td>ν(SiH) A₁g</td>
</tr>
</tbody>
</table>

*Relative peak strength: vw=very weak, w=weak, m=medium, s=strong and vs=very strong.

**ν₃=anti-symmetric stretch, νₛ=symmetric stretch.

#### 3.5 Conclusions

With broadband CARS microscopy, cross-linking kinetics are measured in a relatively novel spin-on dielectric and photoresist material, hydrogen silsesquioxane, in situ in 500 ms time-intervals. The robust, single beam interferometric method used here to acquire broad Raman equivalent spectra allows for fast measurements that contain a great deal of spectral information. These studies show that substantial HSQ cross-linking occurs within the first minute of focused, pulsed NIR laser exposure, followed by a slower second stage, and proceeds with apparently first-order kinetics. This discovery opens the possibility for direct-write, multiphoton lithography (MAP) in HSQ and related materials with visible and NIR laser sources. The experiments detailed in the following chapter explore the non-linearity of the NIR induced cross-linking, and possible mechanisms to explain the two stage nature of the cross-linking process. X-ray microscopy experiments detailed in Chapter 5 further elucidate the photo-initiated reaction mechanism, also showing that the reaction may follow two-stage first order kinetics, and gives some insight about which species are involved in the two stages of the reaction.

The first spontaneous Raman spectra of HSQ thin films are presented with peak assignments, and comparison to the DQSI-CARS spectra reveals that the non-totally symmetric modes are not accessible with DQSI-CARS. While the totally symmetric modes are sufficient to monitor the degree of HSQ cross-linking, with new variations of the single beam, broadband CARS technique, it will be possible to gain more information about not only HSQ, but also the properties of other rapidly-changing chemical systems.
4 Investigating the near-IR multiphoton cross-linking mechanism of HSQ

The power dependence of the HSQ cross-linking rate in the focused, pulsed near IR laser beam reveals that at high average powers (>45 mW) the process is initiated by absorption of approximately 6±1 near IR photons, similar to the amount of energy necessary for UV lithography at 157 nm, indicating a photoinduced cross-linking mechanism driven by Si-H bond breaking. The cross-linking rate is much slower below this average power threshold, suggesting a photothermal bond redistribution mechanism at low powers. As a highly nonlinear process, the multiphoton HSQ cross-linking is very sensitive to spectral phase, or chirp, on the ultrafast pulse, with a greater than 100-fold increase in cross-linking rate when higher order chirp (3rd and 4th order spectral phase) is compressed at the beam focus within the sample. By controlling both the chirp and laser power, the HSQ cross-linking rate is finely tuned across a wide range of values while still maintaining a strong CARS signal. Various potential reaction mechanisms are explored to explain the highly non-linear power dependence and apparent reaction order of the multiphoton-induced cross-linking.

4.1 Introduction

Recently, features as small as 40 nm have been patterned in polymer photoresists using focused, pulsed near IR lasers via multiphoton absorption polymerization (MAP). With direct-write multiphoton photolithography, it was even possible to expose and etch positive-tone resists with the laser in a single step, eliminating the need for post-exposure development. Power dependence studies of such processes have shown that they are highly non-linear, requiring the absorption of up to ~7 photons to initiate each bond breaking event in positive tone resists, producing features as narrow as 120 nm in PMMA with a single, tightly focused beam of pulsed 870 nm light (170 fs pulse duration). The lithographic resolution enhancement is greatest for highly nonlinear photoabsorption processes. The near infrared (NIR) induced HSQ cross-linking rate is very sensitive not only to average laser power but also peak intensity, indicating that it is a highly non-linear process. Therefore, by utilizing MAP of HSQ, it may be possible to pattern sub-micron features with direct-write lithography using relatively inexpensive pulsed NIR lasers. If the resolution is sufficient for microfabrication applications, the lower cost of the NIR exposure source is a big advantage when compared to the high cost of X-ray, e-beam and EUV sources otherwise required for patterning of HSQ.

Another particularly exciting application of MAP that cannot be achieved with single-photon or e-beam exposure processes is the fabrication of 3D micro and nanostructures in thicker films, such as photonic crystal fibers and 3D optical data storage structures. While HSQ and related materials have not yet been investigated for these applications, exploring the NIR MAP of HSQ opens the door for new opportunities in complex 3D microstructure fabrication in HSQ and HSQ-like materials. Understanding the number of NIR photons, and thus the amount of energy, required to initiate the cross-linking gives a key insight into the photolytic process, whether it is dominated by or limited, for example, by Si-H versus Si-O bond breaking, and this knowledge can be used to fine tune the chemistry of HSQ-like resist materials for sensitive, high contrast multiphoton lithography, as well as for X-ray, e-beam and EUV lithography. Furthermore, with the same source used for exposure, broadband CARS
spectra are used for in situ analysis of the degree of cross-linking achieved. This is highly desirable for analyzing the chemistry and structural integrity of polymer microstructures, as previously demonstrated using narrowband CARS microscopy.\textsuperscript{75,142}

When the laser power before the microscope is maximized (67 mW average power) and the higher order chirp is fully compressed with the SLM (~38 fs pulse duration), both the CARS signal and HSQ cross-linking rate are maximized. However, when only the linear chirp is compressed, a slightly weaker CARS signal is detected without inducing appreciable HSQ cross-linking. Upon further investigation, it is evident that the rate of cross-linking is very sensitive to the degree of chirp, and hence the peak power, of the laser pulses. This suggests that each HSQ cross-linking event requires more photons, on average, than the third-order CARS process. To assess the non-linearity of the HSQ cross-linking rate, the pulsed NIR beam is focused into the HSQ thin film and the rate of decay of the concentration of cage-like HSQ species is measured repeatedly for different average laser powers, ranging from 34 mW to 67 mW. The cross-linking rate increases as the average power is increased, and a threshold power is observed above which the multiphoton non-linearity of the process appears to change, suggesting that there are different photoconversion mechanisms at low versus high laser power. These results are consistent with previous reports of multiphoton ablation lithography in positive tone resists.\textsuperscript{59} The previously proposed HSQ cross-linking reaction mechanisms are presented in the context of these observations to explain the non-linear power dependence and apparent first order kinetics of the cross-linking reaction.

4.2 Sample preparation and experimental setup

Following the same methods as described in the chapter 3, HSQ films are prepared by spin-coating 200 μL of the flowable oxide solution (FOx-25\textsuperscript{®}, DOW Corning) onto borosilicate glass microscope coverslips at 830 ± 30 RPM for 30 seconds, yielding films approximately 1 μm thick. Films are cured on a hot plate in air for 2 min. at 150 ± 5 °C to evolve any remaining solvent. Again, the broadband CARS setup detailed in section 2.2.1 and Figure 2.3 is used to obtain coherent Raman spectra of the thin film samples. The light is focused on the sample through a 1.2 NA water-immersion objective (60x UPlanApo, Olympus), and the signal is collected through a 0.85 NA air objective.

As in Chapter 3, homodyne-amplified CARS spectra are collected with a spectral range of ~250 cm\textsuperscript{-1} to 1200 cm\textsuperscript{-1}. The kinetics of the HSQ cross-linking reaction are measured by focusing the beam into the HSQ thin film and acquiring the CARS spectrum in 500 ms intervals over a period of ~200 seconds at each laser power. The decay of the 562 cm\textsuperscript{-1} peak area, characteristic of the cage-like O-Si-O bend in HSQ, is analyzed versus exposure time, to assess the relative degree of cross-linking, decay lifetime and cross-linking rate for different laser pulse conditions. Optimal chirp compression at the microscope focus results in a pulse duration of ~38 fs, which is focused to a diffraction limited spot of ~400 nm diameter. With 67 mW of average power before the microscope, this corresponds to ≤ 7.8x10\textsuperscript{12} W/cm\textsuperscript{2} peak power density at the focus in the sample.

The HSQ cross-linking rate is controlled by adjusting the peak power of the laser at the microscope focus in two different ways: by adjusting the chirp at constant average laser power, or adjusting the average laser power with the same (constant) degree of chirp. As described in section 2.2.2, the chirp is measured immediately prior to inserting the sample by placing a BBO
crystal at the microscope focus; linear chirp (2\textsuperscript{nd} order spectral phase) is compressed by translating the second grating of the pulse shaper (Figure 2.4(a)) in order to optimize the SHG signal from the BBO, and the 3\textsuperscript{rd} and 4\textsuperscript{th} order spectral phase are then measured using MIIPS. First, the HSQ cross-linking is measured with only the linear chirp compressed at the microscope focus. Next, without removing the sample, the higher order chirp (3\textsuperscript{rd} and 4\textsuperscript{th} order spectral phase) is compressed by applying the appropriate phase with the SLM, as determined by the MIIPS measurement. With compressed pulses, the HSQ cross-linking rate is measured as a function of average laser power before the microscope, varied from 34.5 mW to 67 mW with a variable neutral density filter wheel placed just after the pulse shaper. Each measurement is taken at a single point in the HSQ thin film. Then, the laser power or chirp is adjusted, and the sample is subsequently translated laterally by ~20 μm to a new spot on same film.

To directly compare cross-linking rates and lifetimes at many different laser powers, the exact same focusing characteristics and pulse duration (based on the chirp) must be maintained for each measurement. This is challenging due to long-time drift in the chirp, laser power and beam pointing stability, so each full set of power dependence measurements (at constant chirp) was acquired within a period of less than two hours. To accomplish this, the kinetics curves at each power are measured for less than five minutes (300 seconds) each. Besides the small lateral shift to a new sample position for each measurement, nothing is changed between subsequent kinetics measurements in a given data set.

### 4.3 Dependence of cross-linking rate on peak intensity: chirp effects

For an average laser power of 67 mW before the microscope with only linear chirp compressed, the decay of the 562 cm\textsuperscript{-1} peak area, and thus the increase in HSQ cross-linking, proceeds only very slowly, as shown in the upper curve of Figure 4.1(a). By comparison, when the higher order chirp is compressed with the SLM at the same average laser power, the initial cross-linking proceeds more than 100 times faster, as shown in the lower curve in Figure 4.1(a). To directly compare the initial lifetime $\tau_1$ of the chirped versus compressed measurements requires the same normalization for both curves, which is shown in Figure 4.1(b).
Figure 4.1 Decay in 562 cm$^{-1}$ peak area for a chirped pulse (upper curve, open squares) versus compressed pulse (lower curve, filled circles) at the focus in the HSQ thin film, (a) raw data, before normalization and (b) normalized data, showing exponential decay fit curves with > 100x faster cross-linking rate when the chirp is compressed.

Based on many previous measurements (including those shown in Figure 3.3), a double-exponential decay profile is expected for all measurements of 562 cm$^{-1}$ peak area versus exposure time, indicating two distinct stages of cross-linking. However, for the compressed measurement (lower curve in Figure 4.1(a)), the cross-linking has proceeded only just past the first stage within the relatively short measurement time used here. The characteristic decay lifetime of the first stage, $\tau_1$, defined as the time at which $1/e$ (37%) of the initial peak area remains, is determined for the raw data based on the single exponential decay equation:

$$A_t = y_0 + A_0^{(1)} e^{-t/\tau_1}$$

(4.1)

where $A_t$ is the peak area at time $t$, and $A_0^{(1)}$ is the amplitude of the fit curve for the first stage. The offset $y_0$ is the minimum peak area reached at the end of the first cross-linking stage, which will be important when comparing different measurements. The initial peak area, $A_0$, for the raw data at $t=0$ is related to these parameters as:

$$A_0 = y_0 + A_0^{(1)}.$$  

(4.2)

The data in Figure 4.1 yield an initial lifetime of 16.5 ± 2.5 s for the compressed measurement; the lower end of this range (14 s) fits the early points best, while the longer time (19 s) fits the later points better. This is similar to the previously reported initial lifetime of 24.4 ± 1.3 s (Figure 3.3) with slightly lower average power (~46 mW) and different chirp, as well. In all previous measurements, the lifetime of the second stage was always between 5 to 15 times longer than the first stage.

For the so-called “chirped measurement” shown in Figure 4.1(a), the cross-linking does not proceed enough within the measurement time to fit a single exponential decay to the raw data. Also, the CARS peak intensities are weaker when the pulse is chirped, causing the initial peak area to be lower for the chirped measurement. For fitting, it is assumed that the reaction will start with the same degree of cross-linking at $t=0$, and proceed to the same final degree of cross-linking at $t=\infty$ regardless of cross-linking rate; thus, the relative offset for the chirped measurement, $y'_0/A'_0$, is estimated to be the same as for the compressed measurement:
\[ y_0' = \frac{y_0}{A_0} A'_0 \]  

(4.3)

where \( A'_0 \) is the measured peak area of the chirped measurement at \( t=0 \), and the fixed offset \( y'_0 \) is used to fit a single exponential decay to the chirped measurement. This yields an approximate single-exponential decay lifetime of \( \tau_1 = 1960 \pm 150 \text{s} \) for the first stage of the chirped measurement, which is \( \sim 119 \) times greater than for the first stage of the compressed measurement. With the chirped and compressed measurement each normalized to unity at their initial (maximum) peak area (\( A'_0 \) and \( A_0 \), respectively), this large difference in cross-linking rates is clearly visible in Figure 4.1(b).

4.4 Non-linear power dependence of cross-linking rate

For the raw data in Figure 4.1(a), the CARS signal level increases by less than a factor of two after the higher order chirp is compressed, while the cross-linking is faster by a factor of more than 100, so it is clear that the HSQ multiphoton cross-linking is even more non-linear than the CARS process; that is, the reaction requires more than three photons to be absorbed per cross-linking event to proceed at an appreciable rate. To assess the number of photons necessary to initiate the cross-linking reaction, the cross-linking rate is measured as a function of laser power. As shown in Figures 4.2(a) and (b), the cross-linking rate clearly increases with increasing laser power. For data set 1 in Figure 4.2(a), the same chirp compression was maintained as for the compressed measurement in Figure 4.1. A slightly more optimized chirp compression was utilized for the data set 2, shown in Figure 4.2(b), which results in slightly higher cross-linking rates at the same average laser powers, due to the shorter pulse duration and therefore higher peak power.

Due to the extremely slow cross-linking at lower powers, analogous to the slow cross-linking in the chirped measurement (top curve of Figure 4.1), only the two highest power curves proceed past the first stage of the previously observed double exponential decay during the short measurement period. As described in the previous section, the normalized decay in peak area versus time for each laser power is fit to a single exponential decay to obtain the characteristic decay lifetime of the first stage, \( \tau_1 \), for each laser power used. For all the curves at \( P < 50 \text{ mW} \), the final peak area (offset, \( y'_0 \)) again had to be estimated, based on the more complete decay curves, according to equation 4.3, and fixed at that value to approximate the single-exponential decay lifetime. To see more clearly how the rate increases with laser power, the fit curves alone are plotted in Figures 4.2(c) and (d).
Figure 4.2 Normalized decay in the peak area for the cage-like HSQ band at 562 cm\(^{-1}\) at different laser powers for (a) data set 1, with slight chirp, and (b) data set 2, with optimal chirp compression. The normalized peak area is equivalent to the relative degree of HSQ cross-linking (Eq. 4.7). A strong increase in cross-linking rate is observed with increasing laser power in both set 1 and set 2. For clarity, single exponential decay fit curves are shown alone in (c) for data set 1 and (d) for data set 2. The better compression in set 2 results in slightly higher peak power and therefore slightly higher cross-linking rates at the same average powers.

HSQ cross-linking always involves a decrease in \(\equiv\text{Si-H}\) linkages in exchange for more \(\equiv\text{Si-O-Si}\), and depending on the specific reaction steps, it is possible that other reactants are also consumed (such as \(\text{O}_2\) or \(\text{H}_2\text{O}\)), and gaseous products released (such as \(\text{SiH}_4\), \(\text{H}_2\) or \(\text{H}_2\text{O}\)), explained in more detail in the following section (section 4.5). Regardless of the specific reaction pathway, it is clear that for pulsed 800 nm excitation, a single cross-linking event is only initiated when multiphoton absorption effectively “activates” a reactive site within the solid HSQ film. A simplified, net HSQ cross-linking reaction for a single cross-linking event can be expressed very generally as:

\[
\text{HSQ}_{\text{cage}} + n\text{Photons} \rightarrow \text{HSQ}_{\text{cage}}^* \rightarrow \text{HSQ}_{\text{network}}
\]  

(4.4)

where \(\text{HSQ}_{\text{cage}}\) refers to a reactive site in the as-spun film, capable of forming a cross-link between “cage-like” species containing H, Si and O. \(\text{HSQ}_{\text{cage}}^*\) is the (short-lived) activated reactive site, prior to cross-linking, possibly including a neutral excited state complex, broken bonds, and ions or radicals. \(\text{HSQ}_{\text{network}}\) refers to the “network-like” products of the single cross-linking reaction, whether only partially cross-linked (still contain H atoms) or cross-linked to the maximum extent possible, i.e. \(\text{SiO}_4/2\). The photo-activated reactive site in HSQ is analogous to a
A photoinitiator molecule utilized in UV curing of traditional polymers, and first order kinetics are expected if the rate of the photochemical reaction depends on the probability of photoabsorption by this reactive site. The following laser power-dependent rate law is expected:

\[
\frac{d[\text{HSQ}_{\text{cage}}]}{dt} = -k_1[\text{HSQ}_{\text{cage}}]P^n
\]  

(4.5)

where \([\text{HSQ}_{\text{cage}}]\) is the total concentration of reactive cage-like species, \(t\) is exposure time in seconds, \(P\) is the laser power in milliwatts (mW), \(n\) is the number of photons required to convert each cage-like HSQ site to a network-like site, and \(k_1\) is a first order (or pseudo-first-order) rate constant with units of \(\text{mW}^{-n}\text{s}^{-1}\). Solving for the concentration of cage-like species versus time:

\[
[\text{HSQ}_{\text{cage}}]_{t,P} = [\text{HSQ}_{\text{cage}}]_{0,P} e^{-k_1P^n t}
\]  

(4.6)

where \([\text{HSQ}_{\text{cage}}]_{0,P}\) and \([\text{HSQ}_{\text{cage}}]_{t,P}\) are the concentration of cage-like HSQ species present initially \((t=0)\) and after exposure time \(t\).

In these CARS measurements, the concentration versus time is not measured directly, but rather the integrated area of the 562 cm\(^{-1}\) CARS peak from the cage-like O-Si-O bend, \(A_t\), versus exposure time at constant power in the focused near IR beam. The CARS peak intensity varies linearly with sample concentration, so the normalized peak area, \(A_{t,norm}\), of the O-Si-O bend at 562 cm\(^{-1}\) after exposure time \(t\) at constant laser power \(P\) is directly proportional to the relative concentration of cage-like HSQ bonds remaining after exposure, and thus the relative degree of cross-linking which has occurred:

\[
A_{t,norm} = \frac{[\text{HSQ}_{\text{cage}}]_{t,P}}{[\text{HSQ}_{\text{cage}}]_{0,P}}.
\]  

(4.7)

Inserting this into equation 4.6 gives:

\[
A_{t,norm} = e^{-k_1P^n t}.
\]  

(4.8)

Thus, equation 4.9 is equivalent to the single exponential decay fit (Eq. 4.1) with \(y_0 = 0\). At the characteristic initial decay lifetime, \(\tau_1\), \(1/e\) of the amplitude remains:

\[
A_{\tau_1,norm} = \frac{1}{e} = e^{-k_1P^n \tau_1},
\]  

(4.9)

and taking the natural log gives:

\[
\ln\left(\frac{1}{e}\right) = -k_1\tau_1P^n
\]  

(4.10)

revealing the equality:

\[
\tau_1 = \frac{1}{k_1P^n}.
\]  

(4.11)

The initial decay lifetime \((\tau_1)\) values are plotted (with error bars) versus average laser power (measured before the microscope) in Figure 4.3(a). The uncertainty in the lifetimes, incorporating both normalization uncertainty and noise, is approximately ±25\% in set 1 and ±10\% for set 2.

The rate constant \(k_1\) is unknown, so to derive the average number of photons, \(n\), required to initiate a single cross-linking event, the decay lifetime is compared for the various laser
Taking the natural log of both sides of equation 4.11 and rearranging results in the form:

\[-\ln(t_1) = \ln(k_1) + n \ln(P)\]  \hspace{1cm} (4.12)

Thus, a plot of \( -\ln(t_1) \) versus \( \ln(P) \) is linear, with slope \( n \) and y-intercept \( \ln(k_1) \), as shown in Figure 4.3(b). A change in slope occurs at approximately 44 mW and 45.1 mW average power for data set 1 and set 2, respectively, suggesting that a different cross-linking mechanism occurs at lower powers. This is consistent with previously published works which show an average power “threshold” for multiphoton ablation of positive tone resists.\(^5\) Here, the position of the threshold is defined to maximize the agreement of the linear fits with the individual data points, but the transition between these two regimes may not actually be well defined and instead exhibit a cross-over region of average powers in which both mechanisms are occurring to some extent. The \( n \) and \( k_1 \) values for each of the data sets and the average values are summarized in Table 4.1.
Figure 4.3 HSQ cross-linking lifetime versus laser power. (a) Full range of measurements, inset is zoomed in to high powers only, and error bars are encompassed by size of data markers where not visible. (b) Natural log form of data following Eq. 4.12, error bars not shown. Best fit lines reveal a threshold for cross-linking above which an average of ~6±1 photons is required per cross-linking event.
The non-linearity of the lifetime versus laser power for the different data sets agrees to within experimental uncertainty, suggesting that an average absorption of 6 ± 1 photons at a wavelength of ~800 nm is required to initiate the cross-linking process in the higher power regime, whereas at powers below the threshold an average of 10 ± 3 photons is required. The large error bar below threshold is due to the larger uncertainty in the offset \( y'_0 \) for the low power curves, as well as worse signal-to-noise in low-power CARS spectra due to lower signal levels. For the low power curves, it is possible that the offset, \( y'_0 \), is actually lower than estimated, due to a greater degree of cross-linking at \( t=\infty \) with the slower reaction rate; this has been shown previously in UV cured polymers with photoinitiators, where a faster initial cross-linking rate limits the total degree of cross-linking by locking in the network structure and stopping the reaction at an earlier stage, with more unreacted monomers remaining.\(^{128}\) At first it seems counter-intuitive that more photons are required per cross-linking event in the low average power regime, where the cross-linking rate is very low. However, it is possible that a completely different, photothermal mechanism is responsible for the cross-linking in the low power regime, where the energy of the ~10 photons is deposited over many different bonds, while the high-power regime involves direct photo-induced bond breaking. Understanding the non-linearity requires an in-depth look at the possible cross-linking mechanisms, provided in the following section.

The cross-linking rate constant \( k_1 \) is higher for data set 2 than for data set 1 because better chirp compression, and therefore higher peak power density, was utilized for set 2 at the same average powers. This higher rate constant \( (k_1) \) also results in the lower threshold power for set 2, as shown in Figure 4.3(b) and Table 4.1. This is consistent with the conclusion previously reported by Ibrahim et al. regarding multiphoton photolithography of positive-tone resists, where the \( kt \) values of various materials were compared; a lower \( kt \) resulted in a higher power threshold for multiphoton lithography and etching.\(^{59}\)

Also noted by Ibrahim et al., the multiphoton rate constant is very sensitive to small fluctuations in the microscope focus conditions, leading to large uncertainty on the order of \( kt\pm100\% \). Variations in focus are analogous to variations in chirp, as either an increase in the size of the focal spot or an increase in the pulse duration will decrease the power density at the focus in the sample. For example, in the experiments presented here, an increase in the focal spot diameter from 400 nm to just 450 nm reduces the peak power density significantly, by \( \sim21\% \) (calculated). Likewise, for a fixed spot size of 400 nm at constant average power, a very small amount of chirp is sufficient to increase the pulse duration from 38 to 48 fs, which also reduces the peak power density by \( \sim21\% \) (calculated). Therefore, more realistic error bars on the \( k_1 \) values from the linear fit may be on the same order of magnitude as the values themselves.

This sensitivity to peak power explains the fluctuations observed between measurements in the present study. As noted previously, small changes in chirp and focusing likely occur over

<table>
<thead>
<tr>
<th>Data set</th>
<th>Threshold</th>
<th>Above threshold</th>
<th>Below Threshold</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( n ) ( (\text{# of photons}) )</td>
<td>( k_1 ) ( (\text{mW}^{a_{s}}) )</td>
<td>( n ) ( (\text{# of photons}) )</td>
</tr>
<tr>
<td>1</td>
<td>5.3 ± 0.8</td>
<td>8.4±1.0x10^{-12}</td>
<td>9.0 ± 1.4</td>
</tr>
<tr>
<td>2</td>
<td>6.4 ± 0.6</td>
<td>2.3±0.2x10^{-13}</td>
<td>10.9 ± 2.8</td>
</tr>
<tr>
<td>Average</td>
<td>n/a</td>
<td>n/a</td>
<td>10.0 ± 3.1</td>
</tr>
</tbody>
</table>

Table 4.1 Summary of fit parameters based on Figure 4.3(b) and equation 4.12.
time due to variations with sample position, beam pointing, and temperature of optics in the SLM and laser cavity. For the data in set 1, the 67 mW points (chirped and compressed) were acquired first, and the remaining curves were then measured sequentially (in order) from low to high power. Thus, any small drift in the system may lead to systematic error and slightly alter the slope of the fit lines for data set 1 in Figure 4.3(b). However, for data set 2, the measurement of low and high power kinetics curves was alternated in a random order to randomize the effects of long term drift. This is evident in Figure 4.3(b) as larger scatter in the points for data set 2.

Table 4.2 summarizes the average laser powers and measured lifetimes. A single exponential lifetime is used for comparing lifetimes, but double exponential fits can be approximated for a few of the highest power curves. The estimated lifetimes from the double exponential decay, $\tau_1'$ and $\tau_2'$, are also reported in Table 4.2 when possible. However, due to the short measurement time, these double exponential decay lifetimes are generally underestimated, and they are not accessible for the lower power measurements. In future experiments, it is desirable to improve the long-term stability of the system to measure the decay curve at each power for a much longer acquisition time, such that the $\tau_1$ lifetimes can be assessed with more certainty, and the $\tau_2$ lifetimes can be used to determine the non-linearity of the second stage, as well.
<table>
<thead>
<tr>
<th>Power, mW (± 0.2 mW)</th>
<th>Single exponential fit decay lifetime, τ₁, seconds</th>
<th>Double exponential fit decay lifetimes, seconds</th>
</tr>
</thead>
<tbody>
<tr>
<td>67, CHIRPED</td>
<td>1960 ± 150</td>
<td></td>
</tr>
<tr>
<td><strong>DATA SET 1, Nearly Optimized Chirp Compression</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>67, COMPRESSED</td>
<td></td>
<td></td>
</tr>
<tr>
<td>65.0</td>
<td>16.5 ± 2.5</td>
<td>7.6 ± 3.6</td>
</tr>
<tr>
<td>60.0</td>
<td>35.0 ± 5.0</td>
<td>22.2 ± 4.8</td>
</tr>
<tr>
<td>55.9</td>
<td>66.8 ± 3.8</td>
<td>33.7 ± 6.3</td>
</tr>
<tr>
<td>51.1</td>
<td>86.6 ± 5.0</td>
<td></td>
</tr>
<tr>
<td>48.0</td>
<td>130.5 ± 10.2</td>
<td></td>
</tr>
<tr>
<td>45.1</td>
<td>361 ± 90</td>
<td></td>
</tr>
<tr>
<td>43.1</td>
<td>1009.3 ± 218</td>
<td></td>
</tr>
<tr>
<td>39.0</td>
<td>1509.4 ± 271</td>
<td></td>
</tr>
<tr>
<td>36.4</td>
<td>2531.8 ± 395</td>
<td></td>
</tr>
<tr>
<td>34.5</td>
<td>5872.9 ± 377</td>
<td></td>
</tr>
<tr>
<td><strong>DATA SET 2, Optimized Chirp Compression</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>60.2</td>
<td>18.2 ± 1.1</td>
<td>5.6 ± 3.6</td>
</tr>
<tr>
<td>58.4</td>
<td>19.7 ± 1.8</td>
<td>15.3 ± 2.6</td>
</tr>
<tr>
<td>57.3</td>
<td>16.6 ± 0.8</td>
<td>163 ± 163</td>
</tr>
<tr>
<td>54.6</td>
<td>29.8 ± 1.6</td>
<td></td>
</tr>
<tr>
<td>54</td>
<td>46.5 ± 3.4</td>
<td></td>
</tr>
<tr>
<td>53.2</td>
<td>27.2 ± 0.7</td>
<td></td>
</tr>
<tr>
<td>51.8</td>
<td>37.6 ± 4.9</td>
<td></td>
</tr>
<tr>
<td>49.9</td>
<td>49.8 ± 3.4</td>
<td></td>
</tr>
<tr>
<td>49.8</td>
<td>63.7 ± 4.6</td>
<td></td>
</tr>
<tr>
<td>49</td>
<td>53.6 ± 6.5</td>
<td></td>
</tr>
<tr>
<td>48.8</td>
<td>81.1 ± 10.3</td>
<td></td>
</tr>
<tr>
<td>47.2</td>
<td>64.4 ± 4.4</td>
<td></td>
</tr>
<tr>
<td>45.3</td>
<td>106.4 ± 3.1</td>
<td></td>
</tr>
<tr>
<td>44</td>
<td>114.9 ± 3.1</td>
<td></td>
</tr>
<tr>
<td>41.7</td>
<td>225 ± 13</td>
<td></td>
</tr>
<tr>
<td>39.7</td>
<td>397 ± 21</td>
<td></td>
</tr>
<tr>
<td>39.7</td>
<td>284.5 ± 15</td>
<td></td>
</tr>
<tr>
<td>37.8</td>
<td>659 ± 38</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.2 Summary of all measured power values and time constants for near IR HSQ cross-linking.

4.5 A closer look at potential cross-linking mechanisms and reaction order

As mentioned previously, the high degree of non-linearity for MAP of HSQ is expected based on previous reports of HSQ cross-linking only at exposure wavelengths ≤ 157 nm, corresponding to a photon energy of 7.90 eV. By comparison, the laser spectrum used in this study covers the range from 740 nm to 860 nm, or photon energies from 1.44 eV to 1.67 eV. The non-linearity of 6±1 photons for the pulsed NIR-induced cross-linking “above threshold”
corresponds to $9.4 \pm 2.2 \text{ eV}$, the lower limit of which is near the same energy as a single 157 nm photon. This is sufficient to break approximately one SiO bond ($\sim 8.94 \text{ eV}$) or two SiH bonds ($\sim 4.08 \text{ eV}$ each), with any excess energy possibly going into thermal excitation. Notably, a single 157 nm photon would be sufficient to break two $\text{Si-H}$ bonds only if the $\text{Si-H}$ bond dissociation energy in HSQ is $\sim 3.95 \text{ eV}$, just slightly lower than the previously reported value of $\sim 4.08 \text{ eV}$ (under unknown conditions). The exact $\text{Si-O}$ and $\text{Si-H}$ bond strengths in the HSQ thin film probably do vary somewhat from reported literature values, based on specific sample characteristics. More than one explanation is possible for the high degree of non-linearity in each stage, and several hypotheses are explored here.

Two previously proposed mechanisms, shown below, depend upon the cleavage of two $\text{Si-H}$ bonds on adjacent Si atoms to initiate a single cross-linking event. The e-beam mechanism is expected to involve direct $\text{Si-H}$ bond cleavage followed by the uptake of water, leading to one added oxygen atom per cross-linking event:

$$2 \text{Si-H} + 2 \text{H}_2\text{O} + \Delta E \rightarrow \text{Si-O-Si} + \text{H}_2\text{O} + 4 \text{H}^+ \quad (4.13)$$

via the following reaction steps:

$$\text{Si-H} + \text{H-Si} + \Delta E \rightarrow \text{Si}^+ + \text{Si}^+ + 2 \text{H}^+ \quad (4.14)$$

$$\text{Si}^+ + \text{Si}^+ + 2 \text{H}_2\text{O} \rightarrow \text{Si-OH} + \text{HO-Si} + 2 \text{H}^+$$

where $\Delta E$ is energy deposited via e-beam. The fate of the H radicals has not been reported, but it is possible that they form H$_2$, and/or react with additional Si or O atoms in the HSQ network. A very similar mechanism has been proposed for thermally-induced HSQ cross-linking at high temperatures (>400 °C), which also involves $\text{Si-H}$ cleavage and the uptake of oxygen atoms from O$_2$ instead of water:

$$\text{Si-H} + \text{H-Si} + \text{O}_2 + \Delta E \rightarrow \text{Si-OH} + \text{HO-Si} \quad (4.15)$$

$$\text{Si-OH} + \text{HO-Si} \rightarrow \text{Si-O-Si} + \text{H}_2\text{O}$$

where $\Delta E$ is thermal energy. Although two $\text{Si-H}$ bonds must be broken per cross-linking event in either case, the reaction depends upon the two species being in close proximity, so it could still be first order in the number of properly oriented and juxtaposed reactive sites. The initial rate would not likely be limited by the number of individual $\text{Si-H}$ bonds present, as they are greatly in excess. Thus, the $\sim 6$ photon dependence and possibly first order reaction kinetics (above the threshold) could indicate the breaking of two adjacent $\text{Si-H}$ bonds for each cross-linking event.

Perhaps because the $\text{Si-H}$ bond is weaker, and the onset of photolytic conversion is 157 nm, no previous mechanisms have mentioned the direct cleavage of an $\text{Si-O}$ bond to initiate cross-linking, but the $\sim 9.4 \text{ eV}$ energy dependence revealed here is just slightly higher than the expected $\text{Si-O}$ bond strength. Thus, another possible photolytic pathway could be cleavage of a single $\text{Si-O}$ bond, essentially resulting in a cage opening, followed by the bond redistribution (exchange) mechanism shown in Figure 4.4, where “$\text{R}$” represents the remaining cage-like or
network-like structure connected to the oxygen atom. The probability of redistribution in this case would also depend upon the proper juxtaposition and proximity of the neighboring Si atom to the broken Si-O bond. This exchange reaction cross-links adjacent cages, leading to partial network formation, and is closely based on a reported (suggested) low-temperature redistribution mechanism, discussed in more detail below and shown schematically in Figure 4.5(b). Notably, a single 157 nm photon is insufficient to cleave an Si-O bond.

![Figure 4.4 Possible redistribution mechanism induced by direct, photolytic Si-O bond cleavage.](image)

Also not mentioned in any previous reports, Si-OH (silanol) is likely present initially at low concentrations, substituted for Si-H on some cages in the spin-on preparations by the manufacturer to increase the HSQ solubility. According to equations 4.14 and 4.15, the presence of Si-OH prior to exposure would also result in an increased reaction rate, and thus enhanced film sensitivity. If existing Si-OH reacts with Si-H (in excess), the initial limiting reactant could be Si-OH, or the entire reactive site including Si-OH and an adjacent Si-H in the proper configuration. If this is the case, the reaction rate is expected to slow down dramatically after the initial Si-OH is consumed, and after that the rate depends upon only dual Si-H scission, as in mechanisms 4.14 and 4.15, leading to a two-stage mechanism. However, as silanol groups are highly reactive with each other, the Si-OH concentration in solution must be relatively low, or significant cross-linking would occur in the solution prior to any exposure. A small amount of cross-linking of the stock solution does in fact occur over time, especially if the sample is not stored below room temperature. If Si-OH is present, it is also possible that O-H bond cleavage (~5 eV dissociation energy) plays a role, and the energy of one O-H bond plus one Si-H bond also matches the observed (average) energy dependence for a single cross-linking event of ~9.4 eV, indicating the following reaction if a sufficient initial concentration of Si-OH is present:

\[
\text{Si-H} + \text{HO-Si} + \Delta E \rightarrow \text{Si}^+ + \text{OSi} + 2 \text{H}^+
\]

\[
\text{Si}^+ + \text{OSi} \rightarrow \text{Si-O-Si}^-
\]

where \(\Delta E\) is energy from the pulsed NIR beam. Analogous to equation 4.14, a similar mechanism would require only a single Si-H bond scission on the HSQ, if adjacent to an existing Si-OH prior to exposure:

\[
\text{Si-H} + \Delta E \rightarrow \text{Si}^+ + \text{H}^+
\]

\[
\text{Si}^+ + \text{H}_2\text{O} \rightarrow \text{Si-OH} + \text{H}^+
\]

\[
\text{Si-OH} + \text{HO-Si} \rightarrow \text{Si-O-Si}^+ + \text{H}_2\text{O}
\]
and it is possible that both equations 4.16 and 4.17 occur if \( \equiv \text{Si-OH} \) is present initially with sufficient concentration.

The presence of \( \equiv \text{Si-OH} \) is possibly indicated by the strong 830 cm\(^{-1}\) peak in the spontaneous Raman spectrum in Figure 3.5(b), but other SiOH bending modes at \( \sim 760 \) cm\(^{-1}\), \( \sim 880 \) cm\(^{-1}\) and \( \sim 980 \) cm\(^{-1}\) are potentially concealed by the very strong SiOSi or OSiO peaks in the HSQ Raman spectra\(^ {135-138} \) (see Table 3.1), and there is some controversy regarding the assignment of SiOH bending modes in Raman and IR spectra of various other samples.\(^ {134} \) An SiOH stretching frequency occurs at \( \sim 3750 \) cm\(^{-1}\),\(^ {137} \) but unfortunately this is just beyond the spectral range in Figure 3.5(b), where the signal drops off above \( \sim 3700 \) cm\(^{-1}\). Notably, some previously reported FTIR spectra of HSQ thin films also lose signal-to-noise beyond \( \sim 3000 \) cm\(^{-1}\), and the water absorption is very strong between 3200-3600 cm\(^{-1}\) in IR spectra.\(^ {37} \) The SiOH bending and stretching peaks are apparently highly sensitive to the local H-bonding environment,\(^ {134-136} \) so it is also possible that the peaks in HSQ thin film are shifted considerably from literature values obtained using other types of materials. More sensitive Raman and/or FTIR spectroscopy of HSQ thin films from 3600-3900 cm\(^{-1}\) is desired to look for the SiOH stretch, and \( \equiv \text{Si-OH} \) content is explored in more detail in the NEXAFS spectroscopy described in section 5.3.

At average powers “below threshold,” the near IR cross-linking data suggests that 10 \( \pm \) 3 photons, or 15.9 \( \pm \) 5.8 eV (uncertainty accounts for full laser bandwidth), must be absorbed to initiate cross-linking, indicating a different type of mechanism. Specifically, there is a thermal bond redistribution mechanism which may dominate at low laser powers, rather than direct bond breaking by photochemical mechanisms. If this photothermal mechanism is first order, the higher amount of absorbed energy could be distributed over many different species in the reactive site rather than absorbed by just one or two bonds. However, if this mechanism is not first order in reactive site concentration, the first-order equation 4.9 would not be valid, and the slope of the linear plot in Figure 4.3(b) would not actually represent the number of photons absorbed per cross-linking event. Because of the large uncertainty in the low power measurements, an additional possibility is that the photon dependence for the two stages is actually very similar (\( \sim 7 \) photons, or \( \sim 11 \) eV, if considering the bounds of the uncertainty on measurements below and above threshold).

In the thermally-induced bond redistribution in HSQ at 190 °C to 330 °C, cross-linking occurs leading to units with varied H content up to the most highly cross-linked, glass-like species SiO\(_{4/2}\) and evolved silane gas, SiH\(_4\)(g):\(^ {129} \)

\[ 2 \text{HSiO}_{3/2} + \Delta E \rightarrow \text{SiO}_{4/2} + \text{H}_2\text{SiO}_{2/2} \]  \hspace{1cm} (4.18)

where the H\(_2\)SiO\(_{2/2}\) can go on to react further:

\[ \text{HSiO}_{3/2} + \text{H}_2\text{SiO}_{2/2} + \Delta E \rightarrow \text{SiO}_{4/2} + \text{H}_3\text{SiO}_{1/2} \]  \hspace{1cm} (4.19)

\[ \text{HSiO}_{3/2} + \text{H}_3\text{SiO}_{1/2} + \Delta E \rightarrow \text{SiO}_{4/2} + \text{SiH}_4(g) \]  \hspace{1cm} (4.20)

and \( \Delta E \) is thermal energy. This is expected to involve a 4-centered intermediate, shown in Figure 4.5, with the subsequent cleavage and re-formation of exactly one \( \equiv \text{Si-O} \) and one \( \equiv \text{Si-H} \) bond per cross-linking event.\(^ {129} \) The fractional bond orders are used to indicate species that are not independent but chemically bound to a cage or network through their oxygen atoms. This reaction thus increases the ratio of \( \equiv \text{Si-O-Si} \) to \( \equiv \text{Si-H} \) bonds by loss of silane (after multiple cross-linking events), without incorporating oxygen atoms from an outside source.\(^ {36, 129} \)
Figure 4.5 Schematic representation of the proposed 4-centered intermediate of the redistribution reaction, shown (a) in the plane of the page, where R represents any interconnected species,\textsuperscript{129} and (b) in a slightly more realistic geometry, which shows possible interconnected species for the first cross-linking event.

All of the previously proposed reaction mechanisms are summarized schematically in Figure 4.6. One thing they have in common is that two species must come together to form a cross-link. However, to understand the reaction order for cross-linking of HSQ, as opposed to traditional chain-like organic polymers, it is challenging to define independent reactive species. For example, the HSiO\textsubscript{3}/2 or H\textsubscript{2}SiO\textsubscript{2}/2 moieties are not independent but share all of their oxygen atoms with adjacent Si atoms. As stated previously, for kinetics measurements in the solid HSQ film, where the mobility of individual species or even independent monomer cages is severely restricted, it makes more sense to consider an entire reactive site, including all adjacent atoms, as a single reactant. This is equivalent to saying that in order for two species to cross-link within the solid, they must be adjacent and in approximately the proper geometry prior to exposure. For example, in the redistribution reaction shown in Figure 4.5, all of the atoms directly involved in the 4-centered intermediate and their nearest neighbors can be considered collectively as the reactive site. The cross-linking will not occur unless all of these species are present locally and oriented with the proper geometry prior to exposure in the as-spun film, and thus the reaction rate could be limited by the concentration of these specific reactive sites within the focal volume. For the above threshold cross-linking, at least, this is supported by the apparently first order kinetics, which suggest that the rate is not limited by two or more individual species coming together, but rather by the concentration of a single, reactive unit. Other photoinduced cross-linking reactions, which involve photoinitiator molecules as the absorbing species, have also been observed to follow apparent first order kinetics.\textsuperscript{128} However, it is important to note that the order of the observed kinetics may only indicate the order of the photolytic activation step, and not necessarily reveal the overall order of the reaction.
Figure 4.6 Schematic representation of silsesquioxane cage structure and comparing two possible network structures formed by a single HSQ cross-linking event. \( \Delta E \) represents energy from either an electron beam, light (X-rays, EUV, ultrafast pulses), or heat. The upper pathway represents the primary mechanism proposed for thermally induced cross-linking from \(-190-330 \, ^\circ C\)\(^{36,129}\) while the lower is the main mechanism proposed in the literature for e-beam exposure\(^{37}\) and heating above \(400 \, ^\circ C\).\(^{36,139}\) The spin-on solution of HSQ (Dow Corning FOx®) contains a mixture of cages and oligomers of HSQ.

Coming back to the below threshold cross-linking, the reaction order really cannot be assessed from the observed decay curves, as they are only linear and too short relative to the slow rate of the reaction, but several possibilities are considered here. If the rate of redistribution depends upon the concentration of properly-oriented reactive sites prior to exposure (as in the left hand side of Figure 4.5(a) or (b)), the reaction will likely be first order with respect to the concentration of reactive sites. For first order kinetics, equation 4.9 holds, and the non-linearity of \(10\pm3\) photons is an accurate representation of the energy required per cross-link. This photothermal absorption could be distributed through all the different bonds involved in the cross-link rather than absorbed by a single bond. However, if the thermal energy causes sufficient molecular motion (vibrational and rotational) to re-orient any of the multitude of 3Si-H and 3Si-O-Si\(\equiv\) bonds and overcome the energy barrier for the formation of the 4-centered intermediate, then the reaction may be pseudo-zero-order. That is, it will be first or second order in the concentration of H-containing species (i.e. HSiO\(_{3/2}\), H\(_2\)SiO\(_{2/2}\) and/or H\(_3\)SiO\(_{1/2}\)), following equations 4.13 to 4.15, but all such species are in excess throughout the initial stage of the reaction, so the initial rate will not depend on the concentration of any given species. If this is the case, equation 4.9 does not hold, the final degree of cross-linking is unknown, and the number of photons absorbed per cross-linking is undetermined for this “below threshold” cross-linking. Again, enhanced stability for longer-time measurements (>500 seconds each) could provide information on the reaction order of the below-threshold cross-linking, as well as the \(\tau_2\) lifetimes for the above threshold measurements, to assess the non-linearity and differences between the mechanism of the first and second stage of the reaction.

4.6 Conclusions

The NIR induced HSQ cross-linking rate is highly non-linear with laser power, with an average of \(6\pm1\) photons required to initiate each cross-linking event above an average power threshold of \(~45\, mW\) for the pulse durations used here (~38 fs). The energy required per cross-
link is consistent with previously proposed reaction mechanisms involving direct $\text{Si}-\text{H}$ bond cleavage by e-beam or heat, but additional possibilities are presented involving existing $\text{Si}-\text{OH}$ (silanol) groups in the as-spun thin films or $\text{Si}-\text{O}$ bond scission. Further studies are required to assess the initial concentration of $\text{Si}-\text{OH}$ in the films, as the spontaneous Raman spectra (Chapter 3) are inconclusive, but X-ray spectra presented in Chapter 5 do indicate the presence of $\text{Si}-\text{OH}$. First-order kinetics for photochemical conversion are suggested by the shape of the decay curves, and based on literature reports of UV curing in traditional polymers.\textsuperscript{128} The two-stage nature of the reaction with exposure time is possibly due to the loss of $\text{Si}-\text{OH}$ groups with cross-linking, the increasing rigidity of the cross-linked network, and/or the consumption of easily cross-linked reactive sites.

Below the observed threshold of $\sim 45$ mW, slower cross-linking is observed with a slightly different power dependence, possibly by a photothermal bond redistribution mechanism. Assuming first order kinetics below the threshold, this suggests an average absorption of $10\pm 3$ photons per cross-link. However, while the rate-limiting step in the photolytic conversion above the threshold appears to be first order, the results of the present study cannot confirm that the kinetics are also first order below the threshold.

The cross-linking rate is highly dependent on the peak power of the laser pulses, and thus the degree of chirp (spectral phase). Compression of the higher order chirp with the SLM (3\textsuperscript{rd} and 4\textsuperscript{th} order spectral phase) results in a $>100$ fold increase in the HSQ cross-linking rate for the same average laser power, but just a two-fold increase in DQSI-CARS signal intensity. Thus, by utilizing chirped pulses and fast scan rates, DQSI-CARS should be capable of imaging HSQ and other sensitive polymer photoresists without inducing significant damage by using damage-mitigation techniques such as fast scan rates, similar to the STXM techniques detailed in Chapter 5. On the other hand, higher average and/or peak laser power can provide rapid cross-linking for direct-write NIR MAP lithography. With the high order non-linearity of the cross-linking process, this multiphoton lithography may provide an important new tool for microfabrication in HSQ and related materials.
5 Probing HSQ cross-linking chemistry on the nanoscale

This chapter is based on the following publication:

Direct write soft X-ray lithography with an approximately 50 nm diameter beam is used to pattern narrow features in hydrogen silsesquioxane (HSQ) thin films, and scanning transmission X-ray microscopy (STXM) of the undeveloped patterns (latent patterns) with 30 nm resolution at the oxygen K-edge reveals a two-stage cross-linking mechanism. A dose and thickness dependent spatial spread of the cross-linking reaction beyond the exposure boundaries is observed. Oxygen and silicon near edge X-ray absorption fine structure (NEXAFS) spectra of latent patterns show an increase in overall oxygen content and no change in silicon content within exposed regions. For line exposures with 580 eV X-rays (λ=2.14 nm), a lateral spread in the cross-linking reaction of at least 70 nm on either side of the exposure boundary at FWHM is observed in 330±50 nm thick HSQ films at low dose (0.6±0.3 MGy, 27±12 mJ/cm²) and up to 150 nm spread at higher dose (111±29 MGy, 5143±1027 mJ/cm²) (1 MGy = 10⁶ J/kg absorbed energy). The results depend on the age and storage characteristics of the HSQ stock solution. Sharper lines are observed after room temperature development of the patterned negative tone HSQ in NaOH/NaCl solution (onset dose of 3.9±1.0 MGy, 181±36 mJ/cm²), due to removal of material below a critical degree of cross-linking. Strong area-dependent exposure sensitivity is observed when imaging undeveloped patterns of various dimensions, which is attributed to the spread of cross-linking beyond the exposure boundary. Given the short range spread (<10 nm) of low energy secondary electrons (≤ 580 eV) in condensed media, the observed spread is likely due to the propagation of reactive ions or radicals beyond the exposed region.

5.1 Introduction: STXM and X-ray Lithography of HSQ

To answer questions pertaining to the chemical changes induced by exposure alone, it is now possible to image undeveloped patterns in photoresists at high resolution (~30 nm) with scanning transmission X-ray microscopy (STXM). Based on differences in bonding structure around the Si and O atoms in HSQ after cross-linking, changes are observed in the near edge X-ray absorption fine structure (NEXAFS) spectra, and these changes are used to monitor the relative degree of cross-linking in the exposed and unexposed regions of the HSQ film before it is developed (latent pattern). In earlier work on STXM imaging of undeveloped HSQ patterns, it was reported that at high e-beam doses (approx. 50 mC/cm² in a 250 nm thick film), a small but measurable degree of chemical change reached as far as 12 μm beyond the exposure boundaries.

This chapter details NEXAFS spectroscopy and STXM imaging of X-ray exposed but undeveloped HSQ films to measure the cross-linking rate and X-ray exposure sensitivity of HSQ and to quantify the range of the reaction spread in the absence of development effects. A two-stage, first order X-ray induced cross-linking process is observed, similar to that observed for the
near IR multiphoton cross-linking, resulting in the incorporation of additional oxygen atoms into the cross-linked regions. A FWHM spread of the cross-linking reaction is observed to be greater than 70 nm, depending on the film thickness and X-ray dose, and the reaction spread is shown to cause proximity effects leading to significant area-dependent sensitivity. Comparing the same patterns before and after development in solution, the NaOH/NaCl developer washes away the partially cross-linked material evident in the undeveloped HSQ images, as anticipated, including cross-linking caused by reaction spread.

5.2 Sample Preparation and experimental setup

HSQ thin films from 100-500 nm thick are prepared on 100 nm thick silicon nitride substrates. For patterning, spectroscopy, and imaging, the sample patterns are written and analyzed in the 5.3.2 STXM described in section 2.4. For X-ray lithography, X-rays at either 536 eV or 580 eV are tightly focused on the film surface to an approximately 50 nm diameter spot (FWHM), and the sample is raster scanned through the stationary X-ray beam in a pre-defined pattern. NEXAFS spectra of the films are measured across the oxygen atom K-edge (520 eV to 700 eV) to measure changes in the chemical structure around the oxygen atoms before and after X-ray exposure. Within 5 minutes after patterning, images of exposed patterns are obtained with ~30 nm spatial resolution without significant further sample damage by reducing the photon flux and scanning the sample more rapidly through the X-ray beam at a fixed energy (536 eV, oxygen K-edge). Images are analyzed to measure the relative degree of chemical change for each exposure dose and the lateral spread of the X-ray induced chemistry. Additionally, NEXAFS spectra at the silicon atom K-edge (1825 eV to 1880 eV) are measured before and after exposure at the STXM on beamline 11.0.2 of the ALS.

To prepare HSQ films, 5 μL of Dow Corning XR-1541 (6% HSQ in methyl isobutyl ketone, for 100 nm thick films), Dow Corning FOx-15® (15-40% HSQ in methyl isobutyl ketone, for 300-400 nm thick films), or Dow Corning FOx-25® (15-40% HSQ in toluene, octamethyltrisiloxane and hexamethyldisiloxane, for 500 nm thick films) are spin-cast at 2000-6000 RPM for 30 s onto a 100 nm thick silicon nitride (Si₃N₄) membrane substrate (Silson Limited, shown in Figure 2.17). This thin silicon nitride has a high transmission in the X-ray energy regions of interest. The transmitted spectrum and photon flux through a blank substrate are measured periodically to record the background for all analyses. The reported results were obtained using HSQ stock solutions stored continuously at -15 °C for up to 2.5 years prior to film preparation. The results may vary if freshly synthesized HSQ material is utilized immediately. Only those films noted as “pre-baked” are baked on a hot plate in air for 5 min at 150 °C to drive off excess solvent prior to exposure. As the HSQ films are smooth and featureless, 100 nm gold nanoparticles are added on top of the film to enable sharp focusing of the X-ray beam on the surface, a requirement for producing the sharpest lithographic features and highest imaging resolution with the microscope. After placing a 1.5 μL droplet of very dilute nanoparticles on the surface, the films are dried and stored in air for 15 hours before being placed under vacuum in the X-ray microscope sample chamber. The sample chamber is evacuated to 0.2 Torr (~26.7 Pa) (sufficient to remove excess solvent in unbaked samples) then backfilled with 300 Torr of He.

As detailed in section 2.4, the STXM at beamline 5.3.2 uses a 25 nm outer-diameter Fresnel zone plate lens to focus synchrotron-generated soft X-rays on the HSQ thin films. The
monochromator is used to select the photon energy, and three sets of monochromator slits control the photon flux and spatial resolution of the microscope (as shown in Table 2.2). In this experiment, wider settings for the three slits (80 μm, 40 μm, and 40 μm) are used for lithography, giving a photon flux on the order of $10^6$ photons/s and ~50 nm beam diameter (FWHM), while narrower slits (40 μm, 20 μm, and 20 μm) are used for imaging, reducing the photon flux by a factor of ~4 and improving the spatial resolution to ~30 nm (Rayleigh limit, based on zone plate outer diameter). The depth of focus for these experiments (equation 2.39) is ~1.0-1.2 μm, so 100 nm diameter gold particles are used to bring the beam focus to within ± 500 nm of the film surface prior to all patterning and imaging, and thus the beam is tightly focused through the entire film thickness (≤ 500 nm).

To obtain images, the X-ray transmission through the sample is measured at a fixed photon energy as the sample is scanned through the beam. For NEXAFS spectra, the photon energy is scanned across a range of values for each sample position of interest. For both imaging and spectroscopy, the measured transmission is compared to transmission through a blank silicon nitride membrane substrate and converted to optical density (OD) according to the natural log form of Beer’s law (analogous to equation 2.34):

$$\text{OD} = -\ln\left(\frac{I}{I_0}\right) = \mu(E)\rho l$$

(5.1)

where $I$ is the X-ray flux through the sample plus substrate and $I_0$ is the incident photon flux through the blank substrate. The OD is sensitive to the film thickness, $l$, density, $\rho$, and energy-dependent mass absorption coefficient, $\mu(E)$. A minimum film thickness of ~300 nm is used to achieve a high signal-to-noise ratio in STXM imaging of unexposed and exposed HSQ regions at the oxygen K-edge. The contrast within each image, which will be related to the degree of cross-linking, is quantified by calculating the relative OD between the exposed and unexposed regions:

$$\Delta\text{OD} = |\text{OD}_{\text{exposed}} - \text{OD}_{\text{unexposed}}| = -\ln\left(\frac{I_{\text{exposed}}}{I_0}\right) + \ln\left(\frac{I_{\text{unexposed}}}{I_0}\right) = -\ln\left(\frac{I_{\text{exposed}}}{I_{\text{unexposed}}}\right)$$

(5.2)

For patterning, we assume the beam profile as shown in Figure 5.1(a), with an ~50 nm FWHM, based on the imaging resolution, new and previously reported knife-edge measurements. Single-pass lines are produced by stepping the sample through the beam with a fixed step size of 50 nm or 200 nm, as shown in Figure 5.1(b) and Figure 5.1(c), with a per point exposure time (dwell time) ranging from 2 ms to 7.7 seconds. Longer dwell times or smaller step sizes result in a higher deposited dose and thus a greater degree of cross-linking. Wide features are patterned by exposing $n$ adjacent single-pass lines, with the space between lines equivalent to the step size (50 nm or 200 nm), as shown in Figure 5.1(d). The 50 nm step size results in slight overlap between the exposed points, but the extensive reaction spread in these films causes a high degree of cross-linking between exposed points even with 200 nm point spacing, which is elucidated in later sections.
Figure 5.1 (a) Approximate X-ray beam profile. (b) Simulated direct-write X-ray lithography pattern for single-pass line with 50 nm point spacing and normalized beam profile. (c) Simulated single-pass line pattern with 200 nm point spacing and (d) adjacent, single-pass lines spaced by 200 nm.

X-ray patterning of HSQ near the oxygen K-edge involves a resonant or near-resonant absorption, so the absorbed dose is calculated by:

\[ a = \frac{FEt}{\varepsilon m} \]  

where \( a \) is the absorbed radiation in units of megagrays (MGy) (1 MGY = 10^6 J kg^{-1}), \( F \) is the flux absorbed (photons per second) at energy \( E \) in exposure time \( t \) of a specific irradiated volume of the HSQ with mass \( m \), and \( \varepsilon \) is the photon counting efficiency of the detector at energy \( E \) (57 \pm 5\% at 536 eV). The mass is calculated from the irradiated area, sample density and thickness. The sample density for non-cross-linked HSQ is assumed to be within the range 1.3-1.5 g/cm^3.\(^{149} \) The film thickness is estimated for each patterned region by fitting the oxygen K-edge NEXAFS spectrum to the calculated spectrum per nm thickness of HSQ, referred to as the “OD 1 nm” spectrum, shown in Figure 5.2(a). In this way, the local film thickness is determined to within better than \( \pm 15 \% \) (e.g. \( \pm 50 \) nm for 300-400 nm thick films), with the error bars due to uncertainties in film density and noise in the measured spectra. Spin-coating on silicon nitride membranes does not result in uniform thin films (visible in Figure 2.17(a) as a slight variation in film color), so the membrane-supported films in this study always have a small gradient in thickness of \( \sim 10 \) nm per 20 \( \mu \)m lateral distance across the film. The NEXAFS spectrum is measured less than 10 \( \mu \)m away (laterally) from each region of the film to be studied, which is repeated both above and below the region (often on both left and right hand sides, as well) to get an accurate estimate of the film thickness of each region. For comparison, Figure 5.2(a) also shows the OD 1 nm spectrum for silicon nitride (Si_3N_4) (density of 3.44 g/cm^3), and the calculated Si K-edge spectra for 100 nm thick HSQ and silicon nitride are shown in Figure 5.2(b). The uncertainty in each quantity in equation 5.3 is propagated through and reported for all dose values.
For exposure at 580 eV, the optical density changes very little with exposure time, so the absorbed flux, $F$, is taken as the difference between the flux through the blank substrate ($I_0$) and the flux through the unexposed sample ($I$),

$$F = I_0 - I.$$  \hspace{1cm} (5.4)

However, for 536 eV exposure, the OD changes with exposure time, necessitating that the absorbed flux be calculated according to:

$$F = I_0[1 - \exp(-OD(t))]$$  \hspace{1cm} (5.5)

where empirical data are used to fit the OD versus exposure time. For ease of comparison to dose values in the literature for EUV lithography, the areal dose is also calculated by:

$$D = \frac{FEt}{A}$$  \hspace{1cm} (5.6)

where $D$ is the absorbed radiation dose in units of mJ/cm$^2$, and $A$ is the irradiated area, which does not account for differences in sample thickness.

Within 5 minutes of X-ray exposure, the patterned regions are imaged at 536 eV with enhanced resolution (~30 nm) at reduced X-ray flux by decreasing the monochromator slit widths and dwell times. The X-ray beam exposure can cause the HSQ to cross-link, but images can be obtained without significant additional cross-linking by minimizing the radiation absorbed during imaging. For patterning, the slit width, dwell time and step size results in a total absorbed dose of 0.4 to 300 MGy, while images are obtained with a 15 nm step size in one direction (to achieve high resolution) and 100 nm step size in the other direction (to minimize the absorbed dose), with narrower slits (40 μm, 20 μm, and 20 μm) and dwell times of less than 1 ms, for a total dose of less than 0.1 MGy. For regions with less than 0.1 MGy absorbed dose, no increase in contrast could be measured with the STXM, confirming that little or no cross-linking occurs during imaging. For the oxygen and silicon edge NEXAFS spectra of exposed and unexposed regions [Figure 5.3(b) and Figure 5.3(d)], a sequence of images, called an “image stack,” is measured across an X-ray exposed feature at several wavelengths, where the same image is repeated at successively higher energies (shorter wavelengths) to construct a spectrum for each area of the image. For these spectra, the additional exposed dose is on the order of 3 MGy, which induces a small but measureable amount of additional cross-linking across the entire region imaged.
After X-ray exposure and imaging, patterned films are developed for 4 minutes at room temperature in a high contrast developer solution of 1 wt% NaOH and 4 wt% NaCl in Millipore water to wash away the unexposed material. The developed patterns are subsequently imaged with a field emission scanning electron microscope (SEM, JEOL JSM 6340F) and again with the STXM.

5.3 Oxygen and Silicon K-edge NEXAFS spectra of X-ray exposed HSQ

The oxygen K-edge NEXAFS spectrum of a pre-baked, 525 ± 50 nm thick unexposed HSQ film, shown in Figure 5.3(a), is obtained by defocusing the X-ray beam to a spot size of 20 μm (total dose ~0.02 ± 0.01 MGy). A small peak is observed at 536.1 ± 0.1 eV, on the shoulder of a broader peak centered at approximately 538.8 eV. The X-ray beam is then focused on the film and the spectrum is repeated, resulting in a total of 808 ± 213 MGy absorbed dose during the spectral acquisition (from 520 to 600 eV); this results in a pronounced decrease in OD at 535.9 ± 0.1 eV, along with an increase in the broader peak and post-edge OD (for example, at 590 eV), as shown in the difference spectrum in Figure 5.3(a). However, the absorbed dose is not the same for each energy point in the “exposed” spectrum, as the absorption accumulates throughout the spectral scan. Therefore, additional oxygen edge spectra are presented in Figure 5.3(b) for a uniform exposure at a constant X-ray energy. For these spectra, a small region (0.5 μm²) of an unbaked 300 ± 50 nm film is exposed to an X-ray dose of 47 ± 15 MGy at 580 eV. An image stack is subsequently acquired of the exposed region and the surrounding film, during which both regions absorb 3 ± 1 MGy of additional dose. The NEXAFS peak positions in Figure 5.3(b) agree within error to those in Figure 5.3(a), and variations in the line shape are attributed to differences between the two samples, including sample type, sample age, pre-bake conditions and exposure parameters.
Figure 5.3 HSQ thin film NEXAFS spectra. (a) Oxygen K-edge NEXAFS spectra of a 525 nm thick HSQ film before (unexposed) and during (exposed) a 808 ± 213 MGy dose X-ray exposure near the oxygen edge. The large decrease in OD at 535.9 eV and increase at 538.8 eV are attributed to X-ray induced cross-linking, as well as an ~30% increase in total oxygen content, for example by comparing the OD at 520 eV (pre-edge) vs 590 eV (post-edge). (b) Similar peak shifts and a smaller increase in oxygen content observed between regions with 3 ± 1 MGy and 50 ± 15 MGy of exposure, respectively, near the oxygen edge (580 eV) in an ~300 nm thick HSQ film.

Very similar oxygen K-edge NEXAFS spectra were previously reported for unexposed versus e-beam cross-linked HSQ films,\textsuperscript{50} and we attribute the spectral modifications to a change in bonding character around the oxygen atoms in HSQ due to X-ray induced polymer network formation (cross-linking). The broad absorption band at ~539 eV grows in as the HSQ cross-links to a more SiO\textsubscript{2}-like structure, due in part to an increase in the 1s → \sigma^* (O–Si) absorption previously assigned at this energy for SiO\textsubscript{2}\textsuperscript{152-153} The broad band at ~562 eV present before and after cross-linking is due to a “shape resonance” of this same transition.\textsuperscript{116, 152-154} However, the broad 539 eV peak has also been previously assigned to adsorbed water multilayers on various surfaces.\textsuperscript{155-156} Additionally, the NEXAFS spectra in Figure 5.3(a) show that the total oxygen
content within the exposed regions increases by ~30% after an 808 MGy exposure, as evidenced by the increase in the X-ray absorption at energies beyond the oxygen edge, from 550 eV-590 eV. Comparing two regions with a smaller difference in dose (3 MGy versus 50 MGy), a smaller increase in oxygen content is observed [Figure 5.3 (b)], so the amount of additional oxygen is dose dependent; this was confirmed all the way out to 650 eV (not shown). This added oxygen could be incorporated into the network during cross-linking, according to the mechanism at the top of Figure 4.6, but could also be additional adsorbed water on the surface and within the pores of the HSQ in cross-linked regions, due to the decreased hydrophobicity and pore size of the network structure. The minimum vacuum pressure of 0.2 Torr used in the STXM chamber is sufficient to maintain many monolayers of water on the film surface and within the chamber itself, and water is also mobile within the porous HSQ network (in cross-linked HSQ, diffusion coefficient of H$_2$O $\approx$ 3.61 x 10$^{-10}$ cm$^2$/s). Much lower vacuum pressure is required to remove the water to below one monolayer; comparison to NEXAFS spectra at lower pressure would potentially elucidate the role of water in the cross-linking mechanism.

Assigning the side peak at ~536 eV is less straightforward, as it is nearly buried under the much broader 539 eV absorption, and a precise peak assignment in this region is unknown. However, absorption peaks at 534.4 eV-535.5 eV have been reported for O-H species in different environments, including the $1s \rightarrow 4\sigma^* (O-Si)$ transition in $\equiv$Si-OH on the surface of silicon oxide nanowires and for the same transition in OH chemisorbed on NaCl. Therefore the 536 eV peak is tentatively assigned to $\equiv$Si-OH, where the symbol, $\equiv$, represents all the other cage or network bonds to the Si atom. To test this peak assignment, NEXAFS spectra are obtained for compounds similar to HSQ with different substituent groups, shown in Figure 5.4. The oxygen K-edge spectrum was measured for methyl silsesquioxane (MSQ) in its pure, powdered form (PSS-octamethyl substituted, Sigma Aldrich), which is identical to pure HSQ except with all the $\equiv$Si-H groups on the corners of the HSQ cage replaced by $\equiv$Si-CH$_3$, and compared to the spectrum of solubilized MSQ (polymethylsiloxane in ethanol, Techneglas, Inc.), where a small percentage of the $\equiv$Si-CH$_3$ groups are replaced by $\equiv$Si-OH. In MSQ samples with $\equiv$Si-OH, the observed line shape is very similar to the unexposed HSQ spectrum [Figure 5.3(a)], with a sharp peak at 536.7 ± 0.1 eV followed by a broader peak at 538.7 ± 0.1 eV. However, for the pure MSQ samples without $\equiv$Si-OH, the broad band is the same, but the sharper 536.7 eV peak is not observed. This suggests that the 536.7 eV absorption peak in the solubilized MSQ results from the oxygen in the $\equiv$Si-OH bonds, and that the ~536 eV peak in the unexposed HSQ is likewise due to $\equiv$Si-OH present in the HSQ film prior to cross-linking. While there is some uncertainty in this peak assignment due to the possibility of other slight structural differences in the commercially prepared samples, this assignment is consistent with the fact that HSQ without any $\equiv$Si-OH has poor solubility in most solvents, and thus a small amount of $\equiv$Si-OH must be incorporated to increase its solubility for spin-on applications. The decrease of this $\equiv$Si-OH associated peak during cross-linking shows that the existing $\equiv$Si-OH groups play an important role in the X-ray induced cross-linking mechanism under these conditions, consistent with the proposed e-beam mechanism illustrated in Figure 4.6.
Figure 5.4 Spectra for pure MSQ with no \(\tilde{\text{Si}}\text{-OH}\), compared to MSQ with incorporated \(\tilde{\text{Si}}\text{-OH}\). The similarity in peak structure to the spectra in Figure 5.3(a) and (b) suggests that the \(~536\) eV peak in the unexposed HSQ is due to \(\tilde{\text{Si}}\text{-OH}\) incorporated in the HSQ stock solution.

In addition to oxygen edge spectral measurements, the silicon K-edge spectrum of HSQ is obtained for a similar sized region exposed to \(>0.5\) MGy \((>17\) mJ/cm\(^2\)) at 540 eV (precise dose not determined), shown in Figure 5.5. The image stack method used to acquire these silicon K-edge spectra results in an additional dose across both the unexposed and exposed regions. The NEXAFS spectra reveal no measureable change in the total silicon content of the exposed region for the dose used, evidenced by no change in the post-edge absorption intensity. (However, it is estimated that the X-ray dose used for this spectrum is lower than in Figure 5.3(a) and (b), possibly too low for changes in Si content to be apparent in the NEXAFS spectrum.)

A distinct decrease in the optical density at 1845.4 \(\pm\) 0.3 eV and an increase at 1847.6 \(\pm\) 0.3 eV are observed in the areas that have absorbed \(>0.5\) MGy of X-rays, which are attributed to changes in the silicon bonding character after cross-linking. The increasing peak at 1847.6 is due to an increase in SiO\(_2\)-like bonds, likely the \(1\text{s} \rightarrow \sigma^* (\text{Si} - \text{O})\) absorption previously assigned in various SiO\(_2\) samples at \(~1847\) eV.\(^{152, 160-161}\) The decreasing absorption at 1845.4 eV is likely due to a decrease in \(\tilde{\text{Si}}\text{-OH}\) bonds after exposure, based on previous studies of porous silicon, SiO\(_2\),\(^{160, 162}\) and siloxene.\(^{161}\) Notably, we do not see any feature at 1838-1840 eV before or after cross-linking, which would indicate Si-Si bonds,\(^{160}\) suggesting that significant Si-Si bond formation does not occur at this X-ray dose. Although these spectra are acquired with a slightly different exposure wavelength and lower dose than for the oxygen spectra in Figure 5.3, they demonstrate that the X-ray induced chemical change affects both the silicon and oxygen bonding structure, as expected for polymer network formation. The spectral peak positions and intensities before and after X-ray exposure look very similar to reported NEXAFS spectra for powdered HSQ solids before and after heating at 500 °C,\(^{163}\) indicating a similar network structure for the heated and X-ray exposed HSQ.
5.4 X-ray induced cross-linking reaction rate

The change in the NEXAFS spectra between exposed and unexposed HSQ is a measure of the structural transformation due to the chemical reaction. After patterning HSQ thin films with the X-ray beam, the patterned area is imaged at 536 eV. There is no further sample modification prior to this imaging, such as development in solution; the contrast at each spatial location in the image is calculated in ΔOD (Eq. 5.2), which quantifies the relative degree of cross-linking in the exposed vs. unexposed areas. The sensitivity is defined here as the increase in contrast per unit of absorbed X-ray dose. These definitions of contrast and sensitivity are based solely on the photochemical characteristics of the HSQ thin films, but are analogous to those typically used for lithography, which are based on developer effects. The relation of the unexposed contrast and sensitivity to the development effects are discussed in section 5.6.

To examine the X-ray exposure sensitivity of HSQ and relate contrast (ΔOD) to the degree of cross-linking, the HSQ films are patterned at increasing dose and then imaged, shown in Figure 5.6(a). Equal-sized 1 μm × 5 μm features are exposed in a pre-baked, 500 ± 50 nm thick HSQ film by direct-write X-ray patterning, in this case at an energy of 536 eV, at doses from 2.0 ± 0.4 to 276 ± 57 MGy. The spacing between exposure points within each feature is 200 nm, features are separated by 1 μm, and the dwell time is increased exponentially for each subsequent feature. The patterned area is subsequently imaged at 536 eV, and the X-ray transmission through each feature is shown in Figure 5.6(a), where the line profile indicates the average contrast through the shaded region highlighted by the bold arrows, and the black spots are clusters of 100 nm gold nanoparticles on the film surface (used for focusing). Though the point spacing is 200 nm, the individual exposed points are not observed within each feature due to significant spreading of the cross-linking reaction beyond the 50 nm exposure beam width, which is explained in detail in the subsequent section. The contrast between the exposed and unexposed regions, which is a measure of the relative degree of cross linking, is plotted versus
dose and dwell time in Figure 5.6(b), showing a sub-linear increase in cross-linking with dose. The contrast values plotted in Figure 5.6(b) are obtained by averaging the contrast across the central 80% of each feature, excluding any nanoparticles.
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Figure 5.6 X-ray sensitivity of undeveloped HSQ thin film (500 ± 50 nm thick). (a) STXM image (transmission) and line profile (ΔOD) at oxygen K-edge (536 eV) of equal sized features exposed with increasing X-ray dose at 536 eV, using 200 nm exposure point spacing. The line profile plot is the average contrast through the narrow region of the image indicated by the grey bar. Lighter regions indicate more transmission due to higher degree of cross-linking, and dark points are clusters of 100 nm gold nanoparticles, used to focus the X-ray beam. Scale bar = 2 μm. (b) Plot of average ΔOD of each entire feature (excluding nanoparticles) versus X-ray dose, showing onset of cross-linking at very low dose and sub-linear dose dependence of cross-linking degree. Horizontal error bars are for the MGy axis only. Dashed line fit is ΔOD = 0.85 – 0.067 exp(–a/4.2) – 0.782 exp(–a/247), where a is dose in MGy, which can be recast to ΔOD = 0.85 – 0.067 exp(–t/0.09) – 0.782 exp(–t/5.5), where t is exposure time per point in seconds, indicating two stages of cross-linking and a maximum contrast of ΔOD ≈ 0.85.
The double exponential curve fit in Figure 5.6(b) indicates a two-stage cross-linking process, with a fast initial step with \( \tau_1 = 0.09 \pm 0.01 \) s and a much slower second stage with \( \tau_2 = 5.5 \pm 0.3 \) s. Just as reaction rates typically depend on temperature or laser power, these time constants vary based on the rate of energy absorption, or absorbed dose rate; here the incident flux is \( \sim 1.6 \times 10^6 \) photons/s, corresponding to an absorbed dose rate of approximately 42 MGy/s. The fit shows that the cross-linking can continue well beyond the maximum dose used here of \( 276 \pm 57 \) MGy \((19,339 \pm 3203 \text{ mJ/cm}^2)\), up to a maximum contrast of \( \Delta \text{OD} = 0.85 \) for the fully cross-linked material. Assuming that \( \Delta \text{OD} = 0 - 0.85 \) corresponds to 0 - 100% relative degree of cross-linking, an increase in contrast of \( \Delta \text{OD} = 0.1 \) equates to an increase in the degree of cross-linking of 11.8 ± 4.2 % out of the possible cross-linkable sites. A linear fit of the lowest-dose points in Figure 5.6(b) gives an initial sensitivity of 1.1 ± 0.4 % cross-linking increase per MGy X-ray dose, while the highest-dose points give a final sensitivity of 0.19 ± 0.07 % per MGy. Thus the initial, fast cross-linking corresponds to higher sensitivity, and the slower cross-linking is equivalent to lower sensitivity.

This double exponential decay in the cage-like species is analogous to the NIR MAP mechanism of HSQ, where the slower cross-linking reaction rates \( (\tau_1 = 30 \pm 10 \) s and \( \tau_2 = 3 \pm 1 \text{ min} \), section 3.3)\(^79\) are presumably due to a lower dose rate and possibly a different mechanism. As mentioned previously, one explanation for the two time stages is that as reactive sites are generated photolytically in the solid film, nearby sites react quite readily, but the rigidity of the network increases with cross linking. This slows the rate of additional cross-linking due to the restricted mobility of the remaining reactive sites, which are locked into the polymer network configuration. Another way of saying this is if there are some bonds with more favorable kinetics for cross linking due to juxtaposition or angular geometry, these may cross-link first, giving the initial faster cross-linking rate, which slows as these sites are used up.

### 5.5 Area dependent sensitivity

For the increasing dose features in Figure 5.6(a), no significant increase in cross-linking is observed in between features at low dose, but an increasing background level of cross-linking is measured in between the adjacent features starting at a dose of 22.3 MGy \( (1563 \text{ mJ/cm}^2) \), position \( \sim 16 \) μm, indicating that increased cross-linking occurs well outside the exposed region. To the right of the highest dose feature, an increase in cross-linking giving \( \Delta \text{OD} \approx 0.03 \) is observed more than 1 μm beyond the exposure boundary, which is nearly the amount of cross-linking observed at the center of the 2.0 MGy exposed feature. This extensive diffusion of the polymer cross-linking is consistent with previous STXM and FTIR imaging of undeveloped e-beam exposed HSQ films, where a small but measurable increase in cross-linking was observed at distances greater than 12 μm away from the e-beam exposed regions at very high doses.\(^{50,68}\)

Based on previous reports with HSQ, some area dependent contrast is expected,\(^8,51\) defined here as an increase in peak contrast as the feature size increases, despite a constant absorbed dose. This can be interpreted as a higher sensitivity for the larger features, because to obtain features with an equivalent peak degree of cross-linking (a requirement for some lithography applications\(^2,8\)) would require decreasing the dose significantly for larger features. The amount of peak contrast is highly dependent on the overlap between exposed points,\(^51\) but likewise should depend on the overlap of regions cross-linked by reaction spread beyond the
exposure boundary. To examine how the lateral reaction spread contributes to the area dependent sensitivity, a set of features with different sizes are patterned at constant dose of 8.6 ± 1.4 MGy (484 ± 44 mJ/cm²) in an unbaked, 400 ± 50 nm thick HSQ film, then imaged at 536 eV, shown in Figure 5.7(a). The first feature on the left in Figure 5.7(a) is a single-pass line exposure of the X-ray beam at 580 eV with 50 nm point spacing, and the exposed width of the features is increased going to the right, up to 1.5 µm wide for the right-most feature, made by 30 adjacent single-pass lines separated by 50 nm. Figure 5.7(b) is a plot of the increase in the peak contrast versus exposed feature width [from Figure 5.7(a)]. There is only a slight overlap between adjacent point exposures within each feature, so only a small increase in peak cross-linking is expected with feature width, shown as the bottom dashed line (black) in Figure 5.7(b); however, the data clearly shows a much stronger area dependence. Furthermore, the measured FWHM of the single line exposure in Figure 5.7(a) is 360 ± 50 nm, showing a spread of cross-linking of at least 150 nm laterally from the edges of the exposure beam. The upper dashed curve (gray) in Figure 5.7(b) simulates the peak degree of cross linking expected with a 360 nm beam width, which more closely resembles the observed measurements. The simulated curves are for isolated features with 50 nm point spacing at ~8.6 MGy, using the exposure beam profile in Figure 5.1(a) (50 nm or 360 nm FWHM) and the HSQ sensitivity from Figure 5.6(b). The observed increase in peak cross-linking is even higher than the wider-beam simulation because of the long tail of the cross-linking spread, which causes increased overlap between features that are too closely spaced (evidenced by the increasing background in between features in Figure 5.7(a)). Note that the integrated intensity of the line profiles for the data and simulations here show that the total degree of cross-linking is approximately linear with increasing feature width.
Figure 5.7 Area dependent sensitivity observed for X-ray cross-linking of HSQ. (a) STXM image (transmission) and line profile (ΔOD) at oxygen K-edge (536 eV) of increasing size features patterned at constant X-ray dose (8.6 ± 1.4 MGy). Features range from a single-pass line up to a 1.5 μm wide bar, with 50 nm point and line spacing within each feature. The average FWHM of the single-pass lines is 360 ± 50 nm. Scale bar = 2 μm. (b) Plot of peak contrast in image above, showing area-dependent sensitivity. The lower dashed line (black) is the expected peak contrast based on the actual exposed area, showing that the observed increase in peak cross-linking far exceeds that expected based on the exposure profile (Figure 5.1(a)), due to spreading effects. The upper curve (gray) is simulated using a single-pass line width of 360 nm, as measured.
The strong area-dependence of the peak contrast is attributed to the spread in the cross-linking beyond the exposure boundaries. As the pixel spacing is significantly less than the distance of the reaction spread, each adjacent line within a feature will overlap previously cross-linked material, and the peak of the cross-linking will accumulate to a higher degree than anticipated based on the absorbed dose alone. The peak contrast levels off at a width of approximately 10 single-pass lines, because once the feature is significantly wider than the reaction spread, the overlap between partially exposed regions becomes primarily an edge effect. Interestingly, for cases up to 10 adjacent single-pass lines, the area dependence of the peak contrast is also approximately linear, as previously reported for area dependence measurements in ultra-thin, e-beam patterned and developed HSQ. Preliminary results suggest that the area dependence and linewidth vary somewhat with the delay time between film preparation (spin-coating) and exposure, as do the film contrast and sensitivity, consistent with previously published studies of e-beam patterning in HSQ.

This proximity effect is also extremely important for small features that are closely spaced. To demonstrate this, adjacent pairs of single-pass lines are written at various distances apart (125 nm to 2 μm) at three different doses from 7.2 to 28 MGY (405 to 1590 mJ/cm²). As shown in Figure 5.8, even at the lowest dose of 7.2 ± 1.5 MGY, the overlap between adjacent lines is so significant that the two separate lines can not be discerned until they are separated by at least 500 nm. At all doses, adjacent lines must be spaced by >1 μm in order to prevent some overlap and measurable latent contrast in between adjacent features. The simulated data in Figure 5.8(b) shows that well separated lines are expected if the reaction does not spread beyond the exposure boundaries, based on the X-ray exposure beam profile and HSQ sensitivity. For comparison, the simulated data in Figure 5.8(c) shows that a reaction spread of 390 nm for a single-pass line (FWHM) approximately matches the measured feature profiles, but with slightly higher peak contrast, possibly due to uncertainty in the exact shape of the reaction spread profile.
Proximity effects measured for pairs of single-pass lines separated by different distances at constant dose, 7.2 ± 1.5 MGy (point spacing = 50 nm), shown in STXM image (top) and line profile (bottom) at the oxygen K-edge (536 eV). Gray profile is raw data, black is smoothed. The more closely spaced lines cannot be discerned due to the reaction spread. Scale bar = 1 μm. Profiles at right show simulated lines (black) overlaid on smoothed data (gray) for (b) 50 nm beam profile and (c) 390 nm beam profile, indicating that reaction diffuses outside of the 50 nm wide exposed region to a FWHM of ~390 nm. Peak contrast and linewidth cannot be fit simultaneously, possibly due to uncertainty in the reaction spread profile.

5.6 Quantifying reaction spread

Based on the results in Figure 5.6, Figure 5.7, and Figure 5.8 and previous studies of undeveloped e-beam patterns in HSQ, it is apparent that the spatial extent of the reaction spread depends upon the exposure dose. Since the proximity effects in Figure 5.7 and Figure 5.8 are determined by how far the reaction spreads from each exposed point, the dose dependence of this spread needs to be well defined for useful lithography in order to achieve the desired degree of cross-linking for a given feature size, as it relates to the final height of the developed features. To measure the extent and shape of this spread with good signal-to-noise, many sets of single-pass line exposures with doses from 0.4 to 111 MGy are produced (50 nm point spacing, 580 eV exposure), and these sets of lines are repeated many times in different films which are 100-400 nm thick. Figure 5.9(a) shows the raw X-ray transmission image for a set of undeveloped, X-ray exposed lines in a 330 ± 50 nm thick HSQ film after patterning, and line profiles, vertically averaged along the full length of each line in ΔOD, which are used to obtain the FWHM. The FWHM of all the undeveloped single-pass lines are shown in Figure 5.9(b), where each point is the mean line width of 2-5 independent lines patterned at that dose. These lines are, of course, substantially wider than in recent state-of-the-art HSQ lithography (4.5 to 20 nm line width), due to the film thickness and 50 nm FWHM exposure beam, as well as the delay between baking and exposure, and possibly due to the ~2 year storage of the HSQ stock solutions. The
area, dose and thickness dependent trends observed here agree with trends reported for thin HSQ e-beam and photo-lithography.²

Figure 5.9 Single-pass lines used to quantify the diffusion of the cross-linking reaction. (a) STXM image (transmission) and line profile (ΔOD) at oxygen K-edge (536 eV) for undeveloped lines exposed at doses from 0.6 ± 0.3 to 111 ± 29 MGy with 50 nm point spacing. Small gap in image and plot is where no data was taken. All cross-linked material below the dashed line was washed away by subsequent development. (b) Plot of undeveloped line widths, FWHM, showing a strong dependence of the width on both dose and sample thickness. Narrowest lines are in ~300 nm thick films (open triangles). An increase in line width is observed in ~330 nm thick films (filled circles) and 400 nm thick films (gray squares). (c) SEM image and (d) STXM image (transmission) with line profile (OD) at 536 eV of the same lines after development, showing the onset of developer at an exposure dose of 3.9 ± 1.0 MGy. Note that the absolute contrast in this plot cannot be compared with the contrast in (a), as the unexposed film has been washed away by the developer. (e) Plot comparing developed (gray circles) and undeveloped (black circles) line widths, FWHM from STXM data in ~330 nm thick film, showing similar but slightly sharper line widths after development at low doses, due to removal of the partially cross-linked material at the line edges. Surprisingly, the highest dose lines (111 MGy) have a greater FWHM after development, even though they are narrower at the base. SEM measurements of developed lines in 100 nm thick films (open circles) are considerably narrower, continuing the trend of narrower lines in thinner films. Scale bars = 1 μm.

Figure 5.9(b) shows that there is a substantial spread in the HSQ cross-linking beyond the exposed region in the undeveloped films, which increases with exposure dose and with film thickness. For the ~300 nm thick films, the minimum possible line width is 157 ± 5 nm, compared to 190 ± 7 nm for the ~330 nm thick films, and 223 ± 27 nm for the ~400 nm thick films, determined by fitting a line through the low dose points only and extrapolating to zero
dose. This increase in line width with film thickness is consistent with recently published results for very thin, developed HSQ. Taking into account the three-dimensional spread of the reaction upon exposure, one possible explanation for the greater reaction spread with thicker films is that the process responsible for the reaction spread is inhibited by the surface of the film. In addition to this thickness dependence, the spread in the reaction increases with dose, as expected. For example, in the 330 nm thick film, the linewidth averages 193 ± 40 nm FWHM at the low dose of 0.6 ± 0.5 MGy, up to 355 ± 7 nm at a dose of 111 ± 29 MGy, corresponding to a spread of 70-150 nm on either side of the exposure beam profile at the FWHM. Note the two-stage shape of the increase in linewidth with dose, as the linewidth initially increases very sharply with dose, then the rate of linewidth increase slows considerably with additional dose, even up to very high doses. This indicates two different possibilities, which are not mutually exclusive; it could indicate a maximum range for the diffusing species or chain reaction, or it is also consistent with the double exponential decay mechanism mentioned above (Figure 5.6), where the initial cross-linking sensitivity of the HSQ to diffusing species is very high, but the cross-linking effectiveness decreases once a certain degree of cross-linking has been reached.

For comparison, Figure 5.9(c) shows an SEM image of the same set of lines [from Figure 5.9(a)] after room temperature development in 1% NaOH + 4% NaCl. Figure 5.9(d) shows the STXM transmission at 536 eV of these developed lines and the line profile of this image converted to OD. The single-pass lines exposed at low doses, 0.6 ± 0.3 and 2.1 ± 0.6 MGy, are removed by the developer, while the features at 3.9 ± 1.0 MGy (181 ± 37 mJ/cm²) are just visible. Following the typical definition of onset dose (Dₒ, the minimum dose for which the cross-linked resist is insoluble in the developer), this corresponds to an onset dose of ~3.9 MGy (~181 mJ/cm²), which agrees very well with the onset dose for previously reported X-ray lithography in 300 nm thick HSQ films of Dₒ ≈ 200 mJ/cm² (in TMAOH developer).

Figure 5.9(e) is a plot of the FWHM of these undeveloped and developed lines, which shows that the developed lines are just slightly narrower at low doses. However, at a high dose of 111 MGy, the FWHM of the developed lines are actually ~30% wider, even though these lines are still narrower at their base after development. In addition, the 90 ± 14 nm wide lines at 7.1 ± 2.4 MGy (100 ± 32 mJ/cm²) in the developed 100 ± 20 nm thick HSQ film are plotted in Figure 5.9(e), continuing the observed trend of narrower lines in thinner samples beyond the minimum thickness accessible by latent STXM imaging. The dashed line in Figure 5.9(a) corresponds to the cutoff in latent contrast below which the developer removes all material, which is at a ΔOD value of 0.06 ± 0.02. The developed lines have a slightly different line shape because the material below this critical cross-linking degree (ΔOD ≈ 0.06), at the edges of the lines near the base, is removed by the developer. This narrowing of the lines is expected based on studies of the developer activity, but detailed line profiles of the undeveloped material were not accessible in that work. By assuming that ΔOD = 0 - 0.85 corresponds to 0 - 100% relative degree of cross-linking [Figure 5.6(b)], the critical cross-linking degree for development contrast (ΔOD=0.06) corresponds to an increase in the degree of cross-linking of just 7.1 ± 2.5% out of the possible cross-linkable sites. Previous FTIR studies of HSQ thin films approximate the minimum and maximum possible conversion degree to be 19.4% - 70%, where conversion degree is defined as the ratio of Si-O-Si cage bonds to Si-O-Si network bonds. Some HSQ cross-linking occurs during film preparation, even for room-temperature preparation under vacuum, and the initial degree of cross-linking also depends on whether the sample is pre-baked, for how long and at what temperature, the delay after spin-coating, and storage atmosphere. Importantly here, it also depends upon the age of the stock solution subsequent
to manufacture. If we assume a starting cross-linking degree for the entire film of 19.4% and a maximum of 70%, based on previous FTIR work, the developer onset of ΔOD=0.06 would correspond to an absolute cross-linking degree of approximately 24%. However, due to the aging and delay effects, and other variations between samples, the starting degree of cross-linking in these particular films is uncertain, likely higher than 19.4%. It is important to note that although only the relative degree of cross-linking (latent contrast) can be measured here, the onset dose of the developer also depends upon the absolute degree of cross-linking.

The line widths in Figure 5.9 were compared to the single-pass lines in Figure 5.7, and it was observed that the longer delay between film preparation and exposure used for the data in Figure 5.7 (70 hours, due to beam time constraints) resulted in significantly wider lines and lower contrast for comparable doses. Previous reports show that a delay between baking and exposure can lead to such line width broadening, and that the magnitude of the contrast changes with post-bake delay can exceed the sample aging effects, but the preliminary data comparison in this study suggests that the delay effect may be an issue even in these films which are unbaked. Thus, in future work the delay between spin-coating and exposure should be minimized and much more carefully controlled.

By comparing the undeveloped STXM image contrast in Figure 5.6(a) and Figure 5.9(a) with previously reported STXM images of e-beam exposed HSQ, it is possible to approximate the relationship between X-ray dose and e-beam dose. From this, we estimate that the developer onset X-ray dose of ~3.9 MGy (~181 mJ/cm²) in this film corresponds to a 100 keV e-beam dose of approximately 8 ± 4 mC/cm² in a 250 nm thick HSQ film (pre-baked at 170 °C for 5 min). This comparison is only an approximate frame of reference for the doses used in the current study, as there were significant differences between the sample used in the e-beam study and the present work, including the precise film thickness, exposure point spacing, sample age, delay and pre-bake conditions. Nonetheless, our onset dose of 3.9 MGy ≈ 8 ± 4 mC/cm² agrees within error to the previously reported onset dose of 6.5 mC/cm² under the same developer conditions in 115 nm thick HSQ.57

5.7 Potential mechanisms for cross-linking reaction spread

The main result of this work is to quantify the X-ray exposure sensitivity and reaction spread in undeveloped HSQ patterns. Since the X-ray beam position is interferometer controlled to better than 10 nm and tightly focused, and we have carefully measured and accounted for the initial (low-dose) sensitivity of HSQ, exposure effects leading to line broadening can be ruled out. One possible cause for the >70 nm lateral spread of the reaction could be reactive species diffusing through the film to the unexposed regions. Reaction spread beyond the exposure boundaries within this range has recently been reported in other X-ray patterned, thin (~40 nm), organic positive-tone photoresist materials (PMMA and PAN). The results are tentatively attributed to the propagation of radicals and/or ions through the film, but the mechanism has yet to be determined. In that report, it was estimated that, given the conditions of 300 Torr of He in the X-ray exposure, heating of the films is negligible (on the order of 5 x 10⁻⁴ K), and that thermal damage is therefore an unlikely mechanism for the reaction spread.

As explained in section 2.3, when the soft X-ray photon at 536 eV to 580 eV is absorbed by the HSQ thin film, it excites a core electron in the sample, which decays to produce a high energy Auger electron (~500 eV) and a singly or doubly ionized valence excited state, which can
lead to the breaking of nearby bonds at a range of a few nm. This likely results in energetic and reactive radical and/or ion fragments, and secondary electrons, which can further propagate the initiation of the reaction. The mean free path of scattered 0-580 eV electrons in HSQ should be similar to amorphous glass and polymers of similar density, which is less than 10 nm. The effect of low energy secondary electrons (10-50 eV) in e-beam lithography of HSQ was shown to be limited to a range of ~2 nm. Therefore we suspect that small radicals or ions are responsible for the >70 nm reaction spread through the film. It is possible that protons or H radicals are liberated by the cleavage of the bonds during the X-ray absorption, and these may be able to propagate some distance before reacting and causing cross-linking, possibly leading to a cross-linking chain reaction.

A variety of mechanisms could explain the reaction spread, and here we discuss two possibilities in more detail. Electron spin resonance (ESR) studies indicate that H radicals produced upon gamma irradiation of crystalline HSQ can travel through the solid to neighboring cages, this species may also propagate through a silicon-based polymer (reported for polydimethylsiloxane, PDMS) before abstracting an additional H atom to form H₂ and a molecular radical that cross-links. Therefore, one possibility is that H radicals produced by the X-ray induced Si-H bond breaking in HSQ travel through the film to abstract H from another Si-H bond 70 nm or more away, creating an additional silicon radical:

\[ \text{H}^+ + \text{H-Si} \xrightarrow{} \text{H}_2 + \text{Si}^\cdot \]

where the \( \text{Si}^\cdot \) symbol again represents all the additional cage or network bonds on the Si atom. This silicon radical could then cross-link with a neighboring HSQ cage in a variety of ways, possibly involving the uptake of water to form a reactive silanol, or cage bond redistribution, as shown in Figure 4.6. However, since the silicon radical is bound to the network, unlike the H radical, and because free radicals in solid polymers must be separated by less than ~4 Å in order to react, continued spread of cross-linking by a silicon-radical induced chain reaction is less likely within the solid HSQ film. Without such a chain reaction, each H radical would initiate only one cross-linking event, and substantial cross-linking at a distance would depend upon H atoms diffusing through the film from the exposed region.

An alternative, acid-catalyzed reaction could be initiated by protons according to the following mechanism:

\[ \text{Si-O-Si}^\cdot + \text{H}^\oplus \xrightarrow{} \text{Si-O-Si}^\cdot \xrightarrow{} \text{Si-OH} + \text{Si}^\cdot \]

\[ \text{Si-OH} + \text{Si-OH} \xrightarrow{} \text{Si-O-Si}^\cdot + \text{H}_2\text{O} \]

Subsequently, the proton is regenerated by reaction of the silicon cation with moisture, which subsequently gives an additional source of reactive silanol bonds:

\[ \text{Si}^\oplus + \text{H}_2\text{O} \xrightarrow{} \text{Si-OH}^\oplus \xrightarrow{} \text{Si-OH} + \text{H}^\oplus \]

This proton-initiated mechanism could lead to significant line width spread from a small number of protons, as the catalytic reaction propagates to form many additional cross-links. Recent work shows that HSQ is extremely sensitive to proton beam exposure, but suggests that there are almost no proximity effects when using high energy protons (2 MeV), suggesting that this proton-initiated chain reaction does not occur under those conditions.
preliminary STXM results on e-beam exposed HSQ patterns show that some reaction spread continues for more than a day after e-beam exposure, which would indicate that a very slow chain reaction is in fact occurring. One possible explanation is that the H radical mechanism of the previous paragraph does occur initially, but the silicon radicals left over continue to react much more slowly over time, due to the rigidity of the network HSQ structure. In either case (protons or radicals), interactions at the film surface are expected to inhibit the reaction spread, resulting in narrower lines in thinner films, as observed.

H atoms and protons have similar diffusion coefficients through glasses at room temperature, on the order of ~$10^{-7}$ cm$^2$/s for protons in porous sol-gel glasses (highly dependent on pore size) and $10^6$-$10^7$ cm$^2$/s for H atoms in amorphous silica, both of which have structures similar to cross-linked HSQ. This can result in one-dimensional diffusion of ~100 nm in just 5 to 16 ms, so the spread of these species from one single-pass line would be complete before an adjacent line is patterned, as each single-pass line in the present study requires >200 ms writing time. If hydrogen radicals or protons are responsible for the spread in the cross-linking, then the incorporation of molecules designed to trap such species should lead to a reduction in the line width spread, and experiments to test this hypothesis are desirable. Preliminary patterning results in films with added inhibitors are discussed in Chapter 6.

Both of these mechanisms can explain the decrease in Si-OH (silanol) content and the increase in oxygen content with cross-linking observed in the NEXAFS spectra in this study [Figure 5.3(a)]. The increase in oxygen may be partially due to creation of new, transient Si-OH groups via reaction with protons and/or moisture, which then react with each other to form cross-links (Eq. 4.14 and 5.6). These new Si-OH groups can also react with existing Si-OH groups, thereby decreasing the total Si-OH content (Eq. 4.17). As the initial Si-OH content is expected to be quite small and would enhance the film sensitivity, the fast initial cross-linking stage also fits with this hypothesis. As noted earlier with respect to the oxygen edge NEXAFS spectra, the amount of adsorbed water may increase during cross-linking due to changes in hydrophobicity and porosity, which would also lead to the observed increase in the total oxygen content of the cross-linked regions. Morphological and hydration changes will also alter the diffusion constant during cross-linking, and indeed a quantitative analysis by us with a simple Fickian diffusion model does not explain the rather abrupt rise and saturation of the linewidth increase versus dose (Figure 5.9(b)) and cross-linking rate (Figure 5.6(b)). Therefore, to fit all of the experimental data and retrieve diffusion coefficients for the propagating reactive species would require more detailed theoretical modeling, taking into account changes in the diffusion constant over time, the changing rate constant as evidenced by the two-stage, apparently first-order kinetics, and surface effects that explain the thickness dependence.

5.8 Conclusions

Direct-write X-ray lithography and subsequent X-ray imaging of the latent resist patterns is a powerful way to follow the chemistry of X-ray induced processes in the absence of developer effects. Oxygen and silicon edge NEXAFS spectra of the HSQ film before and after X-ray exposure show that the total oxygen content in X-ray exposed regions increases substantially, by ~30% at 808 MGy and less at lower doses, while the Si-OH content decreases, and no change in the silicon content is observed. This indicates that existing Si-OH is consumed by incorporation into the network and that there is an uptake of water and/or
additional incorporated oxygen in the X-ray cross-linked regions. The sensitivity of HSQ to direct X-ray exposure reveals that the cross-linking proceeds by a very fast initial step ($\tau_1 = 0.09 \pm 0.01$ s) followed by a slower second stage ($\tau_2 = 5.5 \pm 0.3$ s), which suggests that there are initially some number of easily cross-linked sites, and that the reaction rate slows considerably after these sites are consumed.

Direct-write X-ray lithography and subsequent X-ray imaging of the latent patterns with 30 nm resolution reveals a dose and thickness dependent reaction front spread in excess of 70 nm in HSQ films independent of developer conditions, which is crucial to understanding the resolution-limiting characteristics of HSQ and correcting for proximity effects. The long range of this dose and thickness dependent reaction spread is likely due to the diffusion of some small ions or radicals through the HSQ film, and we provide two possible mechanisms based on diffusing H atoms or protons. The full extent of this spread is not apparent after high-contrast, room-temperature development, as the developer solution removes material below a critical, relative cross-linking degree of 7.1 ± 2.5% (relative to the maximum number of cross-linkable sites within the film), whether it is cross-linked by direct exposure or reaction spread. While the STXM imaging requires thick HSQ films (>250 nm) for good signal-to-noise ratios, the chemical information and line width versus thickness trends appear to be applicable for thinner films, as well.

Future X-ray work on HSQ can address the role of water and $\equiv$Si-OH in the X-ray induced cross-linking mechanism and test if H radical or proton diffusion is responsible for the reaction spread outside the exposed region. Preliminary results with various reaction-spread inhibitors are discussed in Chapter 6. The next generation of Fresnel zone plates for X-ray microscopy, with 12-15 nm outer diameters, will significantly improve the resolution possible with both direct-write X-ray lithography and STXM imaging. As HSQ is the resist used for fabrication of these gold zone plates, higher resolution X-ray microscopes are made possible in part by a better understanding of HSQ chemistry. Furthermore, with a better understanding of the cross-linking mechanism, delay effects and the cause of the reaction spread, new and better photoresists based on HSQ can be designed to fabricate the next generation of smaller, faster, more reliable electronic devices, and other new nanoscale device components.
6 Conclusions

6.1 Preliminary results: Incorporating additives to reduce reaction spread

The line width tests shown in Figure 5.9 were repeated with films containing different additives in an attempt to limit the range of the cross-linking reaction spread by capturing free radicals or protons. The free radical scavengers iodine (I$_2$), benzophenone (BP), mequinol (4-methoxyphenol or O-methylhydroquinone, MEHQ), and butylated hydroxytoluene (BHT) were tested, as well as “proton sponge” (1,8-bis(dimethylamino)napthalene), shown in Figure 6.1. These additives were chosen for their relatively low volatility, such that they would remain in the film after spin-coating. The effect of the inhibitors on HSQ is unknown, so the initial test concentrations were chosen for an average of at least 1 inhibitor molecule to every 8 HSQ monomer cages. The mol% of additive in the final solution is determined relative to the (approximate) number of moles of HSQ solids in the stock solution (~0.47 M HSQ in MIBK for the FOx-15® solution):

$$\text{mol}\% = (\# \text{ moles additive}) / (\# \text{ moles HSQ solids}) \times 100\% \quad (6.1)$$

To prepare thin films with MEHQ (~24 mol%) and BHT (~13 and 74 mol%), a small amount of the solid additives are directly mixed with 1 mL of the HSQ stock solution (FOx-15®); I$_2$ and BP (12.5 mol%) and proton sponge (0.2 mol%) are pre-mixed in solution with MIBK (methyl isobutyl ketone), then very small, precisely measured aliquots (59 μL) of these additive solutions are added to the HSQ solution (1 mL) to achieve the desired final additive concentration. Each solution is then spin-cast into a thin film on 100 nm silicon nitride following the same procedure given in section 5.2. (Additional films with 12.5 mol% MEHQ and BHT were also prepared, but not tested within the limited STXM beam time available.) For direct comparison, HSQ films with no additive were prepared from a stock solution diluted to the same degree with plain MIBK, to ensure the same viscosity and spin-coating characteristics.

![Additives](image)

Figure 6.1 Additives tested for limiting reaction spread in HSQ thin films: (a) benzophenone (BP), (b) mequinol (MEHQ), (c) butylated hydroxytoluene (BHT) and (d) proton sponge (1,8-bis(dimethylamino) napthalene). I$_2$ was also tested (not shown).

Single-pass lines at various doses were patterned with the 580 eV X-ray beam in the HSQ films with and without additives, as in section 5.6, and subsequently imaged with the 5.3.2 STXM. The line widths versus dose are plotted in Figure 6.2, with estimated film thicknesses listed in parentheses, which shows that the line widths are actually wider in all of the films with inhibitors. Unfortunately the data are mostly inconclusive because differences and uncertainty in
the film thicknesses and delay effects mask potential differences due to the additives. First of all, line widths can only be directly compared between films with the same thickness, but variations in film thickness from region to region make it extremely difficult and prohibitively time consuming to find regions that are comparable from film to film. In the previous chapter, this was solved only by taking many, many measurements on identical films, and only comparing regions with equivalent thickness; each measurement is still quite time consuming, and so far, not enough data have been collected on inhibitor-added films to achieve this. Second, variations in film composition and density due to the additives increase the uncertainty in the thickness measurements, which are based on the OD 1 nm spectrum of HSQ with a fixed density (1.4 g/cm$^3$) (see Figure 5.2(a)). To circumvent these film thickness issues, it is desirable to have films of uniform thickness and then measure the thickness by an alternative method, such as ellipsometry or AFM. Two alternative methods for producing uniform thickness films were explored and tested, but neither was feasible within the parameters of these studies.

Figure 6.2 Average FWHM line widths for single-pass lines in HSQ films varying from 250 nm to 425 nm thick with various radical and proton scavenger molecules added (a) Full range of doses tested and (b) zoomed in to low dose. Legend at right, with estimated film thicknesses shown in parentheses, and time delay between spin-coating and exposure listed in brackets.
A third complication may be delay effects, as line widths have been shown to increase significantly (greater than 100% in 8 hours) with delay between film pre-bake and exposure, measured after development. Preliminary results with the STXM reveal similar line width broadening when there is a delay between spin-coating and exposure, even in unbaked samples. In the inhibitor-added films, there is a different time delay between film spin-coating and exposure for several of the measurements, due to STXM beam-time constraints, sample loading and positioning times, and trial and error in finding suitable areas of each sample for patterning and measurement. That is, different samples were measured between 34 to 74 hours after spin-coating, with the delay time listed in brackets in the legend on Figure 6.2. The line widths appear to be larger in films subjected to a greater delay between spin-coating and exposure, even though the films were not pre-baked, again indicating that the precise delay between spin-coating and exposure should be more carefully controlled in future STXM work. However, based on the estimated film thicknesses listed, the 12.5 mol% I₂ and 74 mol% BHT may reduce the linewidth compared to the other inhibitor-added films.

Aside from the linewidth measurements, a very interesting reaction occurred between the HSQ (FOx-15®) and the proton sponge in solution. The proton sponge acts as a very strong base and yet a very poor nucleophile, as it is highly favorable to trap just one proton between the amine groups shown in Figure 6.1(d). By adding just 0.2 mol % of proton sponge, the entire 1.06 mL solution proceeds to cross-link and solidify within the vial in just ~15 s, progressing with the evolution of gas bubbles and heat. Slightly higher concentrations of proton sponge (0.04 mol% and above) result in a nearly “instantaneous” reaction of the entire 1 mL HSQ solution, and thus films could not be made with proton sponge concentrations above 0.2 mol%. This reaction can potentially reveal important HSQ chemistry. First, the proton sponge is only expected to interact with the hydrogen atoms, so it shows that the cross-linking can certainly be initiated by the abstraction of H atoms from either the Si-H or SiO-H bonds. Second, the high degree of solidification versus the extremely low concentration of proton sponge indicates that the proton sponge initiates a rapid cross-linking chain reaction throughout the entire solution, and/or that a very low degree of overall cross-linking is sufficient for solidification. The substantial amount of gas evolved indicates that volatile products are formed by the breaking of these HSQ bonds, with the possibilities being H₂, H₂O (following equations 4.14 or 4.16) or possibly SiH₄ (Eq. 4.20). This proton sponge reaction is likely similar to the reaction of HSQ thin films with other bases used for development (KOH, NaOH, etc), which also abstract the H atoms and result in H₂ release. Proton sponge does not react with the methyl isobutyl ketone (MIBK) solvent.

A thin film of the HSQ with proton sponge was prepared by spin-coating an aliquot of the solution within ~5 seconds of mixing, before solidification of the solution occurred. Interestingly, the NEXAFS spectrum of this thin film, shown in Figure 6.3, looks very much non-cross-linked when compared to the “unexposed” HSQ spectra in Figure 5.3, which indicates that the spin-coating stopped the reaction. This is likely due to the severely restricted mobility of reactive species in the thin film, which may prohibit the proton sponge from interacting with the HSQ by locking it into an unfavorable geometry, and/or stop a chain reaction from propagating through the film by restricting the motion of some secondary reactive species. Furthermore, the fact that the proton sponge reacts very rapidly with HSQ in solution, yet reacts very little in the solid thin film may also indicate that the other inhibitors will have limited effectiveness at preventing reaction spread in the solid thin film due to restricted mobility.
Figure 6.3 Oxygen K-edge NEXAFS spectrum of HSQ thin film containing ~0.2 mol % proton sponge. The entire solution used to prepare this film was completely solidified (cross-linked) in the bottle within ~15 seconds of mixing in the proton sponge, yet this spectrum is comparable to the un-cross-linked HSQ thin film spectra in Figure 5.3.

More research on the reaction rate of proton sponge and other acids and bases with HSQ in solution is desirable to understand what types of bond cleavage lead to the most rapid HSQ cross-linking in solution, which may also provide insight on the types of bond breaking that occur in the solid thin film. Also, to understand how the inhibitors affect the photo-induced cross-linking rate, and what type of bond-breaking limits the reaction rate, it is desirable to monitor the cross-linking in films with inhibitors at various concentrations with both CARS and STXM, both in real time (as in Chapters 3 and 4) and by imaging of varied-dose exposure patterns (as in Figure 5.6). Furthermore, it would be useful to analyze the nitrogen and carbon K-edge NEXAFS spectra and STXM images of all the inhibitor-added films to ensure that the inhibitors are in fact present throughout the film, and not segregated into domains or crystals.

6.2 Summary and outlook: HSQ photolithography

Two direct-write photolithography methods are demonstrated in HSQ thin films and studied in detail for the first time. It is shown that with both near IR, multiphoton-induced cross-linking (NIR MAP) and direct-write X-ray lithography of HSQ thin films, the change in concentration of cage-like species fits to a double exponential decay, suggesting two stages with first order kinetics. This indicates that in both cases the initial reaction rate is limited by the concentration of reactive sites within the film, followed by a slower second stage due to the consumption of the easily cross-linked sites and/or the increasing rigidity of the cross-linked network. This also indicates that the sensitivity of the HSQ film to exposure decreases as the absolute degree of cross-linking increases. As expected, in both X-ray and NIR induced cross-linking, the absorbed dose rate (number of photons absorbed per unit time) is the most important factor in controlling the rate of the cross-linking reaction, and the total number of photons absorbed determines the final degree of cross-linking.
Some parallels can be drawn between the STXM and NIR MAP reaction mechanisms. The oxygen K-edge NEXAFS spectra of the HSQ films show a clear increase in oxygen content within the X-ray cross-linked regions, caused by the absorption of additional water and/or incorporation of additional oxygen atoms into the network structure with cross-linking. The first stage of the multiphoton cross-linking is initiated by 6±1 near IR photons above a particular power threshold of ~45 mW for ~38 fs pulses (before microscope), which equates to 9.4±2.2 eV absorbed per cross-link. While not conclusive, both of these results are consistent with previously proposed (but not confirmed) e-beam or high temperature reaction mechanisms initiated by direct cleavage of two adjacent ³Si-H bonds, followed by the linking of two intact HSQ monomer cages by an added oxygen (from atmospheric water or O₂, equations 4.14 and 4.15). Several other possible mechanisms are also explored for the first stage of the multiphoton-induced cross-linking, involving bond redistribution, ³Si-O and ³SiO-H bond scission, and it is possible that the X-ray and NIR mechanisms are different. The presence and potential role of a small initial concentration of ³Si-OH on the cross-linking mechanism is also considered for the first time in this work. Longer measurement times in NIR power dependence studies are desired to assess the non-linearity of the second stage of the cross-linking mechanism, and this comparison may also provide insight about the type of bond-breaking that initiates cross-linking in each stage of the reaction.

The NIR results suggest a different, possibly photothermal, mechanism for the very slow cross-linking at low laser powers (less than ~45 mW for ~38 fs pulses), a regime not accessible with previous methods used to study multiphoton ablation processes in positive tone resists. Assuming first order kinetics, a 10±3 photon process is indicated below threshold, with energy deposition throughout the reactive site as opposed to direct photolytic bond breaking. However, much longer measurement times are required to accurately assess the reaction order and power dependence of this below-threshold cross-linking mechanism. Other studies of gaseous reaction products (possibly via mass spectrometry) and cross-linking rates in different environments (e.g. under very high vacuum to eliminate O₂ and H₂O) may also be helpful to narrow the possibilities and pinpoint the precise X-ray and NIR induced conversion mechanisms, both above and below the threshold.

After direct-write X-ray lithography of HSQ, the high spatial resolution of the STXM enables imaging of the spatial extent of the reaction with 30 nm resolution. In relatively thick films (300-500 nm), reaction spread in excess of 70 nm on either side of the exposed region (at the FWHM) is observed, which increases with dose and film thickness. The possibilities of hydrogen radical migration or a proton initiated chain reaction causing the spread are explored in detail, considering the observations in this study and several previous works. This spread is not fully evident after development, as the developer washes away material below a relative degree of cross-linking of approximately 7.5±2.5%. It is clear that this reaction spread can cause significant proximity effects, including area dependent exposure sensitivity. The role of reaction spread has been previously speculated in e-beam lithography of thinner HSQ films but the STXM results shown here reveal the precise dose and thickness dependent extent of the spreading effect in photolithography of these thicker films, prior to development. In future studies, to achieve the minimum possible line widths, it is desirable to more precisely control the film thickness, sample age, and delay between film preparation and exposure.

In this work, attempts to produce thin films of HSQ or MSQ from the pure, powdered solids were not successful, as the solids will not dissolve appreciably in any commonly used solvents (including those used for the commercial FOx HSQ solution), so some synthetic
modification of the starting materials is apparently necessary for thin film preparation. This hypothesis was verified through discussions with several other photoresist experts, who stated that $\text{Si-OH}$ must be incorporated into the HSQ (and MSQ) cage structure to improve solubility for spin-on thin film application. To fully understand the cross-linking mechanism of HSQ, and how to design similar resist materials, the concentration and role of $\text{Si-OH}$ in the cross-linking mechanism should be determined. While NEXAFS and Raman spectra show features that may be attributed to $\text{Si-OH}$, there is a lack of concrete peak assignments specifically for HSQ thin films. To enable more precise NEXAFS peak assignments for HSQ thin films and related materials, more oxygen and silicon NEXAFS spectra of well-characterized, substituted POSS molecules are desired, including samples with varied, known concentrations of $\text{Si-OH}$ incorporated. In the Raman spectra, several potential $\text{Si-OH}$ bending modes overlap other strong HSQ bands, but if a significant concentration of $\text{Si-OH}$ is present, more sensitive Raman and/or FTIR spectroscopy of the $\sim$3600-3900 cm$^{-1}$ region should reveal a peak corresponding to the $\text{Si-OH}$ stretching mode. Comparing the $\text{Si-OH}$ peak intensity to the $\text{Si-H}$ mode at $\sim$2300 cm$^{-1}$ for samples cross-linked by different methods may reveal the relative role of the two types of bonds in the cross-linking reaction. Desired Raman spectra are, for example, required for films cured at various temperatures, regions patterned with X-ray or NIR beam at various doses, films made from fresh versus aged sample solution, and films in which there was a varied delay between spin-coating or baking and exposure. Spectroscopy of the stock solution may be useful, as well, but more likely will be complicated by the presence of the solvents MIBK and toluene.

Another approach to assess the role of $\text{Si-OH}$ would be to synthesize the HSQ (and substituted POSS) solutions from scratch, in order to have better control over the chemical content of the starting materials, since the proprietary nature of the FOx® formulation of HSQ prevents full disclosure by the manufacturer of the synthetic process and precise structure of products in solution. Other standard characterization techniques, such as mass spectrometry, NMR, or chromatography, may also be useful in assessing the $\text{Si-OH}$ concentration in commercially available or custom made HSQ solutions and thin films. With current knowledge and processing parameters, HSQ is not (yet) an ideal resist for commercial photolithography applications, especially for integrated circuit manufacturing, due to its low sensitivity and delay effects. However, understanding how $\text{Si-OH}$ and the overall HSQ cross-linking mechanism affect the resist sensitivity, resolution and delay effects may be useful in designing modified lithographic methods or new silicon-based photoresist materials for high-throughput photolithography.

To date, the only other method demonstrated for following thin film polymerization processes with relevant time resolution (< 1 second) is real-time FTIR spectroscopy (RTIR), and this study expands the possibilities for solid thin films to include real-time monitoring of Raman active modes. Compared to IR microscopy, broadband CARS microscopy also provides the distinct advantage of imaging undeveloped, patterned resist thin films with sub-micron resolution, demonstrated in other polymer films (PMMA and polystyrene, Figure 2.6), but not yet in HSQ. For HSQ, a small degree of chirp on the laser pulse or sufficiently low laser power effectively the halts cross-linking while maintaining a strong CARS signal, which should make it possible to obtain images of patterned resists with little or no sample damage. This is also expected to be true for any photoresist material that requires simultaneous absorption of >3 NIR photons per cross-linking (or bond-breaking) event. This is analogous to STXM imaging, in
which fast scan rates and low photon flux are optimized to allow low-damage imaging even of samples which are readily damaged by X-ray exposure.

High resolution (sub-diffraction limited) multiphoton lithography using pulsed near IR lasers has been applied to a variety of other photoresists, and this study opens the potential for such patterning in HSQ and related POSS materials, as well. Features down to 120 nm wide were patterned in 100 nm thick PMMA films with 170 fs pulses of 870 nm light at ~25 mW average power, tightly focused with 1.3 NA, 100x objective, and it was determined that the PMMA multiphoton bond-breaking and ablation were initiated by the absorption of 7±3 photons. The 6±1 photon non-linearity of the NIR MAP of HSQ observed in the present work under comparable conditions indicates that a similar resolution enhancement may be expected in HSQ, but development and AFM imaging of NIR patterns in HSQ are needed to verify the lithographic resolution. The minimum line widths in HSQ are, of course, further limited by reaction spread based on the HSQ film thickness, dose and delay effects, but the development process can also be optimized to further enhance the feature resolution, as is the case for all HSQ lithography.

In the future, this may enable the design and fabrication of 3D, multilevel microdevices with pulsed NIR light in HSQ, and other silicon-based photoresists, with in situ CARS characterization and monitoring. For reported multiphoton lithography of other materials, typical point spacing of 100 nm and per-pixel dwell times from ~10 to 100 ms are utilized, so in situ monitoring using CARS microscopy of these other processes may be feasible, as well. With a relatively small addition of equipment to many of these current direct-write photolithography setups, simultaneous patterning and monitoring of the degree of conversion (cross-linking or bond breaking, for example in PMMA) could be achieved. The current sensitivity requires per-pixel dwell times of at least 50 ms to achieve a useful CARS spectrum, but CARS sensitivity improvements currently being developed may lower this dwell time limitation. Even the full CARS setup, including pulse shaper, SLM, microscope, piezo stages and controllers, optics, spectrometer and CCD, will likely cost less than an e-beam exposure apparatus, so it may be preferable when >100 nm resolution features and in situ monitoring are desired. In fact, it may be possible to even enhance multiphoton lithography rates in other polymers by using the pulse shaping apparatus to compress the laser pulses, giving higher peak powers. A further advantage of this setup is that the same microscope could be used for patterning and immediate post-pattern imaging prior to development, similar to that demonstrated with the STXM microscope in Chapter 5. In the future, there are other sensitive Raman microscopy techniques that may also be utilized (with modification) for in situ monitoring and imaging of thin resist films, possibly circumventing polarization issues encountered here and improving the temporal resolution of the technique, such as FTSI-CARS and broadband stimulated Raman scattering (SRS). Even narrowband CARS has been used to assess the degree of cross-linking in polymer photoresist structures after patterning, so it is possible that a configuration for using narrowband CARS or SRS for in situ monitoring during MAP patterning could also be conceived. With the recent advances of MAP technology to sub-100 nm resolution, the applications of this technique are expected to grow, and in situ monitoring may find an important role in characterizing and optimizing the MAP materials and exposure methods. Regardless of the techniques used, advances in HSQ and related photoresist materials are sure to play an important role in the next generation of micro and nanolithography.
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