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Abstract

DEVELOPMENT AND APPLICATION OF NOVEL DIAGNOSTICS TO PROBE DYNAMICALLY COMPRESSED MATERIALS

By

Suzanne Jihad Muhammad Ali

Doctor of Philosophy in Chemistry

University of California, Berkeley

Professor Raymond Jeanloz, Co-Chair
Professor Richard Saykally, Co-Chair

Two particular experimental approaches have been experiencing increased interest, that of dynamic spectroscopy and that of 2D measurements. The first allows us to obtain a better understanding of the electronic and chemical processes taking place under shock loading while the second provides a detailed view into the microscopic and macroscopic heterogeneities which directly influence material behavior and have been difficult to identify in the bulk material. In order to better understand these behaviors and their origins, two approaches have been utilized. A novel dynamic broadband optical reflectivity diagnostic was developed to probe changes in material properties on the scale of electronic structure and an existing, but only recently developed high resolution velocimetry system was used to observe the aforementioned changes on larger, microstructural scales.

In order to expand understanding of the chemical and mechanical responses of condensed matter to dynamic shock compression two projects were undertaken. The first was the development of a broadband optical reflectivity diagnostic with both time and wavelength resolution. The Shock Wave Optical Reflectivity Diagnostic (SWORD) has enabled us to study the dynamic optical reflectivity in shocked samples over the visible and near-infrared, across a time span of nanoseconds and with a resolution of 0.5 ns and 10 nm. Laser velocimetry was used in tandem with the SWORD to determine kinematic properties of the shocked samples, such as pressure and density. This novel diagnostic has been applied to the semiconductor-to-metal transition in single-crystal germanium and used to observe both a general reflectivity increase on metallization and a wavelength dependent response as a function of pressure.

The second project involved the application of the recently developed two dimensional Velocity Interferometry System for Any Reflector (2D VISAR,
alternatively Janus High Resolution Velocimeter, JHRV) to study anisotropic shock wave propagation and dynamic heterogeneous deformation and fracture in diamond. In combination with the aforementioned laser velocimetry (also VISAR), we have obtained velocity histories and two-dimensional velocity maps and images of the shocked target at various time points after breakout. Significant anisotropy in both the elastic and inelastic waves was observed in single-crystal diamond samples. Characteristic length scales for the fracture of polycrystalline diamond samples of varying grain size were also determined.
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Section I – Development and Testing of the Shock Wave Optical Reflectivity Diagnostic

Chapter 1: Introduction

Materials undergoing dynamic compression, whether with shock, multi-shock or ramp loading, can exhibit dramatic changes in physical and chemical properties that are evident in the optical properties of the sample. Measurement of sample reflectivity is vital for characterizing changes in chemical bonding, and the associated electronic structure, of materials [1-7]. Although current diagnostics are sufficient for many Hugoniot measurements [8, 9], documenting time- and wavelength-dependent optical properties remains a challenge. Velocimetry does provide kinematic information, but requires significant volume changes in order to indicate phase changes or chemical reactions, and is often incapable of distinguishing important changes in the electronic structure of the sample. Single channel pyrometry across the visible wavelengths is also frequently used to estimate the temperature of shocked materials and in tandem with velocimetry can provide more detailed information about the material’s path through pressure-temperature space, but the single-channel nature of the diagnostic and frequent blackbody (or nearly blackbody) assumption of the material’s emissivity often results in large potential errors due to uncertain wavelength-dependent emissivity [10, 11]. While an acceptable assumption for many experiments, if the shocked material undergoes any changes in optical properties or if the emissivity of the material is considerably different from a blackbody value, measurement of thermal emission by single-channel pyrometry does not accurately represent temperature of the sample. Recent publications highlight the need for broadband reflectivity measurements as a means of determining the wavelength-dependent emissivity of shock-compressed metals and, in part, dielectrics [10, 11].

X-ray diffraction of shock compressed materials can provide an unequivocal identification of phase transitions, as it probes the local material order; however, it is rarely able to provide information on chemistry and can be difficult to use on amorphous or liquid materials, due to the limited range of reciprocal space that can normally by documented in dynamic-compression experiments. Spectroscopy provides much of our atomic-scale understanding of chemical and physical properties at ambient conditions, yet it has – until recently – proven too challenging for use with laser-induced compression. This lack of diagnostic capability is predominately a result of the inherent difficulty in attempting to observe optical changes in materials under conditions of extreme pressure, a difficulty
primarily related to the nanosecond temporal scales and micron-to-millimeter sample sizes of interest. A nanosecond pulse duration laser drive propagates a shock wave through a target material over the course of nanoseconds, excluding the use of many common spectrophotometric techniques, as these techniques utilize low intensity light sources and may scan through the desired wavelengths [12]. In order to address the temporal and spatial constraints mentioned above, researchers have tended toward two approaches. Interesting work has been done developing broadband optical spectroscopy diagnostics for use on gas gun and explosively driven experiments, which utilize millimeter-to-centimeter sample sizes and time scales on the order of microseconds [13-18]. While these experiments provide a great deal of information on material properties under compression, the large sample sizes and lower temporal resolution can limit the visibility of faster property changes, such as chemical reactions; also, the pressure range is limited compared to that of laser-driven shocks. The high photon intensities and broad spectral range required for data collection over short time-scales can be obtained using broadening of an ultra-fast laser in a dielectric medium, a method developed over the past forty years [19-21]. Using this broadening technique, a considerable amount of work has been done in the last decade developing transient absorption spectroscopy of laser driven shock compressed samples [22-27]. This has provided a great deal of insight into the chemical changes accompanying compression; however the measurements are limited to a single time point per shot and therefore do not probe time-dependent spectral changes.

Building on the aforementioned work, we have developed a diagnostic system that allows us to measure the optical properties of laser-compressed materials over nanosecond time scales at visible and near-infrared wavelengths. The requisite high-intensity white light was produced via supercontinuum generation in a non-linear optical medium and sub-nanosecond time resolution was achieved using an optical pulse stacker. Using this diagnostic, we documented a two-fold increase in reflectivity for shock-compressed germanium as it transformed from the ambient diamond structure to a more metallic structure, most likely the β-Sn structure that has been observed in static diamond-anvil cell experiments [3, 28]. Chapter 2 will discuss the experimental techniques used to reach high pressures and temperatures and Chapter 3 will discuss the development of the SWORD in detail. In Chapter 4, the first use of the SWORD to study phase transitions is presented.
Chapter 2: Generating and Characterizing High Pressure States Using Laser-Driven Dynamic Compression

Experimental Techniques and Target Design
When a high intensity laser pulse impinges upon the surface of an absorbing material, the material ablates, resulting in expanding plasma. Conservation of momentum dictates that the expansion of this plasma results in the creation of a compression wave which propagates through the material, in a direction opposite that of the plasma expansion. This pressure wave can then steepen into a shock front, driving the sample material to a high-pressure, high-temperature state. A typical target design for a laser driven shock compression experiment is shown in Figure 1. A 10-20 micron layer of plastic, usually Kapton or n-parylene, is used as the laser absorber, as it is an effective ablator and therefore works well to couple the laser energy into a compression wave.

Figure 1 Representative schematic of a target for use in laser drive shock compression experiments. The laser drive is incident on the left side ablator, while diagnostics probe the high pressure, high temperature material on the right side.

For the optically opaque samples which constitute the majority of the materials discussed in this dissertation, the compressed material is observed as the shock wave exits
the surface opposite the ablator. This surface is tamped with an optically transparent window, as shown on the right side of Figure 1, in order to confine the material, as opposed to allowing it to release into vacuum.

The experiments presented in this dissertation were all conducted at the Janus target area in the Jupiter Laser Facility at Lawrence Livermore National Laboratory. The Janus facility consists of two Nd:glass lasers, each capable of delivering ~300 J at the frequency-doubled 527 nm with a 4 to 6 ns square pulse.

**Characterizing the Shocked State: Rankine-Hugoniot Relations**

An interior schematic of a shocked sample is shown in Figure 2. As the shock front moves through the material, a particle wave is generated. In optically opaque samples, it is this particle wave speed which is observed as the shock wave exits the opaque material. Conservation of mass, momentum, and energy at the shock front provide equations which can be used to relate physical quantities on either side.

![Shock Wave Diagram](image)

Figure 2 Cartoon schematic of a shock wave transiting a material. Material on the right side is still under ambient conditions and the shock wave is moving from left to right.
Assuming a steady, plane, one-dimensional shock wave with no heat flow or external energy sources and unit cross-sectional area, equations relating conditions on either side of the shock front can be readily derived from the three conservation equations.

Conservation of Mass
\[ \rho_0 U_s = \rho (U_s - u_p) \]  \hspace{1cm} 1.1

Conservation of Momentum
\[ P - P_0 = \rho_0 U_s u_p \]  \hspace{1cm} 1.2

Conservation of Energy
\[ E - E_0 = \frac{1}{2} (P_0 + P)(V - V_0) \]  \hspace{1cm} 1.3

As a set, these three equations contain five variables, meaning that determination of any two is sufficient to define the Hugoniot equation of state for a given material. Experimental constrains typically allow for the observation of shock and particle velocities and it is typically from those two variables pressure, density, and internal energy are determined.

Conservation of Mass
Conversation of mass across the shock front dictates that the mass on the left side of the shock front, must be equal to the mass on the right side of the shock front, resulting in equation 1.1. For a unit area, the mass of the material which is overtaken by the shock wave in time \( \delta t \), \( \dot{m} \) is equivalent to the initial density, \( \rho_0 \), multiplied by the velocity of the shock front, \( U_s \). As matter cannot be created or destroyed, \( \dot{m} \) must also be equivalent to the final density, \( \rho \), multiplied by the velocity on the other side of the shock front, \( U_s - u_p \), leading to equation 1.1. A common analogy presented to aid in understanding of this principle is that of an observer positioned stationary, atop the shock wave, watching the material pass. As an amount of material passes through, it is compressed, so the density increases, but it is also moving at a lower velocity, so the overall mass stays the same.

Conservation of Momentum
As a result of conservation of momentum, the force acting on one side of the shock front must be equal to the force on the other side. The dynamic force in front of the shock front is equal to the initial pressure, and expressing the force on an object as the time derivative of the momentum, we obtain
\[ P - P_0 = \dot{p} = \frac{\delta(mv)}{\delta t} \]  \hspace{1cm} 1.4

We know the time derivative of the mass to be equal to the initial density, \( \rho_0 \), multiplied by the velocity of the shock front, \( U_s \), and we can restate equation 1.4 as equation 1.5, which readily simplifies to equation 1.2 above.
\[ P - P_0 = \frac{\delta(\rho_0 U_s \delta t u_p)}{\delta t} \]  \hspace{1cm} 1.5

Conservation of Energy
Finally, the work done on the material must be equal to the change in total energy, in this case the sum of the kinetic and internal energy. The work done on the system can be expressed as force, which is just the pressure change for a unit area, multiplied by the distance, which is velocity multiplied by time or \( u_p \delta t \). This is expressed in equation 1.6.

\[
(P - P_0)u_p \delta t = \Delta E_{\text{internal}} + \Delta E_k \tag{1.6}
\]

The kinetic and internal energies can be expressed in terms of the variables of interest, as in equation 1.7.

\[
\Delta E_{\text{internal}} + \Delta E_k = \Delta E_{\text{internal}} \rho_0 U_s \delta t + \frac{1}{2} u_p^2 \rho_0 U_s \delta t \tag{1.7}
\]

In order to obtain equation 1.3, equation 1.2 must be substituted into equation 1.7.

\[
(E - E_0) = \frac{p(p - P_0) - \frac{1}{2}(p - P_0)^2}{(\rho_0 U_s)^2} \tag{1.8}
\]

Substituting equation 1.2 into 1.1 provides equation 1.9, which when substituted into equation 1.8 results in the form of the conversation-of-energy equation in equation 1.3.

\[
(\rho_0 U_s)^2 = \frac{(p-P_0)}{(V_0-V)} \tag{1.9}
\]
Existing Diagnostics

Velocity Interferometry System for Any Reflector (VISAR)

The VISAR diagnostic, initially described by Barker and Hollenbach in 1972 and later by Celliers et al., in 2004, is used to determine shock or particle velocities in a target [8, 29]. A 532 nm seeded Nd:YAG probe laser with a pulse duration on the order of 50 ns is reflected from the surface of the target and sent through a Mach-Zehnder interferometer with a delay element in one leg. The resulting interference pattern is then observed by imaging it onto a streak camera, recording the phase as a function of time, $\phi(t)$. Movement of the sample as a result of the compression wave results in a Doppler shift in the reflected probe laser and eventually a phase-shift in the interference fringes produced by the interferometer. The optical thickness aforementioned delay element sets the sensitivity of the VISAR. Velocity can be obtained from the measured phase change using equation 1.10.

$$u(t - \frac{1}{2}\tau) = (\phi(t) + b) \frac{\lambda}{2\tau n_0 (1 + \delta)}$$  \hspace{0.5cm} 1.10

$u$ is the velocity at time $t$ minus one half $\tau$, which is the time delay introduced by the etalon. As stated above, $\phi(t)$ is the phase as a function of time and $b$ is a number of integral fringe shifts. $\lambda$ is the probe beam wavelength. The final two terms are optical corrections; $n_0$ is the index of refraction of the window material and $(1 + \delta)$ corrects for optical dispersion through the etalon material. It should be noted that $b$ is unknown and in order to determine the absolute velocity two VISAR diagnostics with different delay element thicknesses must be used. Errors in the velocity determined using this technique are typically on the order of 5%.

Unless otherwise noted, the VISAR imaging system utilized a 1 mm diameter field-of-view on the target surface, as described by Celliers et al [29].

Streaked Optical Pyrometer

Relatively few of the experiments described here utilized the SOP, primarily due to the fact that the lower limit on temperatures measured using this diagnostic is approximately 2,500 K, well above predicted temperatures for the experiments discussed later. The SOP is, however, used frequently and a brief discussion of the technique and limitations is relevant to future applications of the broadband reflectivity diagnostic discussed in detail in the next chapter. A detailed description of this diagnostic can be found in the dissertation of Dylan Spaulding, as well as in Reference [10].

The SOP system collects the thermal emission in the visible from the sample, streaked in time on a streak camera. The intensity of this emission can be related to the temperature of the sample through careful calibration with a material with a known temperature-pressure relationship.

Single Wavelength Optical Reflectivity
The reflected intensity of the VISAR probe can be used to obtain optical reflectivity measurements at a single wavelength. A small fraction of the probe light is split off prior to any interaction with the target and directed through an optical fiber to the same streak camera used to record the VISAR fringes. Reference images taken prior to the shot provide a relationship between this intensity fiducial and the ambient target reflectivity, $R_0$. On the actual shot, the intensity fiducial provides a reference for the pulse shape and intensity in time and allows for the comparison of the reflectivity of the sample pre- and post-shock using the following equation:

$$R(t) = R_0 \frac{I_{\text{reflected}}(t)}{I_{\text{reference}}(t)}$$

As this measurement is taken over a narrow wavelength, limited information as to the changing optical properties of the material can be ascertained.

**Chapter 3: Construction and Calibration of a Broadband Optical Reflectivity Diagnostic**

**Abstract**

A normal-incidence visible and near-infrared Shock Wave Optical Reflectivity Diagnostic (SWORD) was constructed to investigate changes in the optical properties of materials under dynamic laser compression. Documenting wavelength- and time-dependent changes in the optical properties of laser-shock compressed samples has been historically difficult, primarily due to the small sample sizes and short time scales involved, but we succeeded in doing so by broadening a series of time delayed 800-nm pulses from an ultrafast Ti:sapphire laser to generate high-intensity broadband light at nanosecond time scales. This diagnostic was demonstrated over the wavelength range 450 to 1150 nm with up to 16 time-displaced spectra during a single shock experiment. Simultaneous off-normal incidence velocity interferometry (VISAR) characterized the sample under laser-compression, and also provided an independent reflectivity measurement at 532 nm. The shock-driven semiconductor-to-metallic transition in germanium was documented by way of reflectivity measurements with 0.5 ns time resolution and a wavelength resolution of 10 nm.

**Part I: Design and Construction**

**Overview**

Despite prevalent use in studies of materials under ambient conditions and static pressure, wavelength dependent reflectivity has not been extensively studied under
dynamic compression. This is primarily due to the difficulty inherent in generating broadband light of sufficient intensity to allow for the observation of time dependent changes in reflectivity over a period of nanoseconds. Traditional methods for generating light with a broad wavelength range are unable to produce the high intensities required for observation of reflectivity changes over a period of nanoseconds. It is only recently, with the increasing prevalence and accessibility of ultrafast lasers that it has become possible to generate broadband light with both sufficient intensity and consistency to allow for its use as an illumination source in reflectivity experiments.

Figure 3 Optical schematic of the broadband reflectivity system with target inset in bottom left. The ultrafast pulse entered the pulse stacking system outlined in the upper right corner. The stacked pulses were focused into the water cell which generated wavelength broadened
light as shown in the upper left corner. The sample and reference pulses from the target chamber were collected in a spectrometer and swept in time on the ROSS streak camera. The VISAR 532 nm probe beam entered the chamber and was directed to the target at a 27 degree angle and collected at -27 degrees by an identical set of imaging optics. The optical path from the chamber to the VISAR interferometer was not shown due to space constraints. A full schematic of the VISAR optical setup can be found in reference [29].

A Coherent HIDRA pumped by a Continuum PowerLite 8000 was used as the ultrafast laser source for the broadband reflectivity diagnostic, providing 20-25 mJ of energy at 800 nm with variable pulse duration between 50 fs and 100 fs. As shown in the upper right side of Figure 3, the collimated ultrafast pulse was stacked in time using a series of adjustable time delay paths. The temporal delay provided by the differing path lengths allowed for a degree of time resolution, as well as the ability to collect multiple spectra over the course of a single shock compression experiment. The ultrafast pulse was directed through a series of 50:50 beamsplitters, each of which directed approximately half of the beam intensity into an air delay path of known length. Each subsequent beamsplitter also served to recombine the delayed pulse such that it was collinear with the zero delay beam path. Four beamsplitters and four delay paths were used to generate sixteen pulses. A pulse-to-pulse time interval of 0.5 ns was used for the experiment, with delay path lengths set to 15 cm, 30 cm, 60 cm, and 120 cm (0.5 ns, 1 ns, 2 ns, and 4 ns). As the reflection/transmission ratio of the beamsplitters was dependent on beam polarization, half-waveplates were installed in two of the delay paths, as well as immediately prior to the pulse stacker. In order to obtain equal intensities for all sixteen pulses, it was necessary to iteratively adjust the rotation of the three half-waveplates while observing the pulse intensities on a streak camera. The spectral broadening process discussed below was highly nonlinear; relatively small differences in the pulse intensities across the sixteen pulses would be amplified, often resulting in a loss of intensity at wavelengths further from the fundamental [19]. Although it would have precluded the complicated referencing procedure discussed below, due to the difficulty in obtaining 50:50 beamsplitters and half-waveplates with a working range that encompassed the entire wavelength range produced in the broadened beam, it was determined that the pulse stacking must occur before the ultrafast pulse was broadened. This location for the pulse stacking also had the added benefit of lowering the beam power that was focused into the optically nonlinear medium for broadening, reducing the likelihood of damaging the material or any optics handling the reduced beam diameter.

The stacked collimated pulses were focused using a 500-mm achromat into a 1-cm-long water cell, wherein a set of nonlinear optical processes, most importantly self-focusing and self-phase modulation, result in a broadened spectrum of approximately 400 to 1200 nm, as shown in Figure 3 [21, 30-33]. As mentioned above, the spectral broadening in the dielectric material is highly nonlinear in its dependence on the laser intensity [21, 31, 33, 34], requiring the generation of independent spectral references for each of the time delayed pulses, as will be discussed in more detail below.

The white light was collimated using a 500-mm achromat and, after passing through a notch filter to remove the excess fundamental laser light at 800 nm, injected into a 1-m-
long 200-micron-diameter core high-damage threshold fiber using a 40x microscope objective. Injection into a fiber served two important purposes; the first was to spatially homogenize the broadened light and the second was to effectively decouple the sensitive alignment of the pulse stacker from the alignment to the target and the detector. The illumination from the fiber was collected immediately outside the vacuum chamber, collimated to a 3.8-cm-diameter, and directed through a broadband antireflection-coated chamber window. Within the chamber the broadened light was passed through a 45-degree beamsplitter with 50±5% transmission in the wavelength range of interest (Edmund Optics 45-854 in the visible, 45-855 in the near-infrared). At the beamsplitter the reflected light was directed toward the target and the transmitted light was directed toward a static reference. Both beams were independently focused onto their respective surfaces using matching f/4.5 imaging systems with a focal length of 15 cm. The reflected light was recomposed at the original beamsplitter with a 0.25-ns delay between each sample and reference pulse arising from the 7.5-cm path-length difference between the two beam paths. The light from the sample and reference was focused using a 50-mm focal length achromat into a home built spectrometer with a low wavelength dispersion that enabled the detector to capture either the full visible range or the near infrared from 800-1200 nm. The spectrometer output was imaged on a Rochester Optical Streak System (ROSS) camera with a sweep window of 16 ns. The ROSS camera used an S1 photocathode with efficiency between 20% and 85% in the wavelength range 400-1600 nm, allowing reflectivity measurements across the visible and near-infrared [35-37].

Alignment of the VISAR probe, reflectivity probe, and drive laser was accomplished employing a target consisting of a 250-micron transparent square of quartz with a ~200 nm coating of aluminum into which a cross had been etched. The three beam paths were co-aligned to this etched cross, ensuring that the diagnostics were observing the center of the laser shocked region.

The raw data consist of an interleaved set of 16 sample pulses and 16 reference pulses. A characteristic set of raw data can be seen in Figure 4A, with false color emphasizing the difference between the sample and reference pulses. A series of 10-20 images were taken prior to the shock compression to obtain the scaling factor accounting for the difference between the reference and sample optical paths.

**Pulse Stacking**

The pulse stacking system is shown in detail in Figure 4. A total of five waveplates are used along the optical path in order to obtain uniform intensity distribution across all sixteen pulses. At the final beamsplitter, half of the light is directed towards the white light generation system and half of the light is directed down an alignment path to a Watec 902b CCD camera. Initially, intensity distribution across the pulses is non-uniform, primarily due to the 10-20% difference in reflected intensity between the s and p polarizations. This intensity distribution is corrected through the alignment of the five waveplates at the positions indicated in the diagram. Following waveplate alignment, the camera is also used as one of the two planes necessary used to overlap the pulses, with the other plane being a card in the upstream beam path.
Figure 4 Detailed diagram of the pulse stacking system for the SWORD. The four delay legs are marked with the total distance added along each path.

<table>
<thead>
<tr>
<th>Optic</th>
<th>Description/Part Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>L1</td>
<td>500 mm focal length achromat/Thorlabs AC508-500-B</td>
</tr>
<tr>
<td>L2</td>
<td>-200 mm focal length achromat/Thorlabs ACN254-200-B</td>
</tr>
<tr>
<td>WP</td>
<td>waveplate/CVI QWPO-800-10-2</td>
</tr>
<tr>
<td>M1</td>
<td>2&quot; silver mirror/Thorlabs PF20-03-P01</td>
</tr>
<tr>
<td>BS1</td>
<td>50% NIR beamsplitter/CVI BTF-NIR-50-SQW-5001M-C</td>
</tr>
</tbody>
</table>

Supercontinuum Generation and Fiber Alignment

Figure 5 consists of a more detailed schematic of the white light generation portion of the SWORD described above. Typical spectra produced using this white light generation system are shown in Figure 6.
Figure 5 Detailed diagram of the supercontinuum generation system in the SWORD. The pulses from the pulses stacker enter the system from the top, are focused into a water cell and then collimated and injected into a fiber. The output from the fiber is collimated and directed toward the target chamber.

<table>
<thead>
<tr>
<th>Optic</th>
<th>Description/Part Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>L3</td>
<td>500 mm focal length achromat/Thorlabs AC508-500-B</td>
</tr>
<tr>
<td>L4</td>
<td>500 mm focal length achromat, uncoated/ CVI AAP-500-50.8</td>
</tr>
<tr>
<td>WC</td>
<td>2 cm length quartz cell/Custom design</td>
</tr>
<tr>
<td>F1</td>
<td>1 mm core glass fiber/Thorlabs FT1000UMT</td>
</tr>
<tr>
<td>M2</td>
<td>3” silver mirror/Thorlabs PF30-03-P01</td>
</tr>
</tbody>
</table>
Representative spectra generated using the white light supercontinuum generation in a 1 cm water cell. A filter was used to attenuate the remaining fundamental light centered at 810 nm.

**Target Alignment and VISAR**

Figure 7 contains a detailed diagram of the target chamber arrangement. An alignment procedure was developed in order to ensure that the SWORD, the VISAR, and the drive laser were all aligned to the same point on the target. An alignment camera with a long-working-distance objective was placed on the drive side of the target and used to view the drive side surface of the target. An alignment target was made by taking a 250 micron thick α-quartz with a 200 nm thick aluminum coating and manually etching a cross in the aluminum. When placed in the target holder, the cross can be viewed from both the laser drive side using the aforementioned alignment camera and the diagnostic side, using the VISAR imaging system described previously [29]. Once the target was in a position such that the cross shape was centered on the VISAR imaging system, a video monitor with a flat surface was marked with the position of the cross on the drive side alignment camera. The SWORD illumination was aligned to the center of the marked position, ensuring that the VISAR and SWORD diagnostics observed the same location on the target. With a target in place, an alignment diode collinear with the drive laser was aligned to the center of the
cross marked on the video monitor, ensuring that the drive beam was aligned to the same location as the diagnostics.

![Detailed diagram of the target chamber and alignment diagnostics.](image)

**Figure 7 Detailed diagram of the target chamber and alignment diagnostics.**

<table>
<thead>
<tr>
<th>Optic</th>
<th>Description/Part Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>M2</td>
<td>3” silver mirror/Thorlabs PF30-03-P01</td>
</tr>
<tr>
<td>M3</td>
<td>3” aluminum mirror/Thorlabs PF30-03-P01</td>
</tr>
<tr>
<td>BS2-VIS</td>
<td>50 mm x 75 mm visible 50% beamsplitter/Edmund Optics 45-854</td>
</tr>
<tr>
<td>BS2-NIR</td>
<td>50 mm x 75 mm NIR 50% beamsplitter/Edmund Optics 45-855</td>
</tr>
<tr>
<td>L5</td>
<td>F/3 uncoated focusing lens/CVI AAP-150-50.8</td>
</tr>
<tr>
<td>L6</td>
<td>meniscus and achromat, F/3/CVI MENP-50.0-4.5-350.0-C-532 and AAP-250.0-50.8-425-675</td>
</tr>
<tr>
<td>O1</td>
<td>Variable magnification focusing objective/Source unknown</td>
</tr>
</tbody>
</table>

**Spectrometer and Streak Camera**
The final stretch of the SWORD is shown in Figure 8. The pulses reflected from the target and reference enter a home built spectrometer designed with a low dispersion in order to maximize the observable wavelength range.

![SWORD spectrometer and streak camera setup and VISAR optical setup.](image)

**Figure 8 SWORD spectrometer and streak camera setup and VISAR optical setup.**

<table>
<thead>
<tr>
<th>Optic</th>
<th>Description/Part Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>L7</td>
<td>uncoated focusing lens/CVI AAP-50-50.8</td>
</tr>
<tr>
<td>L8</td>
<td>uncoated focusing lens/CVI AAP-200-50.8</td>
</tr>
<tr>
<td>SM</td>
<td>silver spherical mirror/Thorlabs CM750-200-P01</td>
</tr>
<tr>
<td>DG</td>
<td>holographic diffraction grating, 300 rulings per millimeter/Source unknown</td>
</tr>
<tr>
<td>M4</td>
<td>2” silver mirror/Thorlabs PF20-03-P01</td>
</tr>
</tbody>
</table>

**Part II: Analysis**

The analysis consists of two parts; the first is the extraction of the spectra from the streak camera records and the second is the scaling and normalization of those spectra relative to a standard. For the purposes of detailing the analysis process as clearly as possible, the data shown in this section is from a stationary target, in other words, one in which no reflectivity change as a function of time is expected. As can be seen in Figure 11, due to a combination of factors including spectral chirp and a degree of nonlinearity in the streak tube, the spectra are neither parallel nor of equal width across the image. A small
amount of jitter in the timing system, on the order of 0.1-0.3 ns, also serves to complicate the data extraction procedure.

![Figure 9 Raw data from the broadband reflectivity diagnostic. False color has been used for clarity; the 16 blue pulses are sample pulses and the 16 green pulses are reference pulses, following the schematic in Figure 3. The time scale shown is relative to the arrival of the first SWORD pulse.](image)

**Data Extraction**

The data extraction technique can be separated into two parts; the first part is the determination of the location of each spectrum and the second is the extraction of each spectrum from the image. To determine the location of each reflected pulse on the image, a series of equally spaced line outs at constant wavelength were taken and the minima were located; each local minimum indicated the termination of one pulse and the beginning of the next. Due to the difficulty in developing a peak-finding algorithm capable of determining the minimum position prior to the earliest pulse, the first pulse maximum was located and the position of the minimum was set to a number of pixels earlier (generally the width of the pulse and an additional five pixels to ensure that no light was missed). For the majority of that data presented in this dissertation, the line outs were taken every 10 pixels from the beginning of the wavelength range (∼780-850 nm) to the point at which the intensity of the pulse was too low to allow for effective peak location. A second order polynomial is then fit to each set of points and used to define the border between each spectrum. An example of this can be seen in FG.
Figure 10 The raw spectra from Figure 9 are shown with the lines determining the minima in red.

The final step in the data extraction process is the integration of each column of pixels in the temporal dimension between the minima locations defined earlier. The results of such integration can be seen in Figure 11.
Scaling and Normalization

The extraction process is applied to the static reference images in order to obtain a scaling factor accounting for the slight optical path difference between the pulses reflecting from the sample surface and those reflecting from the reference surface. This scaling factor is determined for each target and the resolution limit of the diagnostic is determined by applying this scaling factor to a series of unshocked images and observing the deviation from an ideal value of one. For a series of images taken using an unshocked target, any series of scaling factors obtained using one image should be identical to those obtained using another image of the same target and any deviation from unity was indicative of systematic errors in the instrumentation.

The final spectra were obtained by extraction from the image and then scaling to account for optical path differences between the sample and reference. An example of a static (pre-shock) sample is shown in Figure 12 and Figure 13.

Figure 11 Integrated intensities extracted from the raw data in Figure 9.
Figure 12 (A) Reflectivity spectra obtained by scaling the sample intensities to the static reference intensities in Figure 11. (B) Histogram of reflectivity values in A.

As the noise in the data produced by this diagnostic is predominately driven by photon statistics, signal-to-noise in the final spectra can be improved by averaging four to eight reference spectra in order to obtain the scaling factor required to compare the reference spectra to the sample spectra. In the histogram in part B of Figure 12, the spread in the reflectivity value with respect to an ideal value of one is shown to be approximately ±10%. Averaging four static datasets, as shown in Figure 13, reduces this spread by half, as would be expected if the scatter is due to photon statistics.

Figure 13 (A) Reflectivity spectra obtained by averaging four static datasets. (B) Histogram of reflectivity values in A.

**Part III: Calibration**

In order to test this new broadband reflectivity diagnostic, a series of laser-shock experiments were conducted on single crystal germanium. Germanium has previously been
shown to go through a phase transition at \( \sim 10 \) GPa under static compression, from a diamond-like semiconductor to a \( \beta \)-Sn semi-metal [2, 38-41]. A significant increase in electrical conductivity, and therefore reflectivity, is expected at this transition in Ge, from a structure with a more covalent to a more metallic bonding character [42, 43]. The most significant change in the reflectivity of germanium under pressure, as observed by Hanfland et al., occurs in the NIR, with the increase ranging from 130% to 200% between 800 and 1200 nm for compression to 13.6-GPa and 140% to 200% for compression to 34.4-GPa. Changes in the visible reflectivity were also observed; however, the magnitude of the reflectivity increase is less significant and peaks at 156% at 425 nm. Initial experiments were designed to test the feasibility of the SWORD and, as such, reflectivity spectra were taken primarily in the NIR. Following the success of these early experiments, later experiments obtained data spanning wavelength ranges from the visible to the NIR. These initial and follow-up experiments are discussed in the next chapter.

**Part IV: Future Improvements**

There are two key areas where improvements to the SWORD can be readily made. The signal-to-noise in the diagnostic suffers from low photon counts due to the limited dynamic range of the ROSS camera. The ultrafast laser pulses, which are on the order of 100-200 fs in duration, tend to saturate the camera at relatively low energy, resulting in pinching and distortion of the spectra. Using fiber-induced chirp to spread the pulse out in time prior to both interaction with the target (which will reduce damage to the sample surface due to high pulse intensity) and collection in the streak camera will resolve this problem. The second improvement involves further tweaking of the spectrometer to lower dispersion and improve wavelength range, allowing the collection of spectra over a broader wavelength range (800 nm instead of 400 nm).
Chapter 4: Optical Properties of Shock Compressed Germanium

Abstract

The shock-driven semiconductor-to-metallic transition in germanium was studied using the novel Shock Wave Optical Reflectivity Diagnostic (SWORD) to obtain reflectivity measurements across the visible and near-infrared with 0.5 ns time resolution and a wavelength resolution of 10 nm. Significant changes in the reflectivity are observed at the phase transition and as a function of pressure in the metallic germanium. A Drude-Lorentz fit to the spectra suggests the presence of a strong absorption peak which shifts from 1.5 eV (830 nm, 12000 cm⁻¹) at 18 GPa to 1.7 eV (720 nm, 14000 cm⁻¹) at 29 GPa.
Introduction

Accurate calculation of the band structure of semiconductors via readily available techniques such as density functional theory (DFT) has been shown to be difficult, with errors in the calculated band gap of approximately 50% \[44, 45\]. Viable methods for improving the accuracy tend to be computationally expensive; they involve the calculation of a more complete approximation for the exchange-correlation function, as is the case for the GW approximation \[46-48\]. Specialized pseudopotentials can be used to improve the accuracy of calculations, but they can only be validated over relatively small ranges of conditions and are therefore of limited use for high pressure experiments, particularly dynamic high pressure experiments where spectroscopic techniques for determining the electronic structure are not well developed \[49\]. In order to expand the range over which calculations can be validated (and therefore improve the accuracy of calculations), and better understand the effect of pressure on the electronic structure of semiconductors, the newly developed Shock Wave Optical Reflectivity Diagnostic (SWORD) was used to study the visible and near-infrared reflectivity of shock compressed germanium across the semiconductor-to-metal transition \[50\].

The earliest study of germanium under compression was conducted by Bridgman in 1951, followed by Minomura and Drickamer in 1962 \[2\]. There have been a limited number of previous shock-wave studies of germanium, with earliest being that of Graham et al. in 1965 and 1966 \[8, 39\] and Pavlovskii in 1967 \[51\]. These authors studies were interested in observing the semiconductor-to-metal phase transition that accompanies the phase transition at ~10 GPa under static compression, from a diamond-like semiconductor to a β-Sn semi-metal, as shown in Figure 14 \[2, 38-41\]. A significant increase in electrical conductivity, and therefore reflectivity, is expected at this transition in Ge, from a structure with a more covalent to a more metallic bonding character \[42, 43\]. Previous static experiments also indicate a degree of wavelength dependence in this reflectivity increase, which might potentially be observed using the broadband reflectivity diagnostic \[52\]. The most significant change in the reflectivity of germanium under pressure, as observed by Hanfland et al., occurs in the NIR, with the increase ranging from 130% to 200% between 800 and 1200 nm for the 13.6-GPa compression and 140% to 200% for the 34.4-GPa compression. Changes in the visible reflectivity were also observed; however, the magnitude of the reflectivity increase is less significant and peaks at 156% at 425 nm.
Methods

Sample Preparation

Samples were prepared as layered stacks, as shown in Figure 15. The plastic ablator, parylene, was deposited onto the aluminum, which was diamond turned on both surfaces. The germanium sample was pressed between the window and the aluminum pusher using a four-point fixture which could be mounted on the target holder. This was done to avoid the presence of any glue layers, particularly between the LiF window and the germanium sample.
Figure 15 Target design for the experiments presented. The material of interest, in this case germanium, was placed between a lithium fluoride window to prevent spall and an aluminum pusher with an ablative plastic layer on the drive side. Two thicknesses of germanium sample were used.

Experimental Details

The experiments presented were conducted at the Janus target area at the Jupiter Laser Facility. A single drive laser beam was used for the experiments, as energies exceeding ~250 J were not required and a 4 ns square pulse was used unless otherwise noted. To ensure drive planarity and uniform energy deposition across the target, a phase plate was used in the drive laser beam, producing a 1 mm² square focal spot on the target. Of the diagnostics discussed in Chapter 2, only VISAR and single-wavelength reflectivity were used, in combination with the SWORD. Temperatures in the germanium samples were not expected to exceed 1000 K, well under the minimum detectable temperature for the SOP. In the experiments presented below, \( t_p \) was the variable measured with the highest precision. As the samples were thin, transit times were also obtained, however, the precision with which those values can be used is limited due to the fact that the shock waves were not supported throughout the transit time. The shock waves are most likely decaying as they propagate through the sample.

Results

Velocimetry

In order to collect reflectivity normal to the target surface, VISAR was collected at 27 degrees from normal and the resulting data were corrected for both the presence of LiF windows and the angle deviation from normal. Three laser energy regimes were used to study the response of germanium to shock compression: a low energy regime where the three-wave structure of the elastic, plastic, and phase transition waves could be readily observed; a medium energy regime where the initial elastic wave was highly overdriven, but the three waves were still separated in time within our resolution; and finally a high energy regime wherein the target was shocked directly into the phase transition. Results from all three energy levels are shown below.
Three Wave Structure

The three wave structure previously observed by Graham et al. and later by Gust and Royce was also observed in this experiment and found to be in good agreement with those previous results [39-41]. Based on conclusions from both previous experiments, the three wave structure observed in this experiment can be assigned as shown in Figure 16 Error! Reference source not found., with the initial wave being the elastic precursor, followed by two inelastic waves, the first of which is a plastic wave and the second a phase transition wave. An initial inelastic wave essentially separates into two waves; the first inelastic wave brings the material up to the state at which the phase transition begins and the second brings the material to the final pressure state once the phase transition is complete.

![Figure 16 Three wave structure from the VISAR.](image)
Figure 17 Particle velocity traces for three different shot energies. The plastic and phase transition waves increase with greater energy input. The unexpected delay between the elastic and plastic waves for the 23 GPa trace is most likely due to the interaction between the reflected elastic wave and the plastic wave.

Figure 18 Method used for determining the plastic wave velocity. Intersection of the two fit lines was used to determine velocity for plastic waves with indistinct plateaus.
In the case of a target with a window of lower shock impedance than the sample, as is described here with a germanium sample and LiF window, the elastic precursor and first plastic waves can reflect from the sample-window interface and propagate back through the germanium. This complicates the analysis as the reduction in stress in the first or second plastic waves due to this wave interaction can prevent the material from reaching the phase transition state at the interface. This problem is avoided in shots with higher peak pressure where the material is directly driven into the metallic state.

**Reflectivity**

In order to test this new broadband reflectivity diagnostic, a series of laser-shock experiments were conducted on single crystal germanium in the target configuration shown in Figure 15. Initial experiments were designed to test the feasibility of the SWORD and, as such, reflectivity spectra were taken primarily in the NIR. Following the success of these early experiments, later experiments obtained data spanning wavelength ranges from the visible to the NIR. An example set of SWORD spectra from the initial NIR experiments in shown in Figure 19, with traces from the spectra and VISAR combined in Figure 20.

![Figure 19 Reflectivity spectra obtained by comparing the sample intensities to the static reference intensities. Following elastic wave arrival at 15 ns and inelastic wave arrival at 17.5 ns, there was small decrease (5-10%) in the intensity of the reflected sample pulses, most likely due to a slight roughening of the target surface. An 80-90% increase in the reflectivity of the germanium sample was observed at 19.5 ns, which indicates the germanium phase transition accompanied by closure of the band gap.](image-url)
Figure 20 Reflectivity between 900 and 950 nm extracted from Figure 19. The small decrease in reflectivity that accompanied the elastic and inelastic precursors can be observed between 17 and 19 ns, with the significant increase that accompanied the phase transition beginning at 19.5 ns. The dashed black line at a reflectivity of one is a guide for the eye. The red line is particle velocity at the germanium-LiF interface obtained from the VISAR. The elastic wave begins prior to the SWORD time window, but rise of the inelastic wave can be seen at 17.5 ns and the arrival of a phase transition wave can be observed at 19.5 ns.

Phase Transition from VISAR and SWORD

Combined VISAR velocity profiles and SWORD reflectivity spectra are shown in Figure 21 through Figure 24. Figure 21 and Figure 22 contain data from the lowest energy shots, where the three-wave structure was clearly visible. In both shots the phase transitions are accompanied by a significant (at least two-fold) increase in reflectivity in the NIR, while the previous two waves do not appear to have a significant effect on the NIR reflectivity. On some shots a greater inconsistency was observed on arrival of the first inelastic wave, suggesting that there is a small degree of surface roughening taking place at the germanium-LiF interface. The utility of the SWORD in disambiguating waves is clear from Figure 23, which still has the three wave structure, but without the clear steps of the previous two figures. From the absence of any reflectivity change on arrival of the first wave, we can identify it as an overdriven elastic wave. The second wave results in a reflectivity decrease, suggesting that it is the first inelastic wave, and then the third wave begins to increase the reflectivity again, particularly in the NIR, identifying it as a phase transition wave. Figure 24 contains data from a high-energy shot where the germanium was shocked directly into the phase transition. No three wave structure is observed, and importantly, the wavelength dependence of the reflectivity across the spectral range has changed from the ambient, with a loss of reflectivity in the visible.
Figure 21 Velocity lineout from the VISAR is in black, overlaid on reflectivity data from the SWORD.

Figure 22 Velocity lineout from the VISAR is in black, overlaid on reflectivity data from the SWORD. The gap around 20 ns is a result of unacceptably low signal for that particular pair of spectra.
Figure 23 Velocity lineout from the VISAR is in black, overlaid on reflectivity data from the SWORD. The gap between 750 nm and 790 nm is a result of filtering to remove a 780 nm fundamental peak.

Figure 24 Velocity lineout from the VISAR is in black, overlaid on reflectivity data from the SWORD. The gap between 750 nm and 800 nm on the SWORD data is a result of filtering to remove a 780 nm fundamental peak.
Discussion and Conclusions

Figure 25 and Figure 26 present velocity and pressure data from this experiment in the context of previous data. Our data agree with that of Gust and Royce, as well as that of Marsh. The elastic-wave data in Figure 25 which is offset from that of Gust and Royce is the result of overdriving without shocking directly into the phase transition. Both figures confirm that the third wave we observe is well within the range over which the phase transition has previously been observed.

Figure 25 Shock velocity vs. particle velocity for this experiment and previous experiments.
Initial Results

Initial experiments in the NIR have relatively low wavelength resolution due to low signal-to-noise, but multiple shots at varying peak pressures can be compared in order to obtain the pressure dependence of the reflectivity. This is shown in Figure 27, along with previous data. It is clear that the reflectivity in the NIR is increasing, which is congruent with a transition from a semiconductor to a metal, however, confirmation that the same material phase is observed in our experiments and static experiments requires higher quality data. This was obtained after improvement to the SWORD system were made. Reflectivity over 600-900 nm was measured in order to confirm that a similar feature was observed in our data and that of Hanfland et al.: this is discussed in the next section. In comparing with static compression literature data, caution must be used due to the temperature and strain rate differences, but there is agreement between our data and the optical reflection data from Hanfland et al.
Figure 27 Normalized reflectivity between 900 and 950 nm from this experiment and Hanfland et. al. Pressure at the peak of each wave is shown for four shots. Dashed lines between the data points indicate subsequent waves for a single shot. An increase in the NIR reflectivity was not observed during transit of the elastic and inelastic waves. The phase transition wave, however, was accompanied by a pressure dependent increase in the reflectivity. The phase transition was overdriven, as evidenced by the shift from the 10 GPa transition pressure observed in static compression experiments (indicated by the vertical dashed red line).

Wavelength-Dependent Reflectivity
The Drude-Lorentz model can be used to connect measured optical properties to the electronic properties of the material. We have used the oscillator expression consisting of a combination of a Drude term and a linear combination of Lorentz oscillators to model the complex dielectric function. This, in tandem with the Fresnel equation, allows us to fit this oscillator expression, using a least squares technique, to the reflectivity data obtained in this experiment, as well as that of Hanfland et al. As the static compression data from Hanfland et al. spanned a greater frequency range than our data, initial fits were done using the static data to determine the number of oscillators. The results from these fits can be found in Figure 28 and Figure 29.
As four features were observed in the data of Hanfland et al., the best fit was obtained with four Lorentz oscillators. Two of the oscillators were within the frequency range of most of our shots, so the reflectivity data obtained in this experiment was fit using a Drude model and two oscillators. Data and models for four spectra at different pressures are shown in Figure 30. Data from Hanfland et al. is included for comparison, as is ambient reflectivity from Aspnes and Studna [52, 53]. The spectrometer was shifted such that the observed wavelength range was 550 nm to 900 nm. As was seen previously, we observe a high metallic-like reflectivity in the NIR which decreases in the visible. Features in the
visible are most likely due to interband transitions and are consistent with a nearly-free-electron metal as would be expected from germanium in the $\beta$-Sn phase.

Figure 30 Normalized reflectivity from Hanfland et al. and this experiment with fits overlaid.

Figure 31 Calculated imaginary part of the complex dielectric function for data from Hanfland et al. and this experiment. Traces are shown over the observed wavelength range of the experimental data.
Using the fits to the reflectivity shown in Figure 30, the imaginary part of the complex dielectric function (minus the Drude component) can be obtained for each spectrum, as shown in Figure 31. In the static compression data, a significant shift towards higher energy in the first peak is observed, which is consistent with previous data on silicon metallization.[52, 54] The same trend is observed in data from this experiment, providing strong evidence for the theory that the same phase transition is observed in both static and dynamic compression. The fit to the spectra suggests the presence of a strong absorption peak that shifts from 1.5 eV (830 nm, 12000 cm\(^{-1}\)) at 18 GPa to 1.9 eV (720 nm, 14000 cm\(^{-1}\)) at 29 GPa. Although there is some previous research investigating band transitions in germanium under compression, (of particular interest is that of Zallen and Paul from 1976), there is little data at energies below 2 eV, where the peak observed in both this experiment and that of Hanfland et al. can be found [55]. It is, however, interesting to note that in the work of Zallen and Paul and that of Hanfland et al. and this experiment there is a shift in the peaks to higher energy, suggesting an increase in the gap between the bands as a function of pressure.

The observed absorption energy is well within the range over which parallel band excitations would be expected in germanium. An ab initio study of the first-order transition from diamond cubic germanium to beta-tin germanium found that the energy of the band structure at the \(\Gamma\) point was linearly dependent on the volume with the energy of the lowest four bands diverging as volume decreased [56]. There have been many studies calculating the full band structure or measuring the optical absorption of diamond-cubic germanium under pressure, however, the number of experiments investigating the pressure dependence of beta-tin germanium is more limited, with the majority of work done determining the transition pressure and unit cell characteristics [2, 3, 28, 43, 45, 55, 57-65]. Fortunately, there is a larger body of work investigating the band structure of silicon over the diamond to beta-tin transition [52, 54, 66]. Silicon in the beta-tin phase has an absorption peak around 2.25-2.3 eV due to the interband transitions as a result of splitting along the 101 planes. The energy of the transition increases as a function of pressure; as the volume of the cell decreases the form factor for a given reciprocal lattice increases, blue-shifting the energy at which the dominant optical absorption occurs [52, 54, 67]. Germanium and silicon have similar band structures, with the conduction band for silicon at a higher energy than that of germanium [67]. In the absence of full electronic structure calculations for the beta-tin phase of germanium, it would be reasonable to assume that the dominant absorption observed in germanium would be at a lower energy than that observed in silicon, and would increase in energy as pressure increases, as is observed in this experiment, and shown in Figure 32.
Figure 32 Absorption peak location as a function of pressure (top) and relative volume (bottom).
Section II – Anisotropic Deformation and Fracture
Abstract

The recently developed Janus High Resolution Velocimeter (JHRV) was used to study laser-driven elastic and inelastic deformation in diamond. The three primary orientations of single crystal diamond, $<$100$, $<$110$, and $<$111$ were studied, along with two types of polycrystalline diamond, microcrystalline and nanocrystalline. Two types of shock wave geometry were used; spherical shock waves were driven into the sample in order to observe the effect of the elastic constants on wave propagation and planar shock waves were used to study heterogeneous fracture and deformation at the shock breakout interface. The primary goal was twofold; the first goal was to observe propagation of elastic and plastic waves through acoustically anisotropic single crystal samples of diamond and silicon in order to quantify the effects of elastic anisotropy and investigate the changes in the sound speed under varying conditions. It was determined that the elastic breakout shape and size of all three orientations of diamond, as well as the polycrystalline diamond samples, could be well approximated by calculating the orientation dependent sound speed using the known diamond elastic constants. In addition, the plastic response for all three orientations was observed to occur along the known slip systems for diamond cubic structures. The second goal was to investigate the difference in the fracture and deformation response of nano- and microcrystalline diamond. We found that both types of polycrystalline samples responded to inelastic compression with fracture. Spall fracture was observed in the free surface samples. The LiF-tamped samples exhibited fracture as a result of the reflected wave at the diamond/LiF interface. For the tamped samples, the microdiamond responded with greater roughness. No difference in the overall roughness as observed in the free surface samples. In order to accurately model the fracture behavior under shock compression, the Grady spall fracture model was used and we obtained values for the fracture toughness of the micro- and nanocrystalline diamond of $103\pm14$ MPa m$^{1/2}$ and $44\pm8$ MPa m$^{1/2}$, respectively. Using these values for the fracture toughness, the strain rate dependent spall stresses were calculated and found to agree with previous research. Samples of both diamond and silicon were prepared as described below and experiments were conducted at the Jupiter Laser Facility in Target Area 1. Relevant diagnostics are also described below, and results can be found in the next two chapters.
Introduction

As a material is dynamically compressed, it undergoes a series of mechanical transformations. Initially the material is elastically deformed; the atoms move closer together along the direction of compression, no bonds are broken or formed and the process is reversible. As the degree of compression increases, the deformation becomes inelastic and substantially more complex. The compression is no longer reversible and one dimensional plastic flow begins, heterogeneities form, shear forces propagate, bonds are broken, voids and defects nucleate and expand, and fracture networks proliferate through the sample. Essentially, in the inelastic regime, dynamic deformation occurs as a series of correlated processes having dependence on both intrinsic material properties and extrinsic compression conditions. The fundamental kinematic properties of the material change, both as a result of the initial conditions and as a response to the specific compression mechanism. As we collect more data and build up increasingly complex models of material response, certain questions become ever more important. What effect does strain rate have on the chain of events in the deformation process? How can we better predict the strength of a material under a variety of conditions? Can we move beyond constitutive equations describing specific materials and generate a model to explain and predict inelastic behavior in a number of materials under varying compression conditions? What novel material properties can be introduced by tuning the microstructure, and how can we more accurately model the relationship between microstructures and macroscopic material properties?

A complete understanding of the mechanisms and dynamics of deformation under compression is important for a large number of fields. The development of high strength poly-crystalline ceramics for body armor requires methods for predicting the response of the armor to both blunt and point impacts. Dynamic response of tissue and bone to stress and strain is vital for better identifying the effects of biomechanical compression as well as for the development of engineered replacements for irreparably damaged tissue and bone. Potentially relevant to all of the above is the recent growth of the field of additive manufacturing, the process of 3D printing complex structures for use as medical implants [68-70], fuel cells[71], high strength armor[72-74], and construction materials[75-77]. The field of additive manufacturing has been advancing quickly, allowing for the rapid prototyping and development of materials with complex microstructures designed for optimum performance in specific tasks. As this field grows, so grows the need for improved modelling in order to design microstructures and materials with ideal characteristics for specific purposes.

Another rapidly progressing field with a significant dependence on improving our understanding of deformation is capsule development for inertial confinement fusion (ICF). In order for ICF, as it is currently envisioned, to succeed as a means of energy generation, it is necessary to fully understand and eventually eliminate sources of Rayleigh-Taylor instabilities. This includes the interfacial Richtmyer-Meshkov instabilities which originate as the shock passes from the outer shell of the fuel capsule into the liquid core [78, 79]. Achieving the necessary temperatures and pressures to initiate the fusion process is contingent on an implosion wherein both capsule and contained fluid remain spherical as
the material compresses. When instabilities develop, they destroy the spherical symmetry and the integrity of the capsule-fuel interface. This results in mixing and the reallocation of thermal energy to ionization of the capsule shell atoms, lowering the temperature and reducing the reaction rate. It is the micromechanical response of the capsule under ICF conditions that determines whether defects nucleate and instabilities develop. The contributions of individual deformation mechanisms to microstructure and defect formation must be investigated if capsules designs are to be optimized [80-82].

On a larger scale, hypervelocity impacts between asteroids, satellites, and planetary bodies result in the natural formation of shock waves and material deformation, and eventually leave behind mineralogical and geological clues as to their origins and composition. The rheological properties and deformation induced microstructures of minerals are a fundamental key to understanding and modeling the evolution of planetary bodies [83]. These properties are also vital for understanding and predicting earthquakes, particularly those occurring deeper in the mantle where pressures are higher. A number of mechanisms have been suggested for the origin of these earthquakes; however, poorly constrained rheological and microstructural material properties at high pressures result in large uncertainties [83].

In order to answer the aforementioned questions, we must utilize techniques that allow us to probe specific deformation mechanisms and examine the effects of microstructure, crystal orientation, strain rate, and overall compression path on the deformation. The primary reason for the lack of quantitative determination of deformation mechanisms has been the limited spatial and temporal resolution of diagnostics used to investigate the compressed matter. A complete investigation of these deformation mechanisms requires spatial resolution on the order of microns and temporal resolution on the order of picoseconds to nanoseconds. Information about the deformation and fracture of materials under shock compression is typically obtained in one of two ways; either derived post-shock, (i.e. from recovery experiments), where the material is shocked and then the recovered sample is examined, or inferred from features in transiting wave profiles. The first provides very limited information with regards to the time scale of deformation mechanisms, and the second provides limited information with regards to spatial scales. The development and use of techniques which can quantify the time dependent deformation response of dynamically compressed materials on the microscopic spatial scale is vital for improving modelling and analysis of material properties under compression.

Above the Hugoniot elastic limit, the deformation in the material is no longer one-dimensional elastic and is therefore no longer reversible. At this point the shock compressed sample is deforming in three-dimensions and bonds are breaking and crystal planes are shifting. The mechanism for inelastic deformation in a material also varies considerably based on the material properties. The prevailing mechanism for inelastic deformation in brittle solids is fracture in order to reduce localized shear stress, while metals tend to deform via plasticity prior to undergoing ductile fracture. In brittle materials this would be characterized by a complete loss of strength following the HEL whereas metals would be expected to retain some strength and deform plastically. Over the time
scales of shock compression events, this line between brittle and ductile deformation is blurred and most materials have been found to behave somewhere between the two extremes, partially due to the high degree of defect and heat generation within a shock wave.

Dynamic compression experiments frequently use the Velocity Interferometry System for Any Reflector (VISAR) developed in the 1970’s.[8] The VISAR measures a phase shift due to the compression wave propagation through the sample, and this phase shift can be used to obtain shock and particle velocities as a function of time. This provides us with equation-of-state variables such as pressure and density, as well as wave profiles for the elastic and inelastic waves propagating through the sample. The VISAR is, however, almost always implemented as a point diagnostic with zero spatial resolution or a line diagnostic, with resolution between 30 and 50 microns across one dimension of a sample. This precludes the observation of the spatially heterogeneous deformation processes vital to our understanding of material behavior under dynamic compression.

To decouple and eventually understand the mechanisms governing inelastic deformation in diamond, we have conducted two sets of experiments. The first investigates the effects of acoustic anisotropy on the large scale breakout of a divergent shock wave propagating through a diamond sample while the second investigates the fracture and deformation response of diamond to uniaxial compression. Studies on the timescale and morphology of fracture dynamics, which can occur over µm length scales and timescales of a nanosecond or less, have generated a lot of interest in recent years but experimental limitations have not permitted simultaneous measurements on these time and length scales[84-88]. Recently a new two-dimensional imaging velocimetry technique has been developed on Omega (OHRV 2D-VISAR system) to measure the velocity roughness of shock fronts with a ~10 m/s resolution and a spatial resolution of ~2 µm over a 0.8 mm field-of-view[87]. The 2D-VISAR provides us with a picosecond “snapshot” of the velocity and target reflectivity field at a time after the arrival of a shock front at the reflecting interface. We have conducted a series of shots combining the 1D and 2D-VISAR systems to study heterogeneous, anisotropic flow and the formation of fracture networks in diamond. The 1D VISAR records the compression history of the sample while the 2D-VISAR captures picosecond snapshots of the spatially resolved velocity and reflectivity maps.
Chapter 1: Experimental Details

The experiments presented were conducted at the Janus target area at the Jupiter Laser Facility. Both single- and dual-drive laser beams were used for the experiments and a 4 ns square pulse was requested unless otherwise noted. For the planar shock wave experiments, to ensure drive planarity and uniform energy deposition across the target, phase plates were used in the drive laser beam, producing a 1 mm$^2$ square or 0.28 mm$^2$ round (0.6 mm diameter) focal spot on the target. The planarity of the shock front was observed in both the line-VISAR and the 2D VISAR and found for most shots to be flat within the limits of our resolution. Exceptions are noted in Chapter 3. Spherical shocks were generated by removing the phase plates and focusing the drive beam onto the surface of the target. The focused beam was 150-200 microns in diameter, with some variation due to the changing quality of the wave-front. Of the diagnostics discussed in Section I Chapter 2, only VISAR and single-wavelength reflectivity were used, in combination with the JHRV. In the experiments presented below, $u_p$ was the variable measured with the highest precision. Particle velocity was measured from the reflective surface nearest the diagnostic, either the diamond surface or an aluminized layer on a LiF window in direct contact with the diamond surface. The shock waves are decaying as they propagate through the sample. Initial conditions in the target can be obtained by iteratively fitting the measured particle velocity profile to results from hydrocode simulations. At the shock pressures generated in the experiments discussed below, diamond is expected to have a two wave structure with 5-10 ns delay between the arrival of the elastic and inelastic waves, depending on shot energy and target thickness.

Details of the design and operation of the 2D VISAR diagnostic can be found in reference [89]. A brief discussion of the raw data can be found at the end of this chapter.

Target Design

Single-crystal diamond samples in three orientations were obtained from Diamond Technologies Inc. The $<100>$ and $<110>$ samples were synthetically grown using the high-pressure, high-temperature technique and therefore contained 30 to 100 ppm of nitrogen impurities. The $<111>$ samples were natural diamond. All samples were 3 mm x 3 mm squares optically polished on both surfaces and of varying thicknesses between 0.8 and 1.1 mm. Sample thicknesses were measured using a micrometer prior to assembly of the target.

Polycrystalline diamond samples were purchased from Delaware Diamond Knives. Microcrystalline diamond samples were approximately 80% transparent while the nanocrystalline samples were approximately 40% transparent. All samples were disks 2 mm in diameter and 0.5 mm in thickness.

Targets were constructed by stacking the layers shown in Figure 33 using either a Fineplacer Pico (Finetech GmbH) or a pin micrometer to hold the layers in place. Double-Bubble™ Red-2 epoxy was then applied to the edges in order to avoid layers of epoxy between the materials. For the transparent diamond samples the LiF window was sputter
coated with a 104 nm layer of aluminum to improve reflectivity. The nanocrystalline diamonds were reflective enough to directly observe the diamond-LiF interface, however, in order to ensure that the aluminum coating had no unforeseen effect on the results, a small number of shots were done with nanocrystalline diamond and the aluminized LiF windows. No differences in the resulting data were observed.

The steel plate used for the spherical shock compression targets consisted of a 100 micron thick stainless steel disk in which a 500 micron diameter aperture was mechanically drilled. The Janus laser used to drive the shock waves possessed a low intensity halo around the focused beam and this aperture served to reduce the effect of said halo. When the aperture was not used a low velocity planar shock was observed at the diamond-LiF interface and the presence of this wave distorted the spherical shock wave at the same interface.

![Diagram of target design](image)

**Figure 33** Target design for the diamond experiments. (A) Spherical shock compression target design. The steel backing plate with the 500 micron aperture was necessary to spatially filter the drive beam, which had a low energy halo. (B) Planar shock compression target design. Aluminized windows are shown in both A and B, as they were used for the majority of the experiments. When the window was not aluminized, it is noted.

**Planar Shock Targets**

A 1 mm FOV was used to observe the majority of the planar shock compression targets on the JHRV. A set of experiments were also done using the larger 3 mm FOV to observe the entire breakout in order to evaluate flatness and edge effects. The goal of these experiments was to study fracture and deformation on the 10-100 micron size scale, necessitating the use of a higher spatial resolution than was required by the spherical shock compression targets. For the majority of these experiments, the center of the 2D-VISAR was offset slightly from the center of the line-VISAR. As the breakout was assumed to be reasonably radially symmetric, the most information could be gained by observing a quarter of the breakout from the edge to the center.
**Spherical Shock Targets**

A 3-4 mm field-of-view (FOV) was used to observe the spherical shock compression targets on the JHRV. The spherical shock waves expand as they propagate through the sample and the larger field of view was necessary. For these experiments, the center of the line-VISAR FOV was aligned to the center of the 2D-VISAR.

**Raw Data**

An example data set from the line-VISAR and the 2D-VISAR is shown in Figures Figure 34-6. Figures Figure 34 contains both a raw line-VISAR image and the calculated velocity as a function of time and one spatial dimension. As this was a spherical shock compression experiment, breakout is observed to expand spatially over time.

![Line-VISAR raw data (left) and velocity (right) from spherical shock compression of a single-crystal, 110 diamond.](image)

Figure 34 Line-VISAR raw data (left) and velocity (right) from spherical shock compression of a single-crystal, 110 diamond.

Figure 36 though Figure 38 contain 2D VISAR references and raw data. As the 2D VISAR is a quadrature diagnostic, the same image of the target is shifted in polarization by 90 degrees for each of the four quadrants. A schematic of the target geometry relative to the 2D VISAR raw data and results is shown in Figure 35.
Figure 35 (A) Raw image from the 2D VISAR (B) Target schematic of the diagnostic surface. The dotted region in the center is the breakout relative to the whole target area and the yellow overlay indicates the region imaged by the 2D VISAR. (C) Calculated velocity map from the image in A. (D) Non-fringing image obtained by adding the four quadrants of A (E) Reflectivity map obtained by normalizing D using the unshocked region in the upper right side.

Figure 36 is a flat field image of the target taken prior to the shot to isolate features related to the target surface. The target was a 3 mm diameter, 1 mm thick single crystal 110 oriented diamond with no window. The extent of the target is indicated on the figure. Figure 37 is a fringing reference image of the same target and Figure 38 is the raw image from the actual shot. Breakout symmetry is two-fold, due to the 110 orientation of the sample, and is indicated on the image.
Figure 36 2D VISAR flat field reference taken prior to the shot. The 3 mm diameter diamond target is indicated in red.
Figure 37 2D VISAR fringing reference taken prior to the shot.
Figure 38 2D VISAR raw data. Breakout is indicated by the yellow oval.
Chapter 2: Anisotropic Wave Propagation in Diamond

Abstract

Despite extensive use in shock compression experiments, the nature of shock propagation in single-crystal samples in low-symmetry directions remains relatively uninvestigated. Using spherical, divergent, shock geometries and single-crystal samples of diamond cut in the 100, 110, and 111 orientations we have investigated the effect of acoustic anisotropy on the propagation of elastic and inelastic shock waves and found both the expected symmetry responses as well as new behavior.

Introduction

Although it is well known that the vast majority of materials respond anisotropically to acoustic impulses, in order to simplify analysis and interpretation it is often necessary to assume isotropic behavior under shock compression and neglect the shear component of the material strength. In an acoustically anisotropic medium, pure modes are only found along specific directions relative to the crystal structure. Elastic waves propagating through such media will only exist as pure longitudinal or transverse waves along said directions.[90] When single-crystal samples are used in shock compression experiments, the orientation of the crystal planes is frequently selected to be a high symmetry direction with pure mode propagation. While this has enable the identification of key differences between material response along high-symmetry axes, the behavior of the material along lower symmetry directions remains unknown. From the field of ballistic phonon imaging it is well known that small-amplitude linear elastic waves propagating in acoustically anisotropic materials can focus or form caustics, and it the goal of this study to demonstrate that such behavior can also occur under nonlinear shock wave propagation in single crystals. Building on previous work on single crystal silicon done by Eggert et al. and Smith et al. we have obtained both single-crystal and polycrystalline samples of diamond and, by propagating a divergent shock wave into the sample, observed symmetry coincident with the crystal orientation, as shown in reference [91].
Creative use of existing diagnostics has been utilized to try to further our understanding of anisotropic and heterogeneous deformation process with some success [92], however, in order to fully understand and eventually model these processes a full 2 dimensional characterization is required. Eventually, with increased innovation in the x-ray diagnostic fields, full 3 dimensional characterization should become available.

The particular question regarding anisotropic wave propagation that we address here is one that requires a small amount of history. In 2003-2005 Jon Eggert conducted a series of pre-compression experiments wherein a sample material of interest was compressed in a diamond anvil cell prior to laser shock compression. A general schematic for the target in such an experiment is shown in Figure 40. On recovery of the tungsten carbide backing plates in contact with the diamond anvil, it was noticed that the surface of the backing plate was indented with characteristic four-fold symmetry in every shot, as shown in Figure 41. As the tungsten carbide plates were nearly acoustically isotropic, this suggested that any anisotropic features were due to the diamond. The single-crystal diamond anvil used in the experiments had 100 oriented surfaces, surfaces which had inherent four-fold symmetry.
Figure 41 (A) An image of a recovered tungsten carbide plate that had been in contact with the 100 surface of the diamond anvil during a pre-compression experiment. (B) A white light profiler was used to measure indentation depth across the sample imaged in (A). A distinct four-fold symmetry in the depth is noted. (Data from Jon Eggert, reprinted with permission)

Further evidence to support the theory that the diamond acoustic anisotropy was having a significant effect on the material response was obtained when a diamond anvil was recovered after a particularly low energy shot. Initial imaging showed that the fracture has broken up the diamond surface into square pieces, as shown in Figure 42. Eggert also measured the angle at which the pieces fractured, relative to the 100 axis and found that it matched well with the known 111 plane angle.
Figure 42 Diamond anvil recovered after a lower energy shot. Fracture can be observed as a series of steps along the 111 planes.

Initial experiments on single crystal silicon confirmed that the elastic and plastic wave propagation was indeed anisotropic as a function of the crystal orientation and that the elastic breakout, at least, could be readily predicted using the known elastic moduli. While four-fold symmetry was observed in the 100 silicon samples, as shown in the results section below, it was relatively understated, with no indication of how the strong four-fold ‘cross’ pattern on the indenter was formed. It was therefore deemed necessary to repeat the silicon experiments with diamond samples. As the diamond samples were considerably more difficult and expensive than comparably sized silicon samples, experiments were first done extensively on silicon in preparation. Results from both silicon and diamond compression experiments are presented below, with a discussion of the similarities, as well as the noticeable differences. Most importantly, there is a distinct four-fold cross feature observed on the diamond samples which was not seen in the silicon samples, and this feature matches readily with the indentation pattern initially observed.

Methods
Targets were prepared as described in Chapter 1. Experiments were performed at the Jupiter Laser Facility, in Target Area 1. As thick (~1 mm) targets were required in order for
the divergent shock wave to expand to a large enough size at the free surface, the availability of single-crystal diamond samples was limited to five each of the 111 and 100 orientations and seven of the 110 orientation. The 100 and five of the 110 diamond samples were synthetically grown using a high-pressure, high-temperature technique which produced samples of exceptional quality, but with a small degree of nitrogen impurity. The remaining 110 samples and all of the 111 diamond samples were natural. Polycrystalline samples were more readily accessible and experiments were also performed on nanocrystalline and microcrystalline diamond. A certain number of leftover diamond samples were also available from previous campaigns. Silicon samples were prepared in the same way as the diamond samples.

**Results**

**Line-VISAR**

Velocity histories were obtained using the line-VISAR diagnostic. The primary utility of the line-VISAR was to ensure that shots with similar pressure histories could be identified, allowing single-shot 2D-VISAR data to be compared. There were two complicating factors involved in the line-VISAR measurements; the first was that, with the exception of nanodiamond, all of the samples were only 15-20% reflective. For comparison purposes, a few shots were done on both diamond in contact with an uncoated LiF window and diamond in contact with an aluminized LiF window, as shown in the previous chapter. No significant differences beyond the usual shot-to-shot variation were observed. The second complicating factor was the loss of reflectivity of the aluminized layer 5-10 ns after breakout, presumably due to increased surface roughness at the diamond/LiF interface as a result of inelastic behavior. This is marked in the data by increased noise at late times. Finally, for the single crystal samples, both natural and synthetic high pressure, high temperature diamonds were all used in the experiment, so whenever possible, similar shots were done on both types.

<table>
<thead>
<tr>
<th>Target Sample</th>
<th>Thickness (microns)</th>
<th>Peak Pressure (GPa)</th>
<th>Peak Particle Velocity (km/s)</th>
<th>Precursor Wave Velocity (km/s)</th>
<th>Precursor Wave Pressure (GPa)</th>
<th>Hugoniot Elastic Limit (GPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100 LiF</td>
<td>850-1050</td>
<td>12±2-19±3</td>
<td>0.2±0.02-0.32±0.02</td>
<td>0.16±0.03</td>
<td>10±2</td>
<td>78±16</td>
</tr>
<tr>
<td>100 FS</td>
<td>1000</td>
<td>17±2</td>
<td>0.28±0.02</td>
<td></td>
<td></td>
<td>78±12</td>
</tr>
<tr>
<td>110 Natural LiF</td>
<td>1000</td>
<td>13±2</td>
<td>0.22±0.02</td>
<td>0.12±0.03</td>
<td>8±1.5</td>
<td>78±12</td>
</tr>
<tr>
<td>110 FS</td>
<td>950-1150</td>
<td>15±2</td>
<td>0.25±0.02</td>
<td></td>
<td></td>
<td>78±12</td>
</tr>
<tr>
<td>110 Synthet LiF</td>
<td>950-1050</td>
<td>20±3-25±3</td>
<td>0.34±0.03-0.4±0.05</td>
<td>0.21±0.05</td>
<td>13±2</td>
<td>60±5</td>
</tr>
</tbody>
</table>

Table 1 Summary of results from the line-VISAR data.
Nano | FS | 500 | 36±3 | 0.6±0.05 | 0.5±0.08 | 32±3 |
| LiF | 36±3 | 0.6±0.06 | 0.3±0.09 | 19±3 |

Micro | FS | 500 | 40±3 | 0.7±0.06 | 0.38±0.07 | 24±2.5 |
| LiF | 32±4-36±3 | 0.55±0.05-0.6±0.06 | 0.21±0.07 | 13±2.5 |

a-[93], b-[94], 1-Precursor wave only observed for one shot, 2-No precursor wave observed

Figure 43, Figure 44, Figure 45, and Figure 46 show velocity profiles for each type of sample used. For the single crystal samples, only waves traveling along the 100, 110, and 111 axes are fully longitudinal; other directions will have some degree of transverse motion. Profiles were obtained in a 100 micron band in the center of the breakout spot, where it can be assumed that the velocity is predominantly longitudinal. To produce the figures shown below, the two VISAR channels were averaged. To obtain the values shown in Table 1, free surface and LiF windowed samples were corrected using impedance matching to provide particle velocity. The peak pressures calculated from the VISAR results were all below the previously determined elastic limits, suggesting that the observed precursor waves may be an artifact of poor drive laser pulse shaping. 100-200 micron differences in the sample thickness of the single crystal diamonds were taken into account in the figures below; time is corrected for thickness differences and normalized to an ideal 1000 micron sample. As the diamond samples are 500-1000 microns thick, the elastic and plastic waves are separated considerably in time, at least 5-10 ns from HYADES simulations (which tend to underestimate wave separation as a result of material strength). The polycrystalline samples were only 500 microns thick and therefore -- because of the decaying shock velocities (hence particle velocities) with distance -- the measured particle velocities for the thinner polycrystalline samples are approximately twice that of the thicker single crystal samples. Stress and density in the shocked samples were determined using the known shock velocity-particle velocity relationship and the Rankine-Hugoniot relations discussed in Section I [93, 95]. HYADES simulations were used to confirm that the initial drive conditions were capable of shocking the sample above the HEL.
Figure 43 Particle velocity vs. time after the drive laser is initiated. Oscillation noted on the left hand side prior to breakout is artificial due to modulated probe laser intensity, most likely as a result of poor seed laser performance.

Figure 44 Particle velocity vs. time after the drive laser is initiated. Ends of records correspond to the end of the probe laser pulse for the free surface targets and to 95% loss of reflectivity for the LiF windowed samples.

Figure 45 Particle velocity vs. time after the drive laser is initiated. Ends of records correspond to the end of the probe laser pulse for the free surface targets and to 95% loss of reflectivity for the LiF windowed samples.
Figure 46 Particle velocity vs. time after the drive laser is initiated. Ends of records correspond to the end of the probe laser pulse for the free surface targets and to 95% loss of reflectivity for the LiF windowed samples.

No significant difference was observed between the natural and synthetic diamonds in Figure 44, although it is a small sample size. Previous research has found negligible differences in the response between synthetic and natural diamonds at higher pressures (90-120 GPa) [94].

2D-VISAR

Shocked sample images and velocity maps were obtained using the 2D-VISAR. An etalon delay of 263 ps was used in both 2D-VISAR interferometers, providing a velocity per fringe of 0.548 km/s.

Calculations

Elastic anisotropy is completely described by the elastic constants of a crystal. In the case of crystals of cubic symmetry, there exist three independent elastic constants, which, when known, can be used to determine the group and phase velocities for any given vector through the crystal. The simplest description of elastic behavior can be found using linear elastic theory, which assumes small changes and perfectly elastic response. By modelling a single-crystal sample using linear elastic theory and the closed form expressions for acoustic waves developed by Every and mathematically propagating a divergent shock wave through the sample we can calculate a predicted breakout shape, size, and surface velocity.[96, 97] Essentially, the shape and size of the elastic wave can be reproduced by calculating the transit time as a function of angle through an anisotropic solid defined by the diamond elastic constants. This was done by defining a 1000 x 1000 grid at the breakout surface, with a total spatial scale of 3 mm x 3 mm. Assuming a source 100 microns in diameter on the drive side surface of the target, the sound speed from the drive side to any given grid point on the breakout surface can be calculated, resulting in a sound speed surface, as outlined in Figure 47. From this sound speed surface and the target thickness, the breakout shape and size as a function of time can be readily calculated. In addition, a
similar calculation was done using third order Eulerian finite strain, as described by Birch [98] and using the elastic constants determined by Lang et al [99]. McWilliams’ method for obtaining Eulerian constants from Lagrangian values was also used [100]. Instead of a single vector from the drive side to the breakout surface, the target thickness was broken up into 100 layers and vectors were calculated from layer to layer, with the elastic constants and density calculated for each layer. The pressure through the sample was estimated using the observed breakout particle velocity and HYADES simulations of the laser drive. As would be expected, the elastic sound velocity is higher for the finite strain calculations, and there is a slightly greater degree of anisotropy at higher pressures, as previous experimentalists and theorists have observed [99, 101-107].

Figure 47 Method used to determine sound velocity across the sample surface for a spherical shock wave.

The elastic constants determined by McSkimin and Andreatch in reference [108] were used to calculate the acoustic anisotropy, \( c_{11} = 10.79 \text{ GPa}, \ c_{12} = 1.24 \text{ GPa}, \) and \( c_{44} = 5.78 \text{ GPa}. \) Elastic constants for synthetic diamonds have also been measured and found to be very similar to those for natural diamonds [109, 110]. A comparison of the results of these calculations with the data presented above can help decouple the various elastic/plastic and focusing effects potentially involved in the breakout.
Longitudinal sound speed across a 3 mm square surface is shown in Figure 48. The three-fold symmetry apparent in the crystal structure in Figure 39 is shown in the sound speed variation. As would be expected, the highest sound speed is found in the center where the pure 111 longitudinal mode transits. The slip system is indicated by the solid white lines and is also three-fold, but mirrored with respect to the elastic wave symmetry.

Figure 48 Sound speed as a function of position for a spherical shock wave propagating through 111-oriented diamond and originating at a point 1 mm away from the surface shown. Contours of radii 0.5, 1.0, and 1.5 mm are indicated by the dashed circles and the plastic slip system is indicated by the solid white lines.
Longitudinal wave breakout is shown in Figure 49. The three-fold symmetry apparent in the crystal structure in Error! Reference source not found. is shown in the breakout shape, with the symmetry becoming more pronounced at later times. Finite strain theory predicts a faster elastic wave speed and a more pronounced anisotropy.

Figure 49 Breakout time as a function of position for a spherical shock wave propagating through 111-oriented diamond and originating at a point 1 mm away from the surface shown. The image shown is for breakout calculated using linear elastic theory, as are the dashed contours. Solid contour lines were calculated using finite strain theory, as described above.

Three-fold symmetry was observed in all 111 orientation shots, as shown in Figure 50. The finite strain theory calculations provided a better prediction of the elastic breakout size than the linear elastic calculations. As the linear elastic theory calculations do not take into account the increase in the sound velocity with pressure, they consistently predict a breakout size slightly smaller than the observed breakout size. The reflectivity loss was most severe for this orientation, precluding analysis of a few of the shots. A silicon shot is
shown for comparison; little reflectivity loss is observed and a central plastically deformed region of three-fold symmetry is apparent.

Figure 50 (A) Slip planes (B) Spherically shocked 111 oriented diamond and (B) silicon with LiF windows. Indicated times are relative to initial elastic breakout. Calculated elastic breakout shape and size is indicated by lines in red on the nonfringing image and white on the velocity map. The dashed lines were calculated using linear elastic theory and the solid lines were calculated using finite strain. The orientation of the primary slip system in diamond cubic crystals is indicated by the solid black lines in (A). A clear three-fold symmetry in the elastic breakout is observed for both materials and an additional three-fold symmetry can be roughly seen in the inelastic center region. The symmetry of the inelastic region is clearer on the silicon, which did not lose reflectivity to the same degree as the diamond. Targets were rotated in the plane parallel to the observed surface by specific angles, allowing us to confirm that the anisotropy in the breakout was related to the crystal orientation.
Longitudinal sound speed across a 3 mm square surface is shown in Figure 51. The two-fold symmetry apparent in the crystal structure in Figure 39 is shown in the sound speed variation. As would be expected, the highest sound speed is found where the pure 111 longitudinal mode transits. The slip system is indicated by the solid white lines and is also two-fold.

Figure 51 Sound speed as a function of position for a spherical shock wave propagating through 110-oriented diamond and originating at a point 1 mm away from the surface shown. Contours of radii 0.5, 1.0, and 1.5 mm are indicated by the dashed circles and the plastic slip system is indicated by the solid white lines.
Longitudinal wave breakout is shown in Figure 52. The two-fold symmetry apparent in the crystal structure in Figure 39 is shown in the breakout shape, with the symmetry becoming more pronounced at later times.

Figure 52 Breakout time as a function of position for a spherical shock wave propagating through 110-oriented diamond and originating at a point 1 mm away from the surface shown. The image shown is for breakout calculated using linear elastic theory, as are the dashed contours. Solid contour lines were calculated using finite strain theory, as described above.

Of the three single crystal orientations studied, the 110 direction had the most consistent response, as shown in Figure 53. Reflectivity loss was primarily in the center of the breakout, and the elastic breakout was distinct in all shots. This was also the orientation for which the greatest number of samples was available. The two-fold symmetry of the elastic wave is apparent and agrees with the linear elastic theory calculations above. The two-fold symmetry of the plastic wave is also apparent, with the higher-velocity, roughened region in the center consistently diamond-shaped. As was the case for the 111 targets, the finite strain theory calculations provided a better prediction of
the elastic breakout size than the linear elastic calculations. The only shot that is not well predicted by either calculation is the one at the 15.6 ns delay time. It is unclear why that is the case, although there are considerable interference fringes due to the interference at the diamond/LiF interface which can complicate the analysis.

Figure 53 (A) Slip planes for the 110 surface. (B) Spherically shocked 110 oriented diamond with a LiF window. Indicated times are relative to initial elastic breakout. Calculated elastic breakout shape and size is indicated by lines in red on the nonfringing image and white on the velocity map. The dashed lines were calculated using linear elastic theory and the solid lines were calculated using finite strain. The orientation of the primary slip system in diamond cubic crystals is indicated by the solid black lines (A). A clear two-fold symmetry in the elastic breakout is observed for both materials and an additional two-fold symmetry can be roughly seen in the inelastic center region. Fringes in the 11.9 ns and 15.6 ns delay shots are a result of interference between the diamond and LiF window surfaces. The LiF windows were not aluminized for those two shots. Targets were rotated in the plane parallel to the observed surface by specific angles, allowing us to confirm that the anisotropy in the breakout was related to the crystal orientation.
Longitudinal sound speed across a 3 mm square surface is shown in Figure 54. The four-fold symmetry apparent in the crystal structure in Figure 39 is shown in the sound speed variation. As would be expected, the lowest sound speed is found in the center where the pure 100 longitudinal mode transits and the sound speed increases as the 111 direction is approached. The slip system is indicated by the solid white lines and is also four-fold, but rotated 45 degrees with respect to the elastic wave symmetry.

Figure 54 Sound speed as a function of position for a spherical shock wave propagating through 100-oriented diamond and originating at a point 1 mm away from the surface shown. Contours of radii 0.5, 1.0, and 1.5 mm are indicated by the dashed circles and the plastic slip system is indicated by the solid white lines.
Longitudinal wave breakout is shown in Figure 55. The four-fold symmetry apparent in the crystal structure in Figure 39 is shown in the breakout shape, with the symmetry becoming more pronounced at later times, but to a lesser degree than in the previous orientations.

Figure 55 Breakout time as a function of position for a spherical shock wave propagating through 100-oriented diamond and originating at a point 1 mm away from the surface shown. The image shown is for breakout calculated using linear elastic theory, as are the dashed contours. Solid contour lines were calculated using finite strain theory, as described above.

The 100 diamond samples had possibly the most interesting 2D response. As shown in Figure 56, as time passes the four-fold, cross-like structure in the center of the image expands, along with a rougher region in the center. The origin of this higher-velocity cross is unknown, but is consistent with the indentations observed in the tungsten carbide plates discussed above. Possible origins of this structure are discussed below. As also discussed above, the silicon samples show no indication of this cross shape, with only a roughly circular plastic region in the center of the elastic breakout. The final silicon shot in the
Figure 56 (A) Slip planes with the relative location of the 111 and 110 planes indicated with solid lines and a cartoon of the elastic wave breakout shown in the dashed black lines. (B) Spherically shocked 100 oriented diamond and (C) silicon with LiF windows. Indicated times are relative to initial elastic breakout. The orientation of the primary slip system in diamond cubic crystals is indicated by the solid black lines in the nonfringing images. Calculated elastic breakout shape and size is indicated by lines in red on the nonfringing image and white on the velocity map. The dashed lines were calculated using linear elastic theory and the solid lines were calculated using finite strain. Four-fold symmetry in the elastic breakout is somewhat difficult to distinguish from a circular breakout, but the symmetry is present. While the silicon shocked region remains relatively homogenous, with a plastically deformed central region of higher velocity, the diamond exhibits a distinctive ‘cross’ shape of higher roughness and particle velocity. Targets were rotated in the plane parallel to the observed surface by specific angles, allowing us to confirm that the anisotropy in the breakout was related to the crystal orientation.

Polycrystalline Samples
Elastic wave propagation through polycrystalline diamond was calculated using the method outlined above. The elastic constants and accompanying error were calculated using the Hashin-Shtrikman bounds of the single crystal diamond elastic constants, resulting in $c_{11} = 10.86 \pm 0.01$ GPa, $c_{12} = 0.70 \pm 0.001$ GPa, and $c_{44} = 5.08 \pm 0.01$ GPa [111, 112]. The sound speed and propagated error in the sound speed is $18.576 \pm 0.001$ km/s. The breakout time for each of the three pure-mode orientations can be calculated and we find that there is no orientation dependence, as would be expected. In Figure 57 it can be seen that the orientation has no effect on the breakout shape or time, in all three cases the shape is circular.

![Figure 57](image)

**Figure 57** Breakout time as a function of position for a spherical shock wave propagating through polycrystalline diamond and originating at a point 0.5 mm away from the surface shown. (A) 111, (B) 110, and (C) 100 surfaces were calculated. Contours of radii 0.5, 1.0, and 1.5 mm are indicated by the dashed circles and the plastic slip system is indicated by the solid white lines.

The polycrystalline diamond samples had significant reflectivity loss on breakout, but a few shots contained enough reflected light to analyze. These are shown in Figure 58. In all cases a roughly circular breakout is observed, and the size of the breakout is consistent with the calculated elastic breakout, as shown in the dashed red and white lines on the figure.
Figure 58 Spherically shocked (A) nanocrystalline and (B) microcrystalline diamond. Indicated times are relative to initial elastic breakout. Calculated elastic breakout shape and size is indicated in red on the nonfringing image and white on the velocity map. An isotropic distribution of crystallites was assumed, and there is clearly some deviation in the actual data from this ideal distribution. There is significant roughening of the surface in both the image and the velocity map, primarily as a result of inelastic deformation.
Discussion

Elastic Breakout Symmetry in Silicon and Diamond

Elastic anisotropy in crystals is governed by the elastic moduli of the material. For anisotropic moduli, the group and phase velocities of the elastic waves will not be parallel and the propagation of a divergent wave will be anisotropic. While there has been a great deal of work studying the propagation of linear waves in anisotropic media, particularly from the field of ballistic phonon propagation, relatively little work has been done investigating the propagation of nonlinear waves, where the wave velocities are no longer independent on the amplitude, through anisotropic media. It is clear from the figures above that the elastic wave propagation in cubic crystals is highly dependent on the elastic moduli, and is, in fact completely predictable given the elastic constants and the material density.

Plasticity/Inelastic Deformation

Crystals with diamond cubic symmetry, such as diamond and silicon, contain 12 slip systems. Depending on the orientation of the applied stress relative to that of the crystal, one or more of these systems will have the maximum resolved shear stress and will govern the dislocation motion in the crystal. The orientation dependence of the Hugoniot elastic limit in many cubic crystals is already known for the three pure-mode orientations, however it is not well known for any other direction. It is possible that we are seeing the presence of an orientation dependence to the dynamic yield strength (Hugoniot elastic limit, HEL) in our 100-oriented samples. In the three shots where the cross was observed the rms interface velocities for the elastic breakout were 0.25±0.05 km/s, 0.35±0.08 km/s, and 0.28±0.08. In those same shots peak velocities on the cross structure were found to be 0.53±0.1, 0.75±0.11, and 0.55±0.2, a different of about two-fold. Assuming inelastic deformation is occurring primarily via slip of the 111 planes in the 110 direction, as has been previously found [94], the transition from plastic response to elastic response would occur at a higher particle velocity in the 111 directions. In other words, the stress required to initiate dislocation motion is dependent on the orientation of the stress. Another possibility is the presence of high velocity ‘cusps’ due to phonon focusing, a phenomenon that been observed in both silicon and diamond in the linear regime using ballistic phonon imaging [113-115]. This phonon focusing arises from the difference in the group and phase velocities and could feasibly result in regions of higher velocity due to the addition of two wave amplitudes at a cusp. In Figure 59 the slowness and velocities for the three waves transiting through a 100 oriented sample are plotted. Even for the nearly isotropic diamond the phase and group velocities cease to be parallel for certain wave vectors, particularly in the 111 directions. It would be expected, then, that focusing would occur in the 111 directions, as is observed in our data.
Conclusions

We have found that the elastic wave breakout in silicon and diamond can be accurately predicted using the elastic constants of the material and have found three-fold, two-fold, and four-fold symmetry in the 111, 110, and 100 orientations, respectively. Plastic deformation appears to occur along the known 111-110 slip system for both silicon and diamond, with the magnitude of the plastic particle velocity higher for the diamond. There is an additional feature in the 100 diamond which is not seen in the silicon samples, but which accounts for the observation of the ‘cross’ indentation on the tungsten carbide supports in the shocked diamond anvil cell experiments. This confirms the presence of a direction dependent HEL variation, although the specific mechanism by which this occurs requires further investigation.

Future Work

More shots are required to complete the time series for the diamond samples, particularly for the 111 orientation. The silicon data was taken with suboptimal quadrature in the 2D VISAR, resulting the higher background noise, so it would be ideal to retake some of that data improve the silicon data set. In general, this dataset contains relatively few shots and we would like to account for target/shot variability by acquiring more data. A better agreement between the calculated elastic wave breakout and the observed breakout shape and size could be obtained by taking into account the pressure dependent elastic constants.
Chapter 3: Heterogeneous Deformation and Fracture in Polycrystalline Diamond

Abstract

We have utilized the newly developed 2D VISAR diagnostic, in combination with the existing line-VISAR, to study heterogeneous deformation and fracture in micro- and nanocrystalline diamond. Diamond samples were shock compressed using a high energy laser drive. We obtained images and velocity maps of deformation and fracture that provide an unprecedented view into material response at the breakout surface. Our data show velocity roughening at the breakout surface as a result of spall fracture in free surface samples and as a result of the compressional inelastic wave and reflected release wave in tamped samples. The larger increase in velocity roughness associated with the microdiamond samples agrees with previously obtained data indicating a loss of reflectivity on breakout for microdiamond shock compression. Using the observed fragment size for spall fracture in the microcrystalline and nanocrystalline diamond, and Grady’s model for spall fracture fragment size as a function of strain rate, we have found values for the micro- and nanocrystalline fracture toughness of $103\pm14$ MPa m$^{1/2}$ and $44\pm8$ MPa m$^{1/2}$, respectively. Using these values for the fracture toughness, the strain rate dependent spall stresses were calculated and found to agree with previous research.

Introduction

Carbon is one of the most prevalent elements in the universe and has been a subject of vast experimental and theoretical study for centuries. Diamond at ambient conditions, in particular, is both thermodynamically unstable and, as a tightly bonded covalent structure, the strongest bulk material identified thus far. It is of vital importance in both the planetary science community, as it has been shown that it can be stable within the cores of giant planets, and in the field of inertial confinement fusion, where it is frequently used as an ablator material for ignition target designs. The existing body of work on brittle fracture is primarily focused on indentation experiments and post-shock imaging of the targets [116-118]. The results hint at a complex relationship between brittle fracture development, and crystallographic orientation and microstructure. The goal of this chapter is to describe the dynamic inelastic response of a brittle material, diamond, using both line imaging velocimetry and two-dimensional velocimetry and imaging.

In metals where the deformation is predominantly ductile, deformation and failure above the elastic limit occurs via plastic flow as a result of increased dislocation mobility. Nucleation, growth, and coalescence of voids occurs, and eventually results in ductile fracture [119]. In more brittle materials, such as ceramics, the evolution is best described by Grady [120-122] and occurs in three stages. A low dislocation flux first results in the incubation and nucleation of high shear stress states on defect sites with the material. Increasing the stress results in shear fracture, and eventually the networks of shear banding expand and overlap, resulting in complete commination of the compressed
material. At higher strain rates, higher temperatures, or in the presence of inertial confinement, the distinction between ductile and brittle materials becomes blurred. In compressed silicon, for example, there is a brittle to ductile transition as a result of increased dislocation mobility \[91\]. Bcc metals and alloys, such as iron and steel, can undergo a ductile to brittle transition at low temperatures or high pressures that results in brittle fracture behavior \[123-125\]. Despite a significant body of experimental research and computation, a unifying theory describing the dynamic macroscopic response of materials under compression in terms of individual deformation mechanisms and micromechanical properties has been elusive. It has long been acknowledged that wave profile data, ubiquitous in shock compression experiments, are not sufficient to fully characterize material response \[121\]. One of the most promising approaches to the problem of understanding the varied mechanisms underlying dynamic fracture and deformation is the dissipative action model recently proposed by Grady. Grady proposes that the physics behind a variety of dynamic failure modes can be connected and explained by the invariance of dissipative action. Essentially, by calculating the energy dissipated by the shock wave and taking the product of that energy and the temporal width of the dissipation process, a constant value is obtained. This dissipative energy is a result of the diffusion of the momentum associated with the wave through a variety of potential processes, such as microstructural fracture, acoustic emission, and scattering. The invariance of this dissipative action means that the higher amplitude a shock wave is, the steeper it is in time. While the majority of the work of Grady and his colleagues has been focused on understanding dynamic material failure in gas gun experiments, which have longer time scales than laser shock experiments by approximately two to three orders of magnitude, his comprehensive models, developed around the energetics of the compression process, should apply equally well to the time scales discussed in this experiment.

The measurement method employs a time-resolved two-dimensional imaging VISAR illuminated by a 2 ps laser pulse, which captures spatial variations in the velocity across the shock front transmitted through the ablator. The measurement is carried out over an 890 \(\mu\)m field of view with \(\sim\)4 \(\mu\)m spatial resolution and a velocity resolution of 10 m/s. Recent experiments have also demonstrated the feasibility of imaging fracture development and propagation in single-crystal silicon \[91\]. A complex network of fracture lines was observed, and it has been theorized that the orientations of these fracture networks are dependent on the crystallographic orientation and grain size of the target \[126, 127\]. As shown in Figure 60, previous OMEGA experiments on polycrystalline diamond have shown a clear difference between the interface reflectivity of microcrystalline diamond (\(\sim\)10 \(\mu\)m grain size) and nanocrystalline diamond (\(\sim\)20-100 nm grain size). It is the underlying mechanism driving this microstructure dependent reflectivity that we propose to address within our combined 1D/2D-VISAR shots. Changes in reflectivity at the free-surface are attributable to an increase in surface roughness which results in the reflection of a large percentage of the VISAR probe light outside the collection angle of the f/3 imaging lens. Previous data on the elastic/plastic transition in micro- and nanocrystalline diamond, also clearly indicate a difference in the inelastic response of the two polycrystalline materials. Data on ramp-compressed polycrystalline diamond samples taken at OMEGA with similar peak pressures found a Hugoniot elastic limit particle velocity.
of $1.3\pm0.2$ km/s (98±15 GPa) for the microcrystalline samples and $1.6\pm0.2$ km/s (126±18 GPa) for the nanocrystalline samples, indicating that a higher stress is required to reach the elastic limit in nanocrystalline diamond [128]. Both this reflectivity difference and the elastic limit difference are strong indicators that the development of fracture networks is dependent on grain size, with the nanocrystalline sample possibly retaining higher reflectivity due to a lesser degree of transgranular fracture at the surface, transgranular fracture having been previously observed as the primary fracture mode in CVD diamond under some stress testing experiments[129, 130]. Transgranular fracture takes place through the individual grains, ignoring grain boundaries, whereas intergranular fracture travels along grain boundaries. In a polycrystalline material with predominately transgranular fracture, dislocations tend to stack at grain boundaries, and require a larger stress to push through the grain boundary into the next grain.

**Micro-Crystalline Diamond**

**Nano-Crystalline Diamond**

![Graphs showing reflectivity and pressure for microcrystalline and nanocrystalline diamonds](image)

Figure 60 Previous data from OMEGA (July '07 Micro-Grain) indicate that there is a significant difference in the interface fracture networks in microcrystalline diamond relative to nanocrystalline diamond. (a) Various microcrystalline targets show a large reflectivity loss as a function of velocity while (b) Data from nanocrystalline targets demonstrate more variability in the reflectivity and are less consistent than the microcrystalline results.

**Methods**

Targets were prepared as described in the experimental details section above. Grain sizes for the micro- and nanocrystalline diamonds were obtained from the vendor, Applied Diamond, Inc. For both types of diamond, as they are grown using chemical vapor
deposition, the grain size increases as the sample thickness increases. This grain size increase can be modeled using a power law. At the growth surface, the grain size is approximately 10% of the thickness for the microdiamond samples, so approximately 50 microns, although there is most likely considerable variation in grain size, as can be seen in Figure 61. Figure 61 contains an EBSD-obtained grain map of a 220 micron thick microdiamond sample from Diamond Materials. The nucleation side on the right of the image is composed of a thin layer of nanocrystalline grains and the grain size increases as the thickness increases, reaching a stable size after approximately 50 microns.

![Cross-sectional grain size distribution for coarse grained CVD diamond](image)

**Figure 61** Cross sectional grain map for a microcrystalline diamond sample with orientation inset. Image provided by Juergen Biener, included with permission.

The nanodiamond grain size is not as well constrained; it is less than 5% of the target thickness, but it does approach an asymptote at a thickness less than that of the 500 micron thickness of the samples. The maximum grain size for the sample to remain black is on the order of a few microns [131]. The largest microstructural difference between the two types of diamond is related to the crystal shape, with microdiamond tending toward columnar growth and nanodiamond growing as individual grains [131-135].

**Results**

Due to limitations on the energy output of the laser facility, the majority of the shots were only slightly above the HEL. This results in some ambiguity in the identification of the elastic/plastic transition in diamond, particularly in the case of the thicker (500 micron) diamond samples. Previous dynamic experiments with comparable target thicknesses have determined the single crystal diamond HEL to be between 57 GPa and 81 GPa, depending on orientation [93, 94]. Our experiments cover the peak pressure range of ~52 GPa to ~84 GPa.

**Line-VISAR**
Overview

Line-VISAR was used to obtain velocity profiles for the majority of the shots. Peak pressure and pressure at the 2D-VISAR probe time were calculated using impedance matching as described in reference [136] and using the LiF Hugoniot from reference [137]. In order to ascertain true particle velocity, as well as pressure and density, VISAR records were corrected for the unsteady shock compression of LiF window [138-140]. Conditions inside the sample were simulated using HYADES hydrocode with the SESAME 7271 diamond equation of state table and Steinberg-Guinan shear and yield models. Hydrocode simulations confirmed that all shots were initially above the diamond HEL and were used to determine pressure at the 2D-VISAR probe time if the line-VISAR record did not extend far enough in time. Examples of x-t diagrams for the shock compression of the diamond targets discussed above can be found in Figure 62 and Figure 63.

Shock Wave Conditions

Figure 62 Position-time graph generated using HYADES. Separation of the elastic and plastic waves can be observed.
Breakout Flatness

As a result of limitations in the available phase plates, there are a handful of shots with suboptimal flatness in the breakout. In particular, shots taken with the 0.6 mm diameter phase plates tended to have a greater degree of curvature on breakout, both due to the smaller overall phase plate size, as well as inhomogeneity across the phase plate. The majority of the shots taken with the 1 mm phase plate were flat within the resolution of the diagnostics, as shown in Figure 64, while the majority of the shots taken with the 0.6 mm phase plates were flat across 70-90% of the spatial extent of the line-VISAR, as shown in Figure 65. The exceptions tended to look like Figure 66, which has significant curvature, probably as a result of user error (misalignment of the overlap between the two laser drive beams is the most likely scenario). While, in most cases, this curvature complicates the analysis and introduces additional sources of error, in some cases it can produce interesting results, as shown in Figure 67.

Figure 63 Position-time graph generated using HYADES. Separation of the elastic and plastic waves can be observed.
Figure 64 Typical line-VISAR raw data and calculated velocity for the 1 mm phase plate.

Figure 65 Typical line-VISAR raw data and calculated velocity for the 0.6 mm phase plate. Some curvature can be seen between 800-1100 microns.
Figure 66 Line-VISAR raw data and calculated velocity for a shot with significant breakout curvature. Particularly interesting is the spatial dependence of the first velocity jump, while the second velocity jump (beginning at ~34 ns) is almost constant across the spatial extent of the data. The amplitude of this second velocity wave does increase with decreasing breakout time.

Figure 67 Velocity line outs from Figure 66. There is a two-wave structure in the majority of the traces and the timing between the two waves can be observed to change across the spatial extent of the target.
Velocity History

Compiled velocity profiles for the microdiamond and nanodiamond samples can be found in Figure 68 and Figure 69. In the free surface velocity profiles the observed velocities were corrected for release into vacuum. General trends are difficult to identify, partially due to energy inconsistencies in the drive laser and clear elastic precursors are only observed in a few shots.

Microdiamond

Figure 68 Line-VISAR traces from the analyzable shots on microdiamond samples with either (A) free surface breakouts or (B) LiF windows. *This shot had a significant degree of nonplanarity, so the energy coupled into the target at the center is unknown. The nonplanarity is shown in Figure 66.

Nanodiamond
Figure 69 Line-VISAR traces from the analyzable shots on nanodiamond samples with either (A) free surface breakouts or (B) LiF windows. *The target in this shot had an alpha-quartz window.

2D-VISAR

Overview of Data and Analysis

2D-VISAR velocity maps and non-fringing images were generated for shots on LiF-tamped and free-surface diamond samples. An etalon delay of 263 ps was used in both 2D-VISAR interferometers, providing a velocity per fringe of 0.548 km/s. Due to problems with the JLF timing system at the time of this campaign (unexpected timing shifts in the laser bay resulted in variable breakout times on the order of nanoseconds, resulting in a number of shots with suboptimal 2D-VISAR probe times), the data on the time evolution of the fracture development is somewhat limited. There is, however, enough data to compare fracture networks in various types of targets.

Quantifying the fracture networks and inelastic deformation in the 2D-VISAR data was done using two methods. The first involves calculating the velocity power spectral density in regions of varying response across the 2D-VISAR velocity map. A detailed discussion of how this is done can be found in reference [91]. The second method was based on histograms of the velocity map.

Velocity Maps and Nonfringing Images

Measurements were made on free surface and LiF-windowed nanodiamond and microdiamond samples at various delay times after breakout. Imaging and velocimetry is presented below, with delay time and peak pressure indicated. Non-fringing images and velocity maps are presented in sequence. Spatial dimensions were scaled by determining the pixel/micron value by imaging a grid with a known mesh. Velocities are either interface
or free surface, with no corrections due to the impedance match applied. Pressures were
determined using impedance matching, as described above. Timing and velocimetry values
were confirmed by comparing traces from the 2D-VISAR with the velocity history from the
line-VISAR, as shown in Figure 70.

![Velocity traces from both the line-VISAR (red) and the 2D-VISAR (blue). The time
axis origin for the red VISAR trace is the firing of the drive laser and the distance axis origin
for the blue 2D VISAR trace is the calculated center of the breakout spot on the diagnostic
side of the target, as shown inset in the upper right corner. The solid black vertical
line indicates the point in time at which the 2D-VISAR probe fired and the dashed lines on either
side indicate the uncertainty in the timing.]

**Free Surface**

Diamond samples were prepared as described in the target preparation section above.
Diagnostics observed the free surface of the diamond samples for both the nanocrystalline
and microcrystalline samples. VISAR traces show no sign of pullback after initial breakout,
confirming that the material was shocked beyond the elastic limit and therefore had very
little strength after breakout. Small magnitude reverberating spall signatures are observed
in the majority of the shots, suggesting that we are observing spall fracture in the 2D
VISAR.
Microdiamond Samples

Free surface microdiamond samples were prepared as described above. Line-VISAR traces for the samples are shown in Figure 71 with 2D VISAR probe times indicated. 2D VISAR data can be found in Figure 71 through Figure 77.

![Figure 71](image)

Figure 71 Particle velocity as a function of time for the 2D VISAR data shown below. Vertical lines indicate the 2D VISAR probe delay for each shot.
Figure 72 Nonfringing image, free surface microdiamond 6.5 ns after breakout. 0.6 mm diameter round phase plate was used. Multi-scale fracture is observed, with larger cracks near the edge of the breakout and smaller cracks closer to the center.

Figure 73 Velocity map, free surface microdiamond 6.5 ns after breakout. An initial, smooth elastic region is present towards the outside of the shocked region, with velocity roughness increasing toward the center.
Figure 74 Nonfringing image, free surface microdiamond 12.5 ns after breakout. 0.6 mm diameter round phase plate was used. Again, multi-scale fracture is observed, with larger cracks near the edge of the breakout and smaller cracks closer to the center.

Figure 75 Velocity map, free surface microdiamond 12.5 ns after breakout. An initially smooth, elastic region is again present.
Figure 76 Nonfringing image, free surface microdiamond 14.4 ns after breakout. 0.6 mm diameter round phase plate was used. Both sizes of fracture have increased.

Figure 77 Velocity map, free surface microdiamond 14.4 ns after breakout.
**Nanodiamond Samples**

Nanodiamond samples were prepared as described above. Line-VISAR traces for the samples are shown in Figure 78 with 2D VISAR probe times indicated. 2D VISAR data can be found in Figure 76 through Figure 90.

![Graph showing particle velocity as a function of time for 2D VISAR data with vertical lines indicating the 2D VISAR probe delay for each shot.]

Figure 78 Particle velocity as a function of time for the 2D VISAR data shown below. Vertical lines indicate the 2D VISAR probe delay for each shot.
Figure 79 Nonfringing image, free surface nanodiamond 3 ns after breakout. 0.6 mm round phase plate was used.

Figure 80 Velocity map, free surface nanodiamond 3 ns after breakout. 0.6 mm round phase plate was used.
Figure 81 Nonfringing image, free surface nanodiamond 3.5 ns after breakout. 1 mm square phase plate was used.

Figure 82 Velocity map, free surface nanodiamond 3.5 ns after breakout.
Figure 83 Nonfringing image, free surface nanodiamond 4.1 ns after breakout. 1 mm square phase plate was used. Initial fracturing observed at earlier times appears to have smoothed out.

Figure 84 Velocity map, free surface nanodiamond 4.1 ns after breakout.
Figure 85 Nonfringing image, free surface nanodiamond 6.3 ns after breakout. 1 mm square phase plate was used. Fracture is more pronounced at the edge of the breakout.

Figure 86 Velocity map, free surface nanodiamond 6.3 ns after breakout.
Figure 87 Nonfringing image, free surface nanodiamond 6.9 ns after breakout. Fracture spacing is very similar to that in Figure 85, without the breakout edge gaps.

Figure 88 Velocity map, free surface nanodiamond 6.9 ns after breakout.
Figure 89 Nonfringing image, free surface nanodiamond 7.1 ns after breakout. 0.6 mm round phase plate was used. Latest time point for the free surface nanodiamond, fractures still evident and the asymmetric edge fractures are visible again.

Figure 90 Velocity map, free surface nanodiamond 7.1 ns after breakout.
**LiF-Tamped**

Diamond samples were tamped with either 100 micron or 500 micron windows, as described in the target preparation section above. The LiF windows for the microdiamond targets were sputter-coated with a 104 nm aluminum layer to improved reflectivity at the diamond-LiF interface. As opposed to the spall fracture observed in the free surface samples, fracture in these target is most likely due to either the inelastic wave reaching the interface or the reflection of the shock wave at the diamond/LiF interface. A schematic showing the relative impedance of diamond and LiF is shown in Figure 91. For a given actual diamond particle velocity, the apparent velocity for the free surface samples will be approximately twice the actual value, with some corrections required due to the interference between the reflected elastic wave and the plastic wave. The apparent velocity for the LiF windowed sample relative to the actual diamond particle velocity depends on the peak pressure, but for the majority of the experiments shown the apparent velocity is ~60% higher than the velocity in the diamond. A more distinct elastic/plastic transition would help in determining whether the windowed samples are plastically deformed prior to the wave reflection, which would require higher energy drive lasers.

![Figure 91 Impedance matching schematic for the free surface and LiF windowed samples. (A) Apparent velocity for a free surface sample. (B) Apparent velocity for a LiF windowed sample. (C) Actual velocity for the apparent velocities in A and B.]

**Microdiamond Samples**
Microdiamond samples were prepared as described above. Line-VISAR traces for the samples are shown in Figure 92 with 2D VISAR probe times indicated. 2D VISAR data can be found in Figure 93 through Figure 102.

![Graph showing interface velocity as a function of time for the 2D VISAR data shown below. Vertical lines indicate the 2D VISAR probe delay for each shot.](image)

**Figure 92** Interface velocity as a function of time for the 2D VISAR data shown below. Vertical lines indicate the 2D VISAR probe delay for each shot.
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Figure 93 Nonfringing image, LiF-tamped microdiamond 3.5 ns after breakout.

Figure 94 Velocity map, LiF-tamped microdiamond 3.5 ns after breakout.
Figure 95 Nonfringing image, LiF-tamped microdiamond 4.5 ns after breakout.

Figure 96 Velocity map, LiF-tamped microdiamond 4.5 ns after breakout.
Figure 97 Nonfringing image, LiF-tamped microdiamond 8.7 ns after breakout. The fringes on the right side of the image are due to interference between the microdiamond surface and the LiF surface. The LiF window was not aluminized.

Figure 98 Velocity map, LiF-tamped microdiamond 8.7 ns after breakout.
Figure 99 Nonfringing image, LiF-tamped microdiamond 12.7 ns after breakout.

Figure 100 Velocity map, LiF-tamped microdiamond 12.7 ns after breakout.
Figure 101 Nonfringing image, LiF-tamped microdiamond 15.9 ns after breakout.

Figure 102 Velocity map, LiF-tamped microdiamond 15.9 ns after breakout.
Nanodiamond Samples

Nanodiamond samples were prepared as described above. Line-VISAR traces for the samples are shown in Figure 103 with 2D VISAR probe times indicated. 2D VISAR data can be found in Figure 104 through Figure 113.

![Interface velocity as a function of time for the 2D VISAR data shown below. Vertical lines indicate the 2D VISAR probe delay for each shot.](image)

Figure 103 Interface velocity as a function of time for the 2D VISAR data shown below. Vertical lines indicate the 2D VISAR probe delay for each shot.
Figure 104 Nonfringing image, LiF-tamped nanodiamond 3.5 ns after breakout. 0.6 mm diameter round phase plate was used. Fringes along the edge of the breakout are due to optical interference between the nanodiamond surface and LiF window.

Figure 105 Velocity map, LiF-tamped nanodiamond 3.5 ns after breakout.
Figure 106 Nonfringing image, LiF-tamped nanodiamond 4.6 ns after breakout. 1 mm square phase plate was used for this shot. Fringes on the upper left half are due to optical interference between the nanodiamond surface and LiF window.

Figure 107 Velocity map, LiF-tamped nanodiamond 4.6 ns after breakout.
Figure 108 Nonfringing image, LiF-tamped nanodiamond 6.6 ns after breakout. 0.6 mm diameter round phase plate was used for this shot.

Figure 109 Velocity map, LiF-tamped nanodiamond 6.6 ns after breakout.
Figure 110 Nonfringing image, LiF-tamped nanodiamond 10.3 ns after breakout. 0.6 mm diameter round phase plate was used for this shot.

Figure 111 Velocity map, LiF-tamped nanodiamond 10.3 ns after breakout.
Figure 112 Nonfringing image, LiF-tamped nanodiamond 17.3 ns after breakout. 0.6 mm diameter round phase plate was used for this shot.

Figure 113 Velocity map, LiF-tamped nanodiamond 17.3 ns after breakout.
Discussion

Theoretical Models for Fracture

Models of dynamic fracture can be loosely divided into two approaches, passive, where the material response remains unchanged until a fracture threshold is reached, and active wherein the material stress-strain relationship is changed as the damage progresses. The simplest approach to modelling dynamic fracture is the passive approach proposed by Griffith [141]. The Griffith model for fracture is an energy based criterion originally derived from the experimental observation that the fracture stress in a sample was dependent on the dimensions of the sample and the discrepancy between the measured fracture stress and the stress derived from the energy required to break an atomic bond. Fracture is initiated in this model when the energy required to extend the crack is equal to the energy resisting the crack. In polycrystalline materials, there are also contributions to the fracture mechanics from grain boundary interactions. For grain sizes above a few microns, grain boundaries between individual crystallites limit plastic flow in by impeding the motion of dislocations and cracks in the bulk material. Dislocations tend to stack at grain boundaries and require additional stress to propagate. As the grain size decreases, the proportion of boundaries increases and the stress required to initiate plasticity and propagate fracture increases.

Any discussion of fracture in shocked materials would be remiss in ignoring the vast contributions to the field made by Grady, whose work on brittle fracture built on Mott’s earlier statistical strain-to-fracture models in cylindrical shells and pipe bombs [142-149]. In particular, Grady’s energy-balance-based derivation of characteristic fracture plane separation as a function of material properties provides an initial means of quantifying the material fracture [121, 150, 151]. One particular expression for quantifying fracture in brittle materials is relevant here, equation 4.1, which describes the characteristic fracture plane separation, $\lambda$, in terms of the material density, $\rho$, the surface energy per unit area, $\gamma$, and the shear strain rate $\dot{\varepsilon}$. Assuming negligible contributions from hardening effects, the elastic shear rate is zero, the rate of plastic shear is equal to three-quarters the longitudinal strain, which is calculated from the velocity history measured using the VISAR.

$$\lambda = \left( \frac{48 \gamma}{\rho \dot{\varepsilon}^2} \right)^{1/3}$$  \hspace{1cm} 4.1

Using approximate values, characteristic fracture sizes can be roughly calculated. For a surface energy of 5.3±0.15, as determined by Field [152], and using the average shear strain rates of 1±0.3*10^7 s^{-1} and 3.7±0.4*10^7 s^{-1} for the free surface microcrystalline and nanocrystalline diamond respectively, as well as a density calculated at the pressure behind the observed fracture surface, characteristic fracture spacings of 9±3 µm and 3.8±0.4 µm are obtained. From the nonfringing images shown above, for the strain rates listed above, characteristic fracture spacings for the microdiamond and nanodiamond free surface samples were found to be 57±7 µm, 22±5 µm. For the LiF-tamped microdiamond and nanodiamond samples, measured fracture spacings were found to be 21±4 µm, and
12±3 µm, respectively. Common strain rates for the tamped microdiamond and nanodiamond were 0.9±0.3*10^7 s^-1 and 1.8±0.3*10^7 s^-1, resulting in larger calculated fracture spacings of 9.6±3 µm and 6.0±1 µm. There is order-of-magnitude agreement between the calculated and observed fracture spacings and the difference in the strain rates for the microdiamond and nanodiamond samples result in the appropriate trend in fracture size between the crystallite sizes. Equation 4.1 does underestimate the fracture spacing for all four cases, however, suggesting that this model might be too simple.

Another contribution from Grady relevant to the present discussion is his formulation of the spall-fracture criterion. Grady’s brittle-spall criterion is, like his fracture plane-separation model above, an energy-based criterion for which spall occurs when the kinetic energy and elastic energy equal or exceed the fracture energy. Unlike the previous formulation, the elastic energy contribution is considered, as opposed to just the kinetic energy. Assuming fracture into spherical particles of diameter s, the kinetic energy was shown by Grady to be a function of the density, strain rate, and particle size \[ T = \frac{\rho \varepsilon^2 s^2}{120} \] 4.2

The elastic energy density is simply the potential energy resulting from the elastic deformation of the material, shown in equation 4.3.

\[ U = \frac{p^2}{2 \rho c_0^2} \] 4.3

A secondary requirement for spall given by Grady is the horizon condition. For some volume in the sample, \( 4\pi/3 (c_0 t)^3 \), where \( c_0 \) is the sound speed and t is the time, the length scale over which communication (assumed to be defined by the speed of sound in the material) occurs must be less than \( c_0 t \). In the case of spherical particle formation, the fragment radius, \( s/2 \), would then be less than or equal to \( c_0 t \). For some unit volume, the creation of fragments of diameter s would result in the formation of a fracture surface area of \( 6/s \). This new surface area results in the fracture surface energy per unit volume, \( \Gamma \), as a function of the toughness, \( K_c \), as well as the density, sound speed, and particle diameter.

\[ \Gamma = \frac{3K_c^2}{\rho c_0^2 s} \] 4.4

Assuming a linear tensile loading of the sample, the critical spall stress, at which point instantaneous failure occurs, can be expressed in terms of the strain rate and time. The mean tension in the sample, as a function of strain rate, is shown in equation 4.5

\[ P = \rho c_0^2 \varepsilon t \] 4.5

Combining equations 4.3 through 4.5 with the horizon criterion (the kinetic energy term in equation 4.2 is generally neglected due to the small contribution; as a result of the
horizon criterion and equation 4.5, the kinetic energy is equal to or less than one-fifteenth of the elastic energy), expressions for the brittle spall strength, as well as for the characteristic fragment size, are obtained, shown in equation 4.6a and b.[151]

\[
P_{\text{spall}} = \sqrt{3\rho c_0 K_c^2 \dot{\varepsilon}} \quad 4.6a
\]

\[
s = 2\left(\sqrt{3}K_c / \rho c_0 \dot{\varepsilon}\right)^{2/3} \quad 4.6b
\]

This expression for the fragment size has been experimentally validated by some early experiments and found to predict fracture toughness values \(\approx 20\%\) lower than previously measured values. [143]. As discussed above, indentation measurements on bulk polycrystalline diamond suggest a fracture toughness of 5.3 MPa m\(^{1/2}\) [153]. Using the Hashin-Shtrikman limits to calculate a sound speed through polycrystalline diamond and the strain rates for the free surface diamond listed above, and considering an initial density somewhere between 95\% and 100\% of full density, fragment sizes of 11.4±3 µm and 4.8±0.5 µm were found. From the images in the results section, the microdiamond samples appeared to fracture into fragments of size 50-100 microns, with the size increasing somewhat at the edges of the breakout and the nanodiamond samples fracture into fragments of 30-50 microns, with smaller fracture openings. Using the velocity maps, in combination with the nonfringing images, fragment size distributions for each shot could be obtained. The velocity map allowed us to identify the flattest spatial region of the shock and avoid any effects related to the uneven breakout edges. The calculated fragment sizes using previously determined values for the fracture toughness of diamond are too small by a factor of five to ten. Plotting the observed fragment size against the strain rate, as shown in Figure 114, and calculating a best fit line, an approximate value for the observed fracture toughness can be obtained. Using this best fit line, a fracture toughness of 103±14 MPa m\(^{1/2}\) was found for the microdiamond and a fracture toughness of 44±8 MPa m\(^{1/2}\) was found for the nanodiamond samples. As the line VISAR data obtained for this experiment did not contain clear spall signatures (oscillations in the velocity after breakout due to the shock wave reverberating in the spall layer), no direct measurements of the spall strength were obtained. Equation 4.6b, however, allows us to use the updated values for the fracture toughness to calculate a strain dependent spall stress for micro- and nanocrystalline diamond. This calculated spall stress over the strain rate region of interest is shown in Figure 115. Interestingly, although the fracture toughness values are dramatically larger than previous literature values, the spall stress obtained using those values agrees reasonably well with diamond spall data. Abrosimov et al. found a maximum diamond spall stress of 16.5 GPa, although they considered multiple types of polycrystalline diamond without distinction [154].
Figure 114 Fragment size as a function of strain rate for free surface microcrystalline and nanocrystalline diamond. Best fit lines to equation 4.6b are shown, along with fragment size vs. strain rate for three previously obtained values of fracture toughness.

\[ \text{Fragment Size} = 2\left(3^{1/2} \frac{K_c}{c_0\rho\dot{\epsilon}}\right)^{2/3} \]

\[ K_c = 103\pm14 \text{ MPa m}^{1/2} \]

\[ K_c = 44\pm8 \text{ MPa m}^{1/2} \]

Figure 115 Spall stress as a function of strain rate calculated using equation 4.6b for the microdiamond and nanodiamond fracture toughness.

\[ \text{Spall Stress} = (3K_c^2c_0\rho\dot{\epsilon})^{1/3} \]

\[ K_c = 103\pm14 \text{ MPa m}^{1/2} \]

\[ K_c = 44\pm8 \text{ MPa m}^{1/2} \]
Velocity Roughness and Characteristic Length

Characteristic length scales and roughness in the velocity response of the crystals can be observed by calculating the velocity spectral density in each deformation region on the 2D-VISAR obtained velocity map. The velocity spectral density is calculated as described in reference [91] over a frequency interval of 0.005 to 0.5 µm\(^{-1}\) (a spatial interval of 200 to 2 µm). A Hanning window was applied to the box to reduce noise resulting from edge effects, and a selection of box sizes and dimensions, as well as round regions were used to calculate the velocity density in order to eliminate any features resulting from the selection region. Error bars for the velocity density were calculated using the standard deviation of the values within each radial bin.

![Velocity map from the 2D VISAR with velocity spectral density regions indicated. Azimuthally averaged spectral density is shown in Figure 117](image)

**Figure 116**

![Calculated velocity spectral density for the regions indicated in Figure 116.](image)

**Figure 117**

An example of results from such a calculation can be found in Figure 117. The regions over which the velocity spectral density is calculated are indicated in Figure 116 by colored squares. The red square is the uncompressed region of the sample, while the yellow and
green squares are the elastic precursor and inelastic region, respectively. In the region where the diamond is elastically deformed, there is good overlap with the uncompressed region, as would be expected from planar, uniaxial compression. Over the inelastically deformed region, the fracture and roughening of the diamond surface translates in velocity space to a greater power over the frequency range shown. This structure was also observed for the spherically driven samples in the previous chapter, but is more pronounced in the planar drive geometry due to overlap of adjacent slip bands.

For each of the four target types (micro- and nanodiamond, free surface and windowed), the velocity spectral density was calculated over three regions. The results from the inelastically deformed regions at various 2D-VISAR probe delays are shown in Figure 118, through Figure 121. In all cases an increase in the power is observed, especially at low spatial frequencies. Interestingly, there is a small peak in the velocity density of the free surface nanodiamond samples in Figure 119 at approximately 40 µm. Fragment sizes based on the nonfringing images were found to be between 27 and 13 µm, so the origin of this peak is unclear. No such peak is observed for microcrystalline diamond in Figure 118, which may mean that the peak is at too small a spatial frequency (too large a spatial size) to be determined.

Figure 118 Velocity spectral density calculated for the inelastically deformed region of the microdiamond surface. An overall increase in the power is observed, with no significant features. A possible feature at 50 microns, the grain size for the microcrystalline samples, may be present at late times, but is within the error.
Figure 119 Velocity spectral density calculated for the inelastically deformed region of the nanodiamond surface. An overall increase in the power is observed, with a feature at approximately 40 microns observed after 4 ns.

No peaks were consistently observed in the velocity spectral density of the LiF-tamped samples, as shown in Figure 120 and Figure 121. The uncertainty was higher, particularly for the nanodiamond samples, so it is more difficult to identify peaks.
Figure 120 Velocity spectral density calculated for the inelastically deformed region of the microdiamond-lithium floride interface. An overall increase in the power is observed, with no significant features with the exception of a peak at the earliest time (3.5 ns) at approximately 150 microns. As this is close to the size of the length of the area over which the velocity spectral density is calculated and only appears in one trace, it is unclear whether it is meaningful.
Velocity spectral density calculated for the inelasticly deformed region of the nanodiamond-lithium fluoride interface. An overall increase in the power is observed, with no significant features. The larger error values in for these calculations relative to the other velocity spectral density calculations is related to the loss of reflectivity at the interface.

Comparing the time evolution of the rms velocity of the four sample types, as shown in Figure 122, it is clear that there is a similar trend for the free surface micro- and nanodiamond and the windowed micro- and nanodiamond. The windowed samples show an initial sharp increase at early time and then decay back down while the free surface samples both increase in velocity density as a function of time. The free surface samples are spalling into the vacuum over the time sequence, expanding and increasing the surface roughness. The windowed targets, however, are still confined after breakout, allowing for continued comminution as the shock and rarefaction waves transit the sample. The windowed and free surface microdiamond samples show a larger increase in velocity density than the nanodiamond. The smaller grains in the nanodiamond sample contain fewer slip systems and a larger fraction of grain boundaries and will not, therefore, be expected to increase in roughness as much as the larger grained microdiamond. Plastic deformation will tend to result in less roughness than fracture.
Conclusions

We have imaged and obtained velocity maps of deformation and fracture in microcrystalline and nanocrystalline diamond. We found an increased degree of velocity roughness in the tamped microdiamond samples in comparison with the tamped nanodiamond. This is commensurate with the nanodiamond samples containing fewer slip systems and more grain boundaries, impeding dislocation motion. For dynamic fracture where failure is a result of the propagation of micro-cracks, it becomes increasingly difficult to consider individual cracks and model the failure of the material. In order to accurately model the fracture behavior under shock compression, the Grady spall fracture model was used and we obtained values for the fracture toughness of the micro- and nanocrystalline diamond of $103\pm14$ MPa m$^{1/2}$ and $44\pm8$ MPa m$^{1/2}$, respectively. Using these values for the fracture toughness, the strain rate dependent spall stresses were calculated and found to agree with previous research.

Future Work

Initial results suggest clear trends in the inelastic deformation and fracture of diamond and further work can be readily proposed based on this research. The primary limitations in this work are related to laser drive energy and flatness, both of which can be addressed by proposing a similar sequence of shock compression experiments on a laser facility such
as OMEGA, which can produce considerably more energy than JLF. Breakout flatness can be significantly improved by moving away from a direct drive system that is highly dependent on the quality of the phase plates and toward a halfraum style target, as shown in Figure 123.

![Diagram of proposed target design for an experiment at the OMEGA laser facility.](image)

**Figure 123 Proposed target design for an experiment at the OMEGA laser facility.**

It would also be interesting to repeat the experiment with an aluminized diamond window, instead of the LiF window. Removing the impedance mismatch would prevent the reflected release wave which generates tension at the diagnostic surface. It would then be possible to observe purely compressional deformation and determine at what pressure fracture occurs without tension.
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