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ABSTRACT

An algorithm for constructing a black box model of the sinusoidal input/steady-state response behavior of nonlinear time-invariant systems over a set of frequencies and amplitudes is presented. It is assumed that the steady-state response is periodic of the same fundamental frequency as the excitation, and that the Fourier coefficients are continuous functions of amplitude and square-integrable functions of frequency. The algorithm converges, in a mean-square sense, to an exact representation of the first N harmonics of the steady-state response minus its dc component. The model constructed by the algorithm admits a relatively simple physical realization characterized by $2NM+1$ linear dynamic elements, and $N(2M+1)+1$ nonlinear static elements. The underlying mathematical structure of the model is an orthogonal series expansion relative to time whose coefficients are themselves truncated orthogonal expansions relative to frequency. Here M, the number of harmonics used for frequency interpolation, is determined by the algorithm. Of the $N(2M+1)+1$ memoryless nonlinearities which characterize the model, N of these are specified ahead of time (Tchebysheff polynomials), and $2NM+1$ are parameters.
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which mold the representation to the specific system being modeled. Each of these functions of a single variable can be obtained in a pointwise manner directly from steady-state measurements. The algorithm was implemented on a digital computer, and forced versions of the classic equations of Van der Pol and Duffing were run as examples. An additional analytic example of a frequency multiplier of prescribed bandwidth was also presented.
I. Introduction

The need for realistic yet tractable nonlinear device and system models has long been apparent. The current proliferation of nonlinear devices together with the growing emphasis on computer simulation point to the need for a modeling methodology which is not inherently dependent upon the internal mechanisms of the system or device being modeled. This invariably leads us to the black box or terminal perspective. Here the efforts of Volterra [14] and Wiener [15] have resulted in some very general nonlinear representation theorems. However practical problems are often encountered in identifying and representing the kernels required for these functional series representations. The $n^{th}$ order kernel is a function of $N$ variables. However no efficient computational algorithms are currently available for approximating surfaces of dimension greater than two. Hence until this computational bottleneck is overcome, the practical problems associated with the general modeling approach of Volterra and Wiener do not appear surmountable. Therefore it seems premature, if not unrealistic, to attempt to solve the general nonlinear modeling problem at this time. Indeed until we succeed in constructing models which can mimic the system response to a limited class of input signals, there is little hope that realistic practical models valid for more general classes of input signals will be discovered.

As a result we feel it is worthwhile to develop nonlinear representations valid for various classes of signals. The sinusoidal waveform in particular is an important paradigm signal around which to structure such a class. This signal finds extensive use in the electrical industry, especially with regard to electronic [6] and power systems [5]. We in-
tend to construct a model whose valid domain consists of sinusoidal signals whose frequencies and amplitudes range over any finite set of points in the open first quadrant of the frequency-amplitude plane.

Our fundamental assumption will be that the system response to such a signal tends to a steady-state waveform which is periodic of the same period as the excitation and expressible as a Fourier series. Hence we eliminate both subharmonics and incommensurate frequencies. More specifically we will assume that the Fourier coefficients of the steady-state response are:

i) **continuous** functions of the amplitude of the excitation in a mean-square sense yet to be defined, and

ii) **square integrable** (finite-energy) functions of the frequency of the excitation.

In addition we will place a uniform convergence requirement on the representation of the Fourier coefficients of the steady-state response with respect to frequency. This assumption will surface formally as a hypothesis of the convergence theorem of Algorithm 1.

Under these assumptions the algorithm we propose will converge in a mean-square sense to an exact representation of the first $N$ harmonics of the steady-state response minus its dc (average) component. The model constructed by the algorithm will consist of an amplitude detection mechanism in tandem with a structure whose dynamics are segregated from the nonlinearity in a manner not unlike that done by Wiener [15]. As such the model admits a relatively simple physical realization characterized by $2NM + 1$ dynamic elements. Here $N$ and $M$ denote the number of time and frequency harmonics used respectively.
The underlying mathematical structure of the model is an orthogonal series expansion relative to time whose coefficients are themselves truncated orthogonal expansions relative to frequency. The parameters which characterize the model are 2NM functions of a single variable. As a consequence the problem of identifying and representing these functions is relatively simple. Indeed, each of these functions can be obtained directly, in a pointwise manner, from steady-state terminal measurements.

The algorithm was implemented on a digital computer. As examples, forced versions of the classic equations of Van der Pol and Duffing were considered. In addition an analytic example of a frequency multiplier of prescribed bandwidth was presented. Finally the steady-state response characteristics of the amplitude detection subsystem were demonstrated.

Notationally we let \( \mathbb{R}_+ \) denote the non-negative real numbers, \( \mathbb{N} \) the natural numbers, \( \mathbb{N}_k \) the set \( \{1, 2, \cdots, k\} \), and \( L^2(\mathbb{R}_+) \) the linear space of square-integrable functions defined on \( \mathbb{R}_+ \). Due to their frequent appearance, we denote the interval \([1, \infty)\) by \( I \), and the Cartesian products \( I \times I \) and \( \mathbb{R}_+ \times \mathbb{R}_+ \) by \( I^2 \) and \( \mathbb{R}_+^2 \) respectively.

II. Problem Formulation

Let \( \mathcal{S} \) denote the nonlinear time-invariant system under consideration. We assume that \( \mathcal{S} \) admits the standard 5-tuple dynamical system representation discussed in [4]:

\[
(2.1) \quad \mathcal{R} \triangleq (\mathcal{U}, \Sigma, \mathcal{Y}, \mathcal{A}, \mathcal{R})
\]

To conserve space we have adopted the notation defined in [4]. Here the input \( u: \mathbb{R}_+ \to \mathbb{R} \) and the output \( y: \mathbb{R}_+ \to \mathbb{R} \). Let \( I \subset \mathbb{R}_+ \) denote the
interval:

\[(2.2) \quad I \triangleq [1, \infty)\]

As the input set \( \mathcal{U} \) we take the following class of sinusoidal signals:

\[(2.3) \quad \mathcal{U} \triangleq \{u(t) = \lambda \cos(\omega t) | (t, \omega, \lambda) \in \mathbb{R}_+ \times I^2\}\]

Note that the lower bounds on the frequency \( \omega \) and the amplitude \( \lambda \) are not serious practical limitations since both may be scaled to suit the application (e.g. Hz, kHz, MHz). Consequently we are, in effect, considering frequencies and amplitudes anywhere in the open first quadrant of the frequency-amplitude plane.

Let the \textbf{response function} \( \rho: \mathbb{R}_+ \times \Sigma \times \mathcal{U} \rightarrow \mathbb{R} \) be defined in the standard manner:

\[(2.4) \quad \rho(t, x_0, u) \triangleq \tau(s(t, x_0, u), u(t))\]

We require that for each \((x_0, u) \in \Sigma \times \mathcal{U}\) the system response \(\rho(\cdot, x_0, u)\) be \textit{ultimately periodic} of the same fundamental frequency as the excitation \(u(\cdot)\). More specifically we assume that the response to a sinusoidal input of frequency \(\omega\) and amplitude \(\lambda\) admits the following decomposition:

\[(2.5) \quad \rho(t, x_0, u) = \rho_T(t, x_0, u) + \rho_S(t, \omega, \lambda).\]

Here the \textbf{transient component} must satisfy:

\[(2.6) \quad \rho_T(t, x_0, u) \rightarrow 0 \text{ as } t \rightarrow \infty, \forall (x_0, u) \in \Sigma \times \mathcal{U},\]

and the \textbf{steady-state component} must be periodic of period \(2\pi / \omega\):
Furthermore we require that \( \rho_S(\cdot, \omega, \lambda) \) be expressible as a Fourier series \((13)\). Note that the steady-state response is, by hypothesis, independent of the initial condition, \( x_0 \in \Sigma \).

We intend to model the transient behavior qualitatively and the steady-state behavior quantitatively. Let \( \mathcal{D} \subseteq \mathcal{U} \times \mathcal{Y} \) denote the set of input-output pairs (empirical data) upon which the model will be based.

\[
(2.8) \quad \mathcal{D} \triangleq \mathcal{U} \times \{ \rho_S(\cdot, \omega, \lambda) \mid (\omega, \lambda) \in \mathbb{I}^2 \}
\]

We can then pose the modeling problem as follows.

**Problem Statement:**

Given \( \mathcal{D} \) construct a dynamical system \( \hat{S} \) with response \( \beta(\cdot, \cdot, \cdot) \) such that for each \( (x_0, u) \in \Sigma \times \mathcal{U} \):

\[
(2.9) \quad \beta(t, x_0, u) = \beta_T(t, x_0, u) + \beta_S(t, \omega, \lambda), \quad \forall t \in \mathbb{R}_+
\]

where:

\[
(2.10) \quad \beta_T(t, x_0, u) \to 0 \text{ as } t \to \infty
\]

and

\[
(2.11) \quad \beta_S(t, \omega, \lambda) = \rho_S(t, \omega, \lambda), \quad \forall t \in \mathbb{R}_+
\]

III. Preliminary Results

By hypothesis, the steady-state response admits a Fourier series representation. Let \( \rho_{SN}(\cdot, \omega, \lambda) \) denote the \( N^{th} \) partial sum of that series:
\( (3.1) \quad \rho_{SN}(t, \omega, \lambda) = \frac{a_0(\omega, \lambda)}{2} + \sum_{k=1}^{N} \{ a_k(\omega, \lambda) \cos(kt) + b_k(\omega, \lambda) \sin(kt) \} \)

Here

\( (3.2a) \quad a_k(\omega, \lambda) \triangleq \frac{2\pi}{\omega} \int_{0}^{\omega} \rho_S(t, \omega, \lambda) \cos(kt) dt, \quad \forall k \in \mathbb{Z}_+ \)

and

\( (3.2b) \quad b_k(\omega, \lambda) \triangleq \frac{2\pi}{\omega} \int_{0}^{\omega} \rho_S(t, \omega, \lambda) \sin(kt) dt, \quad \forall k \in N \)

We will restrict our consideration of the steady-state response to that component whose average value is zero. Hence we neglect the dc term of (3.1) by assuming:

\( (3.3) \quad a_0(\omega, \lambda) = 0, \quad \forall (\omega, \lambda) \in \mathbb{R}^2 \)

As we proceed, it will become apparent how to relax this assumption. However, we feel the added complexity it entails is not worthwhile since many systems do satisfy (3.3).

The algorithm we propose will converge in a mean-square sense to a model whose steady-state response is \( \rho_{SN}(\cdot, \omega, \lambda) \) where \( N \in \mathbb{N} \) is fixed but otherwise arbitrary.

A. Assumptions

Here we specify the requirements we place upon the Fourier coefficient functions \( a_k(\cdot, \cdot) \), and \( b_k(\cdot, \cdot) \), \( \forall k \in \mathbb{N}_N \). Ultimately we will restrict the
domain of the model to $\omega, \lambda \in I^2$. However we tactically assume that $a_k(\cdot, \cdot)$ and $b_k(\cdot, \cdot)$ are actually defined over $R_+^2$.

1. Frequency Dependence

We assume that the Fourier coefficients of the steady-state response are square-integrable functions of frequency. More specifically for each $(\lambda, k) \in R_+ \times N_N$:

\[(3.4a) \quad a_k(\cdot, \lambda) \in L^2(R_+)\]
\[(3.4b) \quad b_k(\cdot, \lambda) \in L^2(R_+)\]

Furthermore we will eventually require that an orthonormal series representation of these functions converge uniformly over $\omega \in I$. This requirement will surface formally as a hypothesis of the algorithm convergence theorem.

2. Amplitude Dependence

We assume that the Fourier coefficients are continuous functions of amplitude in the following mean-square sense. For each $\varepsilon > 0$, $(\lambda, k) \in R_+ \times N_N$:

\[(3.5a) \quad \|a_k(\cdot, \lambda) - a_k(\cdot, \hat{\lambda})\|_{L^2} < \varepsilon\]

and

\[(3.5b) \quad \|b_k(\cdot, \lambda) - b_k(\cdot, \hat{\lambda})\|_{L^2} < \varepsilon\]

B. Representation Relative to Frequency

Let $L_k$ denote the linear space of functions which are square-integrable
over the interval $[\frac{1}{k}, \infty)$:

\[
\mathcal{L}_k \triangleq L^2\left([\frac{1}{k}, \infty)\right)
\]

The first result we need is concerned with the generation of an appropriate pair of complete orthonormal sets in $\mathcal{L}_k$ which admits a simple yet direct system-theoretic interpretation and realization via circuit elements [12].

To that end consider the scalars: \(^1\)

\[
\begin{align*}
(3.7a) \quad \alpha_{kl} & \triangleq \frac{(4k-1)^{1/2} \prod_{m=1}^{k-1} \{2(\ell+m)-1\}}{\prod_{m=1}^{k} \{2(\ell-m)\}} \forall (k, \ell) \in \mathcal{N} \times \mathcal{N}_k, \\
(3.7b) \quad \beta_{kl} & \triangleq \frac{(4k+1)^{1/2} \prod_{m=1}^{k-1} \{2(\ell+m)+1\}}{\prod_{m=1}^{k} \{2(\ell-m)\}} \forall (k, \ell) \in \mathcal{N} \times \mathcal{N}_k,
\end{align*}
\]

and the corresponding sets of functions they generate:

\[
\begin{align*}
(3.8a) \quad & \mathcal{A}_k \triangleq \{a_{kl}(\omega) \triangleq (k)^{1/2} \sum_{m=1}^{k} \frac{\alpha_{km}}{(k\omega)^{2m}} | (\omega, \ell) \in \left[\frac{1}{k}, \infty\right) \times \mathcal{N}\}, \\
(3.8b) \quad & \mathcal{B}_k \triangleq \{b_{kl}(\omega) \triangleq (k)^{1/2} \sum_{m=1}^{k} \frac{\beta_{km}}{(k\omega)^{2m-1}} | (\omega, \ell) \in \left[\frac{1}{k}, \infty\right) \times \mathcal{N}\},
\end{align*}
\]

**Proposition 1**

For each $k \in \mathcal{N}$, $\mathcal{A}_k$ is a complete orthonormal set in $\mathcal{L}_k$. The

\(^1\)Here for $k = 1$ the factor $\prod_{m=1}^{k} \{2(\ell+m)+1\}$ is taken to be the multiplicative identity, $1$. 
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same is true of $\mathcal{B}_k$.

**Proof:** We consider only the case of $\mathcal{A}_k$. The proof for $\mathcal{B}_k$ does not differ in substance. Consider the set:

$$
(3.9) \quad \mathcal{C} \triangleq \{ e_{z}^{\dagger}(\omega) \triangleq e^{-(2\xi-\frac{1}{2})\omega} | \psi \in \mathcal{N} \}
$$

and the linear map:

$$
(3.10) \quad [U_k f](\omega) \triangleq (\omega)^{-1/2} f(\log(k\omega))
$$

Now (3.9) and (3.10) ⇒

$$
(3.11) \quad [U_k e_z](\omega) = \frac{(k)^{1/2}}{(k\omega)^{2\xi}} \psi (k, \xi) \in \mathcal{N}^2
$$

Next (3.9) and (3.11) ⇒

$$
(3.12) \quad \| e_z(\cdot) \|^2_{L^2} = \frac{1}{\sqrt{4\xi-1}} = \| [U_k e_z](\cdot) \|^2_{\mathcal{C}_k}
$$

Hence $U_k: \mathcal{C} \rightarrow \mathcal{C}_k$ is a unitary (norm-preserving) map, and the completeness properties of $\mathcal{C}$ in $L^2(\mathcal{R}^+)$ are identical to those of $\{ (k)^{1/2} | \psi \in \mathcal{N} \}$ in $\mathcal{C}_k$ [11].

From Clement [3], $\mathcal{C}$ is complete in $L^2(\mathcal{R}^+)$ ⇒

$$
(3.13) \quad \sum_{k=1}^{N} \frac{2k - \frac{1}{2}}{1 + \frac{2k-1}{2}} + \infty \text{ as } N \rightarrow \infty
$$

But $\psi k > \frac{2}{3}$.
\[
\frac{2k - \frac{1}{2}}{1 + (2k-1)^2} > \frac{1}{2k}
\]

Hence the series is bounded from below by a diverging (geometric) series, and the completeness of \( \left\{ \frac{(k)^{1/2}}{(k\omega)^{2k}} \mid \psi \in \mathcal{N} \right\} \) in \( \mathcal{L}_k \) is established.

From Kautz [9], we can orthonormalize \( \mathcal{C} \) in \( L^2(\mathcal{R}_+) \) as:

\[
\theta_k(\omega) \triangleq \sum_{m=1}^{L} a_{km} e^{i m \omega}, \quad \psi \in \mathcal{N}
\]

where \( a_{km} \) is as in (3.7a). Then (3.8a), (3.11), and the linearity of \( U_k \triangleq \mathcal{A}_k \) is a complete orthonormal set in \( \mathcal{L}_k \).

The sets \( \mathcal{A}_k \) and \( \mathcal{B}_k \) will appear in the model only in a limiting sense. Essentially we will employ linear subsystems \( H_{kk}(s) \) having the following property. As the poles of \( H_{kk}(s) \) approach the origin (and therefore instability), the real and imaginary components of the frequency response \( H_{kk}(j\omega) \) converge to \( a_{kk}(\omega) \) and \( b_{kk}(\omega) \) respectively. The objective of the following lemma is to establish the topology relative to which this convergence takes place. Let

\[
u_k(\omega, \mu) \triangleq \frac{1}{(\mu^2 + \omega^2)^{\frac{\nu}{2}}} \sum_{m=0}^{[\frac{\nu}{2}]} (-1)^m (\frac{\nu}{2m+1}) (\mu)^{\nu-2m+1} (\omega)^{2m}, \quad (\omega, \mu) \in \mathcal{I} \times \mathbb{R}_+
\]

and

\[
u_k(\omega, \mu) \triangleq \frac{1}{(\mu^2 + \omega^2)^{\frac{\nu-1}{2}}} \sum_{m=0}^{[\frac{\nu-1}{2}]} (-1)^m (\frac{\nu}{2m+1}) (\mu)^{\nu-2m-1} (\omega)^{2m+1}, \quad (\omega, \mu) \in \mathcal{I} \times \mathbb{R}_+
\]
\[(3.17) \quad \psi_\ell (\omega) \triangleq \frac{(-1)^{\left\lfloor \frac{\ell+1}{2} \right\rfloor}}{(\omega)^{\ell}}, \quad \forall \omega \in \mathbb{I}\]

Here
\[(3.18) \quad \left[ \frac{k}{2} \right] \triangleq \begin{cases} 
\frac{k}{2}, & k \text{ even} \\
\frac{k-1}{2}, & k \text{ odd}
\end{cases}\]

and the binomial coefficient is defined:
\[(3.19) \quad \binom{\ell}{m} \triangleq \frac{\ell!}{m!(\ell-m)!} \]

**Lemma 1**

For each \( \ell \in \mathbb{N}; \)

\[(3.20a) \quad u_{2\ell}(\cdot, \mu) \overset{\mathcal{L}}{\to} \psi_{2\ell}(\cdot) \quad \text{as} \ \mu \to 0\]

\[(3.20b) \quad u_{2\ell-1}(\cdot, \mu) \overset{\mathcal{L}}{\to} \theta(\cdot) \quad \text{as} \ \mu \to 0\]

\[(3.21a) \quad v_{2\ell}(\cdot, \mu) \overset{\mathcal{L}}{\to} \theta(\cdot) \quad \text{as} \ \mu \to 0\]

\[(3.21b) \quad v_{2\ell-1}(\cdot, \mu) \overset{\mathcal{L}}{\to} \psi_{2\ell-1}(\cdot) \quad \text{as} \ \mu \to 0\]

where \( \theta(\cdot) \) denotes the zero function (identically zero on \( \mathbb{I} \)), and \( \mathcal{L} \) indicates convergence both uniformly over \( \mathbb{I} \) and in the \( \mathcal{L}_1 \) sense.

**Proof:** We consider only the case of \( u_\ell(\cdot, \cdot) \). The dual argument for \( v_\ell(\cdot, \cdot) \) is nearly identical. From (3.16a):
(3.22) \[ |u_{2\lambda-1}(\omega, \mu)| \leq \sum_{m=0}^{2\lambda-1} \binom{2\lambda-1}{2m} (\mu)^2 (\lambda-m) (\omega)^{2(m-2\lambda+1)} \]

Clearly (3.22) \( \Rightarrow \) (3.20b) both uniformly over \( I \) and in the \( \mathcal{C}_1 \) norm.

Next (3.16a) and (3.17) \( \Rightarrow \)

(3.23) \[ u_{2\lambda}(\omega, \mu) - \psi_{2\lambda}(\omega) = (-1)^{\lambda} \left[ \frac{-\omega}{\mu^2 + \omega^2} \right]^{2\lambda} + \frac{1}{\mu^2 + \omega^2} \sum_{m=0}^{2\lambda-1} (-1)^m \binom{2\lambda}{2m} (\mu)^2 (\lambda-m) (\omega)^{2m} \]

Hence

(3.24) \[ |u_{2\lambda}(\omega, \mu) - \psi_{2\lambda}(\omega)| \leq \frac{(\mu^2 + \omega^2)^{2\lambda}}{(\omega)^{2\lambda}} (\mu^2 + \omega^2)^{-4\lambda} \]

A binomial expansion of the numerator of the first term then yields:

(3.25) \[ |u_{2\lambda}(\omega, \mu) - \psi_{2\lambda}(\omega)| \leq \sum_{m=0}^{2\lambda-1} \binom{2\lambda}{2m} (\mu)^2 (\lambda-m) (\omega)^{2(\lambda-3\lambda)} \]

Finally (3.25) \( \Rightarrow \) (3.20a) both in the \( \mathcal{C}_1 \) norm and uniformly over \( I \).

Note that \( u_{\lambda}(\cdot, \mu) \) and \( v_{\lambda}(\cdot, \mu) \) of (3.16) are nothing more than the real and imaginary components of the frequency response of a linear system with a pole at \( s = (-\mu, 0) \) of multiplicity \( \lambda \) and unit residue.
C. Representation Relative to Amplitude

Consider the set of functions:

\[
\gamma_{k\ell}(\lambda) = \frac{1}{\pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \rho_s(t,\omega,\lambda) \cos(k\omega t) a_{k\ell}(\omega) \omega dt d\omega, \quad \forall (\lambda, k, \ell) \in \mathbb{R}_+ \times \mathbb{N} \times \mathbb{N}_k
\]

\[
\delta_{k\ell}(\lambda) = \frac{1}{\pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \rho_s(t,\omega,\lambda) \sin(k\omega t) b_{k\ell}(\omega) \omega dt d\omega, \quad \forall (\lambda, k, \ell) \in \mathbb{R}_+ \times \mathbb{N} \times \mathbb{N}_k
\]

Here \(a_{k\ell}(\cdot)\) and \(b_{k\ell}(\cdot)\) are as in (3.8).

**Lemma 2**

For each \((k, \ell) \in \mathbb{N} \times \mathbb{N}_k\), the functions \(\gamma_{k\ell}(\cdot)\) and \(\delta_{k\ell}(\cdot)\) are continuous.

**Proof:** From (3.2) and (3.26):

\[
\gamma_{k\ell}(\lambda) = \int_{-\infty}^{\infty} a_k(\omega,\lambda) a_{k\ell}(\omega) d\omega
\]

\[
\delta_{k\ell}(\lambda) = \int_{-\infty}^{\infty} b_k(\omega,\lambda) b_{k\ell}(\omega) d\omega
\]

Let \((\lambda, \lambda) \in \mathbb{R}_+^2\). Then
\begin{equation}
\gamma_{k\ell}(\lambda) - \gamma_{k\ell}(\hat{\lambda}) = \int_{\frac{1}{k}}^{\infty} [a_k(\omega, \lambda) - a_k(\omega, \hat{\lambda})]a_{k\ell}(\omega) d\omega \tag{3.28}
\end{equation}

Hence the Schwarz inequality ⇒

\begin{equation}
|\gamma_{k\ell}(\lambda) - \gamma_{k\ell}(\hat{\lambda})| \leq \|a_k(\cdot, \lambda) - a_k(\cdot, \hat{\lambda})\|_{L_k} \|a_{k\ell}(\cdot)\|_{L_k} \tag{3.29}
\end{equation}

Then Proposition 1 (the normality of $a_{k\ell}(\cdot)$) ⇒

\begin{equation}
|\gamma_{k\ell}(\lambda) - \gamma_{k\ell}(\hat{\lambda})| \leq \|a_k(\cdot, \lambda) - a_k(\cdot, \hat{\lambda})\|_{L_k} \tag{3.30}
\end{equation}

Finally the mean-square continuity of $a_k(\cdot, \cdot)$ in (3.5) ⇒ $\gamma_{k\ell}(\cdot)$ is continuous. A dual argument reveals that $\delta_{k\ell}(\cdot)$ is also continuous, \hfill \Box

The functions $\gamma_{k\ell}(\cdot)$ and $\delta_{k\ell}(\cdot)$ are parameters which will appear in the model. Note from (2.8) that these parameters are determined solely on the basis of terminal information contained in the set of input-output pairs, \mathcal{D}.

Next consider the following first order nonlinear differential system:

\begin{equation}
\dot{x}(t) = f(u(t) - x(t)), \quad x(0) = x_0 \tag{3.31}
\end{equation}

Here $f(\cdot)$ is a piecewise linear function defined as:

\begin{equation}
f(e) = ae + \left[\frac{1}{a} - a\right]e, \quad \forall e \in \mathbb{R} \tag{3.32}
\end{equation}

where $1(\cdot)$ denotes the unit step function.
(3.33) \[ 1(e) \triangleq \begin{cases} 1, & \psi e > 0 \\ 0, & \psi e < 0 \end{cases} \]

and

(3.34) \[ 0 < \alpha < 1 \]

**Lemma 3**

For each \((x_0, u) \in \mathbb{R} \times \mathcal{U}\) the system depicted in (3.31) has a unique solution \(x(\cdot, x_0, u)\). Furthermore

(3.35) \[ x(t, x_0, u) \to x_s(t, \omega, \lambda) \text{ as } t \to \infty \]

where \(x_s(\cdot, \omega, \lambda)\) is continuous and periodic of period \(2\pi/\omega\).

**Proof:** Refer to Appendix 1.

Next we consider the effect of the scalar \(\alpha \in (0,1)\) on the steady-state solution, \(x_s(\cdot, \omega, \lambda)\).

**Proposition 2**

For each \(\varepsilon > 0\), \((x_0, u) \in \mathbb{R} \times \mathcal{U}\), \(\exists \delta > 0 \ \exists \ (0, \delta) \Rightarrow \)

(3.36) \[ |x_s(t, \omega, \lambda) - \lambda| < \varepsilon, \ \forall \ t \in [0, \frac{2\pi}{\omega}] \]

**Proof:** Refer to Appendix 1.

The function of the system depicted in (3.31) is to detect the amplitude \(\lambda\) of \(u(\cdot)\). Any system whose steady-state response to \(u \in \mathcal{U}\) can be made to lie within an arbitrarily small band around \(\lambda \in \mathcal{I}\).
suffice. We offer (3.31) as one possible candidate for such an amplitude
detection mechanism.

D. **Representation of the Model**

The model towards which we are working admits the following represen-
tation:

\[
\dot{x}(t) = f(u(t) - x(t)), \quad x(0) = x_0
\]

\[
y_N(t) = \sum_{k=1}^{N} \int_{0}^{t} h_k(t-\tau, x(\tau)) \phi_k(u(\tau)) d\tau
\]

Here \( f(\cdot) \) is as in (3.32), and

\[
\phi_k(z) = \begin{cases} 
T_k(-1), & \forall \ z \in (-\infty, -1) \\
T_k(z), & \forall \ z \in [-1, 1] \\
T_k(1), & \forall \ z \in (1, \infty)
\end{cases}
\]

where \( T_k(\cdot) \) denotes the \( k^{th} \) Tchebysheff polynomial of the \( 1^{st} \) kind \([1]\).

The **impulse response surface** \( h_k: \mathbb{R}_+ \times \mathbb{R}_+ \rightarrow \mathbb{R} \) is defined:

\[
h_k(t, x) \triangleq (k)^{1/2} \sum_{\xi=1}^{M} \sum_{m=1}^{l} \left( (-1)^{m} \gamma_{k\xi}(x) a_{\xi m} t^{2m-1} + \frac{\delta_{k\xi}(x) b_{\xi m} t^{2m-2}}{(2m-1)!} \right) e^{-\mu t}
\]

where \( x \) denotes the output of the amplitude detector and where \( \gamma_{k\xi}(\cdot) \) and
$\delta_{kk}(\cdot)$ are as in (3.26). The integer $M \in \mathbb{N}$, the scalar $\mu > 0$, and the scalar $\alpha > 0$ (see (3.32)) are scalar parameters of the model which will be determined by the algorithm.

**Lemma 4**

For each $\varepsilon > 0$, $(k,u) \in \mathcal{M} \times \mathcal{U}$, $\exists \delta > 0 \quad \exists \alpha \in (0,\delta) \Rightarrow$

$$\phi_k\left(\frac{u(t)}{x_s(t,\omega,\lambda)}\right) = \cos(k\omega t) + e_{sk}(t,\omega,\lambda)$$

where

$$|e_{sk}(t,\omega,\lambda)| < \varepsilon, \quad \forall t \in \mathbb{R}_+$$

Here $x_s(\cdot, \omega, \lambda)$ denotes the steady-state solution of (3.37).

**Proof:** From Proposition 2 $\exists \delta' > 0 \quad \exists \alpha \in (0,\delta') \Rightarrow$

$$|\frac{u(t)}{x_s(t,\omega,\lambda)} - \cos(\omega t)| < \varepsilon, \quad \forall t \in [0, \frac{2\pi}{\omega}]$$

Then (3.39) and the uniform continuity of $\phi_k(\cdot) \Rightarrow \exists \delta > 0 \quad \exists \alpha \in (0,\delta) \Rightarrow (3.41)$ and (3.42). \hfill \Box

**Lemma 5**

For each $\varepsilon > 0$, $(k,\lambda) \in \mathcal{M} \times \mathcal{I}$, $\exists \delta > 0 \quad \exists$

$$|e(t)| < \delta, \quad \forall t \in \mathbb{R}_+ \Rightarrow$$

$$\int_0^t h_k(t-\tau,\lambda)e(\tau)d\tau < \varepsilon, \quad \forall t \in \mathbb{R}_+$$
Proof: From (3.40) it suffices to consider the case:

\[(3.46) \quad \left| \int_0^t g_x(t-\tau)e(\tau)d\tau \right| \leq \delta \int_0^t \left| g_x(t-\tau) \right|d\tau\]

where

\[(3.47) \quad g_x(t) \triangleq \frac{t^{\frac{\alpha-1}{2}}e^{-\mu t}}{\alpha 1}, \quad \alpha \in \mathcal{N}\]

But

\[(3.48) \quad \int_0^t \left| g_x(t-\tau) \right|d\tau \leq \| g_x \|_{L^1}\]

where

\[(3.49) \quad \| g_x \|_{L^1} \triangleq \int_0^\infty \left| g_x(\tau) \right|d\tau = \frac{1}{\xi(\mu)\alpha}\]

IV. The Algorithm

In order to devise an algorithm stop rule let \( \mathcal{S} \subset I \times I \) denote the set of "p" test frequencies and "q" test amplitudes relative to which we will measure the accuracy of the model.

\[(4.1) \quad \mathcal{S} \triangleq \{ (\omega_i, \lambda_j) \in I^2 \mid \forall (i,j) \in \mathcal{N}_p \times \mathcal{N}_q \}\]

Relative to this set we then define a performance index:

\[(4.2) \quad \eta \triangleq \sum_{i=1}^{p} \sum_{j=1}^{q} \int_0^{\omega_i} \left[ \rho_{SN}(t, \omega_i, \lambda_j) - y_{NS}(t, \omega_i, \lambda_j) \right]^2dt\]
Here $\gamma_{NS}(\cdot, \omega, \lambda)$ denotes the steady-state response of the model to a sinusoidal input of frequency $\omega$ and amplitude $\lambda$. Finally consider the functions

$$\hat{a}_{kj} : I \times \mathbb{R}_+ \to \mathbb{R} \quad \text{and} \quad \hat{b}_{kj} : I \times \mathbb{R}_+ \to \mathbb{R}$$
defined:

$$(4.3a) \quad \hat{a}_{kj}(\omega, \mu) \triangleq (k)_{1/2} \sum_{\ell=1}^{M} \sum_{m=1}^{J} (-1)^m [\gamma_{k\ell}(\lambda_j) a_{\ell m} u_{2m}(k\omega, \mu) + \delta_{k\ell}(\lambda_j) \beta_{\ell m} u_{2m-1}(k\omega, \mu)]$$

$$(4.3b) \quad \hat{b}_{kj}(\omega, \mu) \triangleq (k)_{1/2} \sum_{\ell=1}^{M} \sum_{m=1}^{J} (-1)^m [\gamma_{k\ell}(\lambda_j) a_{\ell m} v_{2m}(k\omega, \mu) + \delta_{k\ell}(\lambda_j) \beta_{\ell m} v_{2m-1}(k\omega, \mu)]$$

where $u_{\ell}(\cdot, \cdot)$ and $v_{\ell}(\cdot, \cdot)$ are as in (3.16).

**Algorithm 1**

**Step 0:** Pick $\varepsilon > 0$, $\mu > 0$, $\alpha > 0$, $k \in \mathcal{N}$, and set $\ell = 1$. Typical values might be:

$$(4.4) \quad (\varepsilon, \mu, \alpha, k) = (1, 5, 1, 10)$$

**Step 1:** Refer to (3.26). Compute $\gamma_{k\ell}(\lambda_j)$ and $\delta_{k\ell}(\lambda_j) \psi(k, j) \in \mathcal{N}_N \times \mathcal{N}_q$.

**Step 2:** Refer to (3.2) and (3.8) and (20). Compute
\[
(4.5) \quad \epsilon_\ell \triangleq \sum_{i=1}^{P} \sum_{j=1}^{Q} \sum_{k=1}^{N} \left\{ \left[ a_k(\omega_i, \lambda_j) - \sum_{m=1}^{\ell} \gamma_{km}(\lambda_j) a_{km}(\omega_i) \right]^2 + \left[ b_k(\omega_i, \lambda_j) - \sum_{m=1}^{\ell} \delta_{km}(\lambda_j) b_{km}(\omega_i) \right]^2 \right\}
\]

**Step 3:** If \( \epsilon_\ell \geq \frac{\epsilon}{3} \), set \( \ell = \ell + 1 \) and go to step 1.

**Step 4:** Set \( M = \ell \) and refer to (4.3). Compute

\[
(4.6) \quad \epsilon(\mu) \triangleq \sum_{i=1}^{P} \sum_{j=1}^{Q} \sum_{k=1}^{N} \left\{ \left[ a_k(\omega_i, \lambda_j) - \hat{a}_{kj}(\omega_i, \mu) \right]^2 + \left[ b_k(\omega_i, \lambda_j) - \hat{b}_{kj}(\omega_i, \mu) \right]^2 \right\}
\]

**Step 5:** If \( \epsilon(\mu) \geq \frac{2}{3} \epsilon \), set \( \mu = \frac{\mu}{2} \) and go to step 4.

**Step 6:** Refer to (4.2) and compute the performance index \( n \).

**Step 7:** If \( n \geq \epsilon \), set \( \alpha = \frac{\alpha}{2} \) and go to step 6; otherwise, stop.

**Theorem 1**

If the Fourier series representations of \( a_k(\cdot, \lambda) \) relative to \( A_k \) and \( b_k(\cdot, \lambda) \) relative to \( B_k \) converge uniformly over \( D \times \mathbb{R} \times \mathbb{R} \times N_k \), then for each \( \epsilon > 0 \) Algorithm 1 terminates in a finite number of iterations yielding a model with performance index \( n < \epsilon \).

**Proof:** From (3.27), \( \gamma_{km}(\lambda) \) is the \( m \)-th Fourier coefficient of \( a_k(\cdot, \lambda) \) relative to the complete orthonormal set \( A_k \). Similarly \( \delta_{km}(\lambda) \) is the \( m \)-th Fourier coefficient of \( b_k(\cdot, \lambda) \) relative to \( B_k \). Hence (4.5) and the
uniform convergence hypothesis \( \Rightarrow \exists M \in \mathcal{N} \) \( \Rightarrow \)

\[(4.7) \quad \epsilon_k < \frac{\epsilon}{3}, \quad \forall k > M \]

Next Lemma 1, (3.17), and (4.3) \( \Rightarrow \)

\[(4.8a) \quad \hat{a}_{kj}(\cdot, \mu) \xrightarrow{\mathcal{L}} (k)^{1/2} \sum_{\ell=1}^{M} \sum_{m=1}^{k} \gamma_{k\ell}(\lambda_j)(-1)^m \alpha_{\ell m} \psi_{2m}(k^2) \text{ as } \mu \to 0 \]

\[(4.8b) \quad \hat{b}_{kj}(\cdot, \mu) \xrightarrow{\mathcal{L}} (k)^{1/2} \sum_{\ell=1}^{M} \sum_{m=1}^{k} \delta_{k\ell}(\lambda_j)(-1)^m \beta_{\ell m} \psi_{2m-1}(k^2) \text{ as } \mu \to 0 \]

where \( \mathcal{L} \) denotes uniform convergence over \( I \).

Then (3.8) and (3.17) \( \Rightarrow \)

\[(4.9a) \quad \hat{a}_{kj}(\cdot, \mu) \xrightarrow{\mathcal{L}} \sum_{\ell=1}^{M} \gamma_{k\ell}(\lambda_j) \hat{a}_{\ell\ell}(\cdot) \text{ as } \mu \to 0 \]

\[(4.9b) \quad \hat{b}_{kj}(\cdot, \mu) \xrightarrow{\mathcal{L}} \sum_{\ell=1}^{M} \delta_{k\ell}(\lambda_j) \hat{b}_{\ell\ell}(\cdot) \text{ as } \mu \to 0 \]

Hence (4.3), (4.5), and (4.6) \( \Rightarrow \exists \bar{\mu} > 0 \) \( \Rightarrow \)

\[(4.10) \quad \epsilon(\mu) < \frac{2}{3} \epsilon, \quad \forall \mu \in (0, \bar{\mu}) \]

Next refer to Lemma 4. Let \( y_{NS}^1(\cdot, \omega, \lambda) \) and \( y_{NS}^n(\cdot, \omega, \lambda) \) denote the steady-state solutions of (3.38) due to the sinusoidal and non-sinusoidal terms of (3.41) respectively.

Then (3.16), (3.40), and reference to a table of integrals [11] \( \Rightarrow \)

-23-
\( y^t_{NS}(t, \omega, \lambda) = \sum_{k=1}^{N} \sum_{\ell=1}^{M} \sum_{m=1}^{L} (k)^{1/2} (-1)^m [y_{k\ell}(x_{s}(t, \omega, \lambda)) \alpha_{km} \beta_{2m}(k \omega, \mu) \\
+ \delta_{k\ell}(x_{s}(t, \omega, \lambda)) \beta_{2m-1}(k \omega, \mu) \cos(k \omega t) + [y_{k\ell}(x_{s}(t, \omega, \lambda)) \alpha_{km} \beta_{2m}(k \omega, \mu) \\
+ \delta_{k\ell}(x_{s}(t, \omega, \lambda)) \beta_{2m-1}(k \omega, \mu) \sin(k \omega t)] \\
\]

Next (4.3), Proposition 1, and the continuity of \( y_{k\ell} (\cdot) \) and \( \delta_{k\ell}(\cdot) \) \( \forall \alpha' > 0 \Rightarrow \alpha \in (0, \alpha') \Rightarrow \\
(4.12) \sum_{j=1}^{p} \sum_{i=1}^{q} \int_{0}^{\omega} \left( y^t_{NS}(t, \omega, \lambda_j) - \sum_{k=1}^{N} [\hat{a}_{kj}(\omega, \mu) \cos(k \omega t) \\
+ \delta_{kj}(\omega, \mu) \sin(k \omega t)] \right)^2 \, dt < \frac{\varepsilon}{6} \\
\]

Hence (4.6) and (4.10) \( \forall \alpha'' \in (0, \alpha') \Rightarrow \alpha \in (0, \alpha'') \Rightarrow \\
(4.13) \sum_{j=1}^{p} \sum_{i=1}^{q} \int_{0}^{\omega} \left( y^t_{NS}(t, \omega, \lambda_j) - y^t_{NS}(t, \omega, \lambda_j) \right)^2 \, dt < \frac{5}{6} \varepsilon \\
\]

Finally consider \( y^t_{NS}(\cdot, \omega, \lambda) \), the steady-state response (3.38) due to the non-sinusoidal term of (3.41). From Lemma 4, (3.40), Lemma 5, and the continuity of \( h_{k}(t, \cdot) \) \( \exists \, \overline{\alpha} \in (0, \alpha'') \Rightarrow \alpha \in (0, \overline{\alpha}) \Rightarrow \\
(4.14) \sum_{j=1}^{p} \sum_{i=1}^{q} \int_{0}^{\omega} \left| y^t_{NS}(t, \omega, \lambda_j) \right|^2 \, dt < \frac{\varepsilon}{6} \\
\]

Then (4.2), (4.13), and the triangle inequality \( \Rightarrow \eta < \varepsilon \).
2. **Physical Realization**

Our objective here is to obtain a physical realization of the model depicted in (3.37) and (3.38) which is **minimal** in the sense that exactly \(2NM + 1\) dynamic elements are required. We will employ **ideal** elements. Hence we neglect loading effects in this realization. Consider the set of functions:

\[
\begin{align*}
\xi_{k,2m}(\lambda) & \triangleq (-1)^{m}(k)^{1/2} \sum_{m=m}^{M} \alpha_{2m} \gamma_{k \lambda}(\lambda), \quad \psi (k,m,\lambda) \in \mathcal{N}_N \times \mathcal{N}_M \times \mathcal{R}_+ \\
\xi_{k,2m-1}(\lambda) & \triangleq (-1)^{m}(k)^{1/2} \sum_{m=m}^{M} \beta_{2m} \delta_{k \lambda}(\lambda), \quad \psi (k,m,\lambda) \in \mathcal{N}_N \times \mathcal{N}_M \times \mathcal{R}_+
\end{align*}
\]

**Proposition 3**

The model depicted in (3.37) and (3.38) can be realized with the system shown in Fig. 1 and Fig. 2. This realization is minimal.

**Proof:** Refer to Fig. 1. The output of the integrator is constrained to satisfy:

\[
\dot{x}(t) = f(u(t) - x(t)), \quad x(0) = x_0
\]

Hence this realizes the amplitude detection subsystem of (3.37). The memoryless subsystems \(\phi_k(\cdot), \quad \forall k \in \mathcal{N}\), can then be realized with **nonlinear resistors** [2].

It remains to realize the impulse response surface \(h_k(\cdot, \cdot)\). Refer to Fig. 2. Here the response to an impulse is modulated by \(x(\cdot)\), the
output of the amplitude detection system, as follows:

\[
\hat{h}_k(t,x) = \sum_{\ell=1}^{2M} \xi_{k\ell}(x) \frac{\ell^{-1} e^{-\mu t}}{\ell!}
\]

Hence (4.15) ⇒

\[
(4.18) \quad \hat{h}_k(t,x) = (k)^{1/2} \sum_{\ell=1}^{M} \sum_{m=1}^{M} (-1)^{\ell} \left[ \frac{\gamma_{km}(x) \alpha_{m\ell} t^{2\ell-1}}{(2\ell)!} + \frac{\delta_{km}(x) \beta_{m\ell} t^{2\ell-2}}{(2\ell-1)!} \right] e^{-\mu t}
\]

Re-ordering the summation then yields:

\[
(4.19) \quad \hat{h}_k(t,x) = (k)^{1/2} \sum_{\ell=1}^{2M} \sum_{m=1}^{2M} (-1)^{\ell} \left[ \frac{\gamma_{km}(x) \alpha_{m\ell} t^{2m-1}}{(2m)!} + \frac{\delta_{km}(x) \beta_{m\ell} t^{2m-2}}{(2m-1)!} \right] e^{-\mu t}
\]

Finally (3.40) ⇒

\[
(4.20) \quad \hat{h}_k(t,x) = h_k(t,x), \quad \forall (t,x) \in \mathbb{R}^2_+
\]

Note from Fig. 2 that the transfer function \(1/(s+u)\) can be readily realized with a linear capacitor, two linear resistors, and an operational amplifier [8].

V. Applications

In order to substantiate the theoretic claims made thus far, we consider a number of examples.

1. The Forced Van der Pol Equation

Consider the following second order nonlinear differential system due
to Van der Pol [7]:

\[(5.1) \quad y + y(1-y^2)\dot{y} = u(t)\]

In this example the scalar parameters of the model were chosen as follows:

\[(5.2) \quad (\alpha, \mu, M) = \left(\frac{1}{10\pi}, \frac{1}{10}, 2\right)\]

Here \(\alpha\) characterizes the function \(f(\cdot)\) of (3.32), \(\mu\) denotes the location of the poles of the impulse response surface \(h_k(\cdot, \cdot)\) of (3.40), and \(M\) is the number of harmonics used for interpolation relative to frequency.

In order to graphically demonstrate the convergence rate with respect to the number of time harmonics, \(N\), two cases were considered. In Fig. 3 we display the results for \(N = 3\) harmonics. Two frequencies and two amplitudes were plotted. The solid line indicates the response of the system, and the dashed line the response of the model. In Fig. 4 the same results are plotted for \(N = 6\) harmonics. Notice that the terminal behavior of the model undergoes a definite improvement. However even with as few as \(N = 3\) harmonics the "fit" to the empirical data (area between solid and dashed curves) is encouraging.

2. The Forced Duffing Equation

Consider the following second order nonlinear differential system due to Duffing [7]:

\[(5.3) \quad y + y[1+y^2] + \dot{y} = u(t)\]

Duffing's equation is, of course, known to exhibit subharmonic solutions under certain conditions. Care was taken to see that these conditions
were not satisfied since this would clearly violate one of our assumptions. In this example the scalar parameters of the model were chosen as follows:

\[(5.4) \quad (a, u, M) = \left( \frac{1}{10\pi}, \frac{1}{10}, 2 \right)\]

The results of the model are displayed in Fig. 5 for \(N = 6\) harmonics. Again the performance of the model is accurate qualitatively, and (for the number of harmonics employed) a good fit quantitatively.

3. A Frequency Multiplier of Prescribed Bandwidth

Here we consider an analytic example. We model a nonlinear system which multiplies the frequency of the excitation by a factor of \(n \in \mathbb{N}\) over the interval \(\omega \in [1, \overline{\omega}]\). Hence

\[(5.5) \quad \rho_S(t, u) = \begin{cases} 
\lambda \cos(n \omega t), & \forall (t, \omega, \lambda) \in \mathbb{R}_+ \times [1, \overline{\omega}] \times I \\
0, & \forall (t, \omega, \lambda) \in \mathbb{R}_+ \times (\overline{\omega}, \infty) \times I
\end{cases}\]

Refer to (3,8) and (3.27). Here

\[(5.6) \quad \gamma_{\text{nf}}(\lambda) = \lambda(n)^{1/2} \sum_{k=1}^{2} \frac{\alpha_{nk}}{1-2k} \left[ (n\omega)^{1-2k-1} \right] \]

Following simplification the model can then be stated as:

\[(5.7) \quad \dot{x}(t) = f(u(t) - x(t)), \quad x(0) = x_0\]

\[(5.8) \quad y(t) = x(t) \int_0^t g_n(t - \tau) \phi_n \left( \frac{u(\tau)}{x(\tau)} \right) d\tau\]

where:
\begin{equation}
\phi_n(t) = \sum_{k=1}^M \sum_{m=1}^L \sum_{n=1}^L \frac{(-1)^N \alpha_n \alpha_{nk} \alpha_{km}}{(1-2k)(2m-1)!} t^{2m-1} e^{-\mu t}
\end{equation}

4. **An Amplitude Detection Example**

Here we graphically display the steady-state response behavior of the amplitude detection subsystem depicted in (3.31). The results are shown in Fig. 6 where we plotted the steady-state response \( x_{s}(\cdot, \omega, \lambda) \) against the input \( u(\cdot) \) for two values of frequency and two values of amplitude. In this example the scalar parameter chosen was as follows:

\begin{equation}
\alpha = \frac{1}{10\pi}
\end{equation}

Note that the peak-to-peak "ripple" in the steady-state response \( x_{s}(\cdot, \omega, \lambda) \) is larger for lower frequencies as one would expect. However in all cases the normalized error is of the order of two percent. We know from Proposition 2 that this result can be reduced by decreasing \( \alpha \), but only at the expense of more sluggish transient behavior (try \( \lambda > 0 \)).

VI. **Conclusions**

We have proposed an algorithm which converges to a model whose valid domain consists of sinusoidal signals with frequencies and amplitudes ranging over any finite set of points in the open first quadrant of the frequency-amplitude plane.

The principal assumptions placed upon the nonlinear time-invariant system being modeled were the following:

1) The response to a sinusoidal input tends to a steady-state waveform which is periodic of the same period as the excitation and expressible as a
Fourier series.

ii) The Fourier coefficients of the steady-state response are continuous functions of amplitude in the mean-square sense indicated in (3.5).

iii) The Fourier coefficients of the steady-state response are square-integrable functions of frequency. More specifically the convergence of their representations relative to the complete orthonormal set (3.8) must be uniform over $\omega \in I$.

It was shown that under these assumptions the algorithm converges in a mean-square sense to an exact representation of the first $N$ harmonics of the steady-state response minus its dc (average) component. Here the natural number $N$ is fixed during initialization of the algorithm, but is otherwise arbitrary.

The model constructed by the algorithm consists of an amplitude detection mechanism in tandem with a structure whose dynamics are segregated from the nonlinearity in a manner similar to that done by Wiener [15]. As such the model admits a relatively simple physical realization characterized by $2NM + 1$ linear dynamic elements, and $N(2M+1) + 1$ nonlinear static elements. Here the natural number $M$ denotes the number of terms (harmonics) used for interpolation relative to frequency. It is determined by the algorithm. The underlying mathematical structure of the model is an orthogonal series expansion relative to time whose coefficients are themselves truncated orthogonal series expansions relative to frequency. The basis functions used for frequency interpolation are nothing more than the frequency responses of simple linear subsystems. It was shown that as the poles of these linear
subsystems tend to the origin, the frequency responses tend (both uniformly and in a mean-square sense) to a set of functions \( A_k \) and \( B_k \) which were shown to be complete and orthonormal in \( \mathcal{L}_k \).

Of the \( N(2M+1) + 1 \) memoryless nonlinearities employed in the realization, \( N \) of these are specified ahead of time (the Tchebysheff polynomials), and the remaining \( 2NM + 1 \) are parameters used to "mold" the representation to the specific system being modeled. Each of the characterizing functions can be obtained in a pointwise fashion directly from steady-state measurements of the system. They are, in fact, nothing more than the generalized Fourier coefficients (relative to frequency) of the classic Fourier coefficients (relative to time) of the steady-state response. As such they are functions of a single variable, the amplitude of the excitation. It was pointed out that any amplitude detection subsystem having the properties of the (first order) one we cited would suffice.

Finally we acknowledge that a shortcoming of the model we have proposed is the necessary trade off between accuracy and speed. As the desired accuracy increases, the transient behavior of the model becomes more sluggish. However it was pointed out in the problem formulation that our intention was to model the transient behavior qualitatively, and the steady-state behavior quantitatively. The algorithm was implemented on a digital computer, and several examples were run. We considered forced versions of the classic equations of Van der Pol and Duffing. In both cases the results substantiated the theoretic claims we have put forward. An analytic example of a frequency multiplier of prescribed bandwidth was also presented. Finally the steady-state response characteristics of the amplitude detection subsystem were demonstrated graphically. The necessary
stability around the amplitude of the excitation was confirmed for several frequencies and amplitudes.


Appendix 1

A. Proof of Lemma 3

Refer to (2.3) and (3.32). Let

\[(A.1) \quad g(x(t),t) \triangleq f(u(t) - x(t))\]

Then (3.31) can be stated

\[(A.2) \quad \dot{x} = g(x,t), \quad x(0) = x_0\]

From (3.34) \(g(\cdot,t)\) is Lipschitzian with Lipschitz constant \(\frac{1}{a} > 0\) [7].
Hence \(\exists\) a unique \(x: \mathbb{R}_+ \times \mathbb{R} \rightarrow \mathbb{R}\).

\[(A.3) \quad \dot{x}(t,x_0) = g(x(t,x_0),t), \quad \forall (t,x_0) \in \mathbb{R}_+ \times \mathbb{R}\]

and

\[(A.4) \quad x(0,x_0) = x_0, \quad \forall x_o \in \mathbb{R}.\]

Suppose

\[(A.5) \quad x(t,x_0) \rightarrow a \mbox{ as } t \rightarrow \infty\]

It follows from (3.32) that

\[(A.6) \quad \dot{x}(t,x_0) \rightarrow a \mbox{ as } t \rightarrow 0\]

But this is a contradiction. Hence for each \(x_0 \in \mathbb{R}\) \(\exists M > 0 \quad \forall\)

\[(A.7) \quad |x(t,x_0)| \leq M, \quad \forall t \in \mathbb{R}_+\]
Then from Massera [10] \( \exists \ x_s \colon R_+ \times R \ni \)

\[ (A.8) \quad \dot{x}_s(t) = g(x_s(t), t), \quad \forall \ t \in R_+ \]

and

\[ (A.9) \quad x_s(t + \frac{2\pi}{\omega}) = x_s(t), \quad \forall \ t \in R_+ \]

where \( \omega \in [1, \infty) \) is the frequency of \( u(\cdot) \).

Next we will show that for each \( x_o \in R \), the unique solution \( x(\cdot, x_o) \) is asymptotic to the periodic solution \( x_s(\cdot) \).

Let \((t_o, x_o) \in R_+ \times R \). We consider three cases.

Suppose \( x(t_o, x_o) > x_s(t_o) \). Then (3.32) and (3.33) \( \Rightarrow \dot{x}(t_o, x_o) < \dot{x}_s(t_o) \).

Suppose \( x(t_o, x_o) = x_s(t_o) \). Then the uniqueness of \( x(\cdot, \cdot) \) \( \Rightarrow x(t, x_o) = x_s(t), \quad \forall \ t \in [t_o, \infty) \).

Finally suppose \( x(t_o, x_o) < x_s(t_o) \). In this case (3.32) and (3.33) \( \Rightarrow \dot{x}(t_o, x_o) > \dot{x}_s(t_o) \). It follows that for each \( x_o \in R \):

\[ (A.10) \quad |x(t, x_o) - x_s(t)| \to 0 \quad \text{as} \quad t \to \infty \]

B. Proof of Proposition 2

Here we let the dependence of the steady-state solution on \( \omega \) and \( \lambda \) surface formally as additional arguments. Suppose

\[ (A.11) \quad x_s(t_o, \omega, \lambda) \geq \lambda + \varepsilon, \quad \text{for some} \ t_o \in R \]

Let
\[ (A.12) \quad \delta_o \overset{\Delta}{=} \min \{1, \frac{\omega \varepsilon}{2\pi(2\alpha + \varepsilon)}\} \]

Then (3.32), (3.33) and \( \alpha \in (0, \delta_o) \) ⇒

\[ (A.13) \quad \dot{x}_s(t_o + T, \omega, \lambda) < 0, \quad \forall T \in [0, \frac{2\pi}{\omega}] \]

But this contradicts the periodicity of \( x_s(\cdot, \omega, \lambda) \). Hence \( \alpha \in (0, \delta_o) \) ⇒

\[ (A.14) \quad x_s(t, \omega, \lambda) < \lambda + \varepsilon, \quad \forall t \in [0, \frac{2\pi}{\omega}] \]

Let \( \Delta x_s(\omega, \lambda) \) denote the **peak-to-peak ripple** of \( x_s(\cdot, \omega, \lambda) \).

\[ (A.15) \quad \Delta x_s(\omega, \lambda) \overset{\Delta}{=} \max_{t \in [0, \frac{2\pi}{\omega}]} x_s(t, \omega, \lambda) - \min_{t \in [0, \frac{2\pi}{\omega}]} x_s(t, \omega, \lambda) \]

Then (3.32), (3.33), and \( \alpha \in (0, \delta_o) \) ⇒

\[ (A.16) \quad \Delta x_s(\omega, \lambda) < \varepsilon \]

Suppose

\[ (A.17) \quad x_s(t, u) \leq \lambda - \varepsilon, \quad \forall t \in [0, \frac{2\pi}{\omega}] \]

Then \( \exists (t_1, \delta_1) \in (0, \frac{2\pi}{\omega}] \times (0, t_1] \) independent of \( \alpha \) ⇒

\[ (A.18) \quad u(t) - x_s(t, u) > \frac{\varepsilon}{2}, \quad \forall t \in [t_1 - \delta_1, t_1 + \delta_1] \]

Hence (3.32), (3.33) and (A.15) ⇒
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(A.19) \[ \Delta x_\alpha(\omega, \lambda) > \frac{\varepsilon \delta_1}{\alpha} \]

Let

(A.20) \[ \delta_2 \triangleq \min\{\delta_0, \delta_1\} \]

Then \( \alpha \in (0, \delta_2) \) and (A.19) \( \Rightarrow \) a contradiction of (A.16). Hence \( \alpha \in (0, \delta_2) \) \( \Rightarrow \)

(A.21) \[ |x_\alpha(t_0, u) - \lambda| < \varepsilon, \text{ for some } t_0 \in [0, \frac{2\pi}{\omega}] \]

Finally (A.21) and a re-application of the fact that

(A.22) \[ \Delta x_\alpha(\omega, \lambda) \to 0 \text{ as } \alpha \to 0 \]

\( \Rightarrow \) \[ \exists \delta \in (0, \delta_2) \; \exists \alpha \in (0, \delta) \]

(A.23) \[ |x_\alpha(t, \omega, \lambda) - \lambda| < \varepsilon, \forall t \in [0, \frac{2\pi}{\omega}] \]
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