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Abstract. In temporal-logic model checking, we verify the correctness of a program with respect to a desired behavior by checking whether a structure that models the program satisfies a temporal-logic formula that specifies the behavior. The model-checking problem for the branching-time temporal logic CTL can be solved in linear running time, and model-checking tools for CTL are used successfully in industrial applications. The development of programs that must meet rigid real-time constraints has brought with it a need for real-time temporal logics that enable quantitative reference to time. Early research on real-time temporal logics uses the discrete domain of the integers to model time. Present research on real-time temporal logics focuses on continuous time and uses the dense domain of the reals to model time. There, model checking becomes significantly more complicated. For example, the model-checking problem for TCTL, a continuous-time extension of the logic CTL, is PSPACE-complete.

In this paper we suggest a reduction from TCTL model checking to CTL model checking. The contribution of such a reduction is twofold. Theoretically, while it has long been known that model-checking methods for untimed temporal logics can be extended quite easily to handle discrete time, it was not clear whether and how untimed methods can handle the reset quantifier of TCTL, which resets a real-valued clock. Practically, our reduction enables anyone who has a tool for CTL model checking to use it for TCTL model checking. The TCTL model-checking algorithm that follows from our reduction is in PSPACE, matching the known bound for this problem. In addition, it enjoys the wide distribution of CTL model-checking tools and the extensive and fruitful research efforts and heuristics that have been put into these tools.

1 Introduction

Temporal logics can describe a temporal ordering of events and have been adopted as a powerful tool for specifying and verifying concurrent programs [Pnu77, MP92]. In temporal-logic model checking, we verify that a program meets a desired behavior by checking that a mathematical model of the program satisfies a temporal-logic formula that specifies the behavior [CE81, QS81]. We distinguish between four levels of temporal reasoning. The verification methods induced by these levels differ in the interpretation given to time. The first level allows only qualitative reference to time. The classical method of CTL
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model checking belongs to this level. There, the program is modeled as a state-transition graph, and the correct behaviors of the program are specified in the qualitative branching temporal logic CTL, which allows temporal operators such as "always" and "eventually." For example, if req and grant are atomic propositions, then the CTL formula

\[ \psi = AG(req \rightarrow AFgrant) \]

asserts that in all computations of the program, every request is eventually granted. The model-checking problem for CTL can be solved in linear time. More precisely, given a state-transition graph \( K \) and a CTL formula \( \psi \), we can determine whether \( K \) satisfies \( \psi \) in time \( O(|K| \cdot |\psi|) \) [CES86].

The development of programs that must meet rigid real-time constraints has brought with it a need for real-time temporal logics that enable quantitative reference to time [EMSS90, AH92]. We consider here a real-time extension of CTL, which we call CTL+clocks. The syntax of CTL+clocks extends the syntax of CTL by allowing reference to a set of clock variables. Formulas of CTL+clocks can refer to the values of the clocks, and may contain a reset quantifier \( c.\varphi \), which resets a clock \( c \) to the value 0. For example, if \( c \) is a clock, then the formula

\[ \psi' = AG[c.req \land AF(grant \land (c \leq 2))] \]

strengthens the formula \( \psi \) above by putting an upper bound on the time that may elapse before a grant is given: if the clock \( c \) is started at the time of a request, then the value of \( c \) is at most 2 at the time of the subsequent grant. The exact meaning of \( \psi' \) depends on the formal interpretation of CTL+clocks. The formulas of CTL+clocks can be interpreted in three different ways, forming the following three levels of quantitative temporal reasoning.

Pioneering work on real-time temporal logics allowed very simple quantitative reference to time. In [EMSS90], Emerson et al. interpret CTL+clocks formulas over state-transition graphs (see also [CCM+94]). Each transition in the graph advances the time by one time unit. Hence, this level of temporal reasoning uses the discrete domain of the integers to model time, and it uses quantitative reference to time only in the specifications. It is quite clear that, when interpreted over state-transition graphs, CTL+clocks formulas can be translated to equivalent CTL formulas, and the problem of CTL+clocks model checking can be reduced to the problem of CTL model checking. For example, when interpreted over state-transition graphs, the formula \( \psi' \) above is equivalent to the CTL formula

\[ \psi'' = AG(req \rightarrow (grant \lor AX(grant \lor AXgrant))) \]

which states that every request is granted within two transitions. The main limitation of this level of temporal reasoning is that while discrete time suffices for modeling globally-clocked programs, continuous time is required for modeling the composition of independently-clock programs.

This limitation has been removed in the third level of temporal reasoning, known as the fictitious-clock approach [HMP92, AH93, AH94]. At this level, transitions happen in continuous time, but are recorded by a global digital clock, in discrete time. Accordingly,

3 The logic used in [EMSS90] is RTCTL, which is a strict syntactic subset of CTL+clocks.
4 We note that while the translation involves an exponential blow-up, using a more sophisticated approach, model checking can still be done in time linear in the original CTL+clocks formula [EMSS90].
time is viewed as a state variable that ranges over the domain of the integers. Some transitions in the state-transition graph are designated as tick transitions (i.e., transitions of the global digital clock). Whenever a tick transition is taken, time is advanced by one time unit. Hence, any number of program transitions can be taken in one time unit. By introducing a new atomic proposition, "tick", we can translate CTL+clocks formulas, when interpreted over state-transition graphs with tick transitions, to CTL formulas. For example, the CTL+clocks formula $\psi'$ above is equivalent to the CTL formula

$$\psi'' = AG(\neg tick \rightarrow A((\neg tick) U (grant \lor (tick \land AXA((\neg tick) U grant))))).$$

Hence, CTL+clocks model checking can be reduced to CTL model checking on this level of temporal reasoning as well [AH92]. The main limitation of this level is its limited accuracy. For example, the formula $\psi'''$ asserts only that in all computations of the program, every request is followed by a grant within more than one and less than three time units. Also, as in the previous level, we have to fix a time granularity, which may cause a blow-up in the state space.

Much present research on qualitative reasoning focuses on dense time and uses the domain of the reals to model time in both the state-transition graph and the specification. On this fourth level of temporal reasoning, we model the programs as timed automata [AD94], where real-valued clocks keep track of timing constraints. The fourth level constitutes the most expressive way of specifying real-time programs. With this semantics, the logic CTL+clocks is called TCTL [ACD93], and the formula $\psi'$ asserts that in all computations of the program, every request is followed by a grant within at most two time units. 

TCTL model checking is the problem of determining whether a given TCTL formula is satisfied in a given timed automaton.

The introduction of dense time in the model makes quantitative reasoning more complicated. For example, while the satisfiability problem for CTL+clocks when interpreted over discrete-time models (levels two or three) is decidable, it is undecidable for TCTL. Indeed, algorithms that handle satisfiability or model checking of CTL, and which are applicable to verification methods induced by the first three levels of temporal reasoning, cannot be easily extended to handle TCTL. The reason is the dense time domain of TCTL, which induces state-transition graphs with infinitely many states. It was shown, however, in [AD94], that each timed automaton induces a finite quotient of the infinite state space, such that two equivalent states satisfy the same TCTL formulas. More precisely, the automaton partitions the infinite time domain of clock valuations into finitely many regions, each of which can be viewed as a set of clock constraints (e.g., $2 < clock_1 < 3 ; clock_2 = 1$). This finite quotient is used in [ACD93] in order to solve the model-checking problem for TCTL. Alur et al. also prove that the problem is PSPACE-complete. The importance of the model-checking problem has led to the development of several other model-checking algorithms for TCTL [HNSY94, LL95, SS95, HKV96], all trying to cope with the large state space that needs to be stored.

This space problem, known as the state-explosion problem, is the main computational limitation of all the verification methods induced by the four levels of temporal reasoning. It constitutes one of the most challenging issues in the area of computer-aided verification and is the subject of active research. Most of the efforts during the last two decades have focused on pure qualitative reasoning, yielding CTL model-checking tools (e.g., SMV, VIS, CADP) that can handle systems with large state spaces [McM93, CGL93, BHSV+96, FGK+96]. Model-checking algorithms for TCTL adopt some of the techniques used in the tools for

---

*Again, the translation involves an exponential blow-up that is unnecessary for model checking.*
CTL model checking. Still, TCTL model-checking tools are less successful than CTL model-checking tools, both in their level of performance and in their distribution. The reason is not only the clear computational advantage of CTL, but also the broad attention that CTL model-checking tools have enjoyed.

In this paper we suggest a reduction from TCTL model checking to CTL model checking. The contribution of such a reduction is twofold. Theoretically, it completes the picture of the four levels of temporal reasoning. While it has long been known that the first three levels are inter-reducible, our reduction shows that, as far as model-checking is concerned, the fourth level can also be reduced to the first three levels. Practically, our reduction enables anyone who has a tool for CTL model checking to use it for TCTL model checking. The TCTL model-checking algorithm that follows from our reduction is in PSPACE, matching the known bound for this problem. In addition, it enjoys the extensive and fruitful research efforts that have been put into CTL model-checking tools.

The reduction is not complicated. Given a timed automaton $\mathcal{U}$ and TCTL formula $\psi$, we construct a state-transition graph $\text{untime}(\mathcal{U})$, of size exponential in the size of $\mathcal{U}$, and a CTL formula $\text{untime}(\psi)$, of length linear in the length of $\psi$, such that $\mathcal{U}$ satisfies $\psi$ iff $\text{untime}(\mathcal{U})$ satisfies $\text{untime}(\psi)$. The graph $\text{untime}(\mathcal{U})$ is essentially the region graph used in [ACD93], augmented by a new atomic proposition and new transitions, which handle the reset quantifier $\tau \varphi$. When we evaluate TCTL formulas, the reset quantifier causes the course of evaluation to "jump around in the graph." Having to evaluate a formula $\tau \varphi$ in a state $w$, we actually evaluate the formula $\varphi$ in another state, which differs from $w$ only in that the value of the clock $c$ is reset to 0. Such jumps are replaced in $\text{untime}(\mathcal{U})$ by new transitions. In $\text{untime}(\psi)$, path quantification guarantees that whenever we come to evaluate $\tau \varphi$, the current value of $c$ is 0, and thus no jump is required.

2 Definitions

2.1 Kripke Structures and Timed Structures

We model programs without real-time constraints by Kripke structures. A Kripke structure is a tuple $\mathcal{K} = (AP, W, R, w^0, \sigma)$, where $AP$ is a finite set of atomic propositions, $W$ is a set of states, $R \subseteq W \times W$ is a total transition relation (every state has at least one successor), $w^0 \in W$ is an initial state, and $\sigma : W \rightarrow 2^{AP}$ maps to each state a set of atomic propositions true in the state. A path in $\mathcal{K}$ is an infinite sequence of states $w_0, w_1, w_2, \ldots$ such that for all $i \geq 0$, we have $(w_i, w_{i+1}) \in R$.

We model real-time programs by timed structures. Timed structures extend traditional Kripke structures by labeling each transition with a nonnegative real number denoting its duration. Formally, a timed structure is a tuple $\mathcal{T} = (AP, W, R, w^0, \sigma)$, where $AP$, $W$, $w^0$, and $\sigma$ are as in a Kripke structure, and $R \subseteq W \times \mathbb{R} \times W$ (we denote by $\mathbb{R}$ the set of all nonnegative real numbers). A path in $\mathcal{T}$ is an infinite sequence of pairs $(w_0, \delta_0), (w_1, \delta_1), \ldots$, such that for all $i \geq 0$, we have $(w_i, \delta_i, w_{i+1}) \in R$. A timed word is an infinite sequence $\tau \in (2^{AP} \times \mathbb{R})^\omega$. We sometimes refer to a timed word as a function $\tau : \mathbb{N} \rightarrow 2^{AP} \times \mathbb{R}$ and use $\tau_1(i)$ and $\tau_2(i)$ to refer to the $i$'th event and duration, respectively, in $\tau$.

2.2 Timed Automata

We represent real-time programs by timed automata. We now define timed automata and the timed structures induced by them.
Given a set $C$ of clocks, a clock environment $E : C \rightarrow \mathbb{R}$ assigns to each clock a nonnegative real value. Given a clock environment $E$, a set $S \subseteq C$ of clocks and a nonnegative real $\delta \in \mathbb{R}$, we define $\text{progress}(E, S, \delta)$ as the clock environment $E'$ that resets all clocks in $S$ and advances all clocks in $S \setminus C$ by $\delta$; that is, for all $c \in C$, we have

$$E'(c) = \begin{cases} 0 & \text{if } c \in S, \\ E(c) + \delta & \text{if } c \notin S. \end{cases}$$

For two clock environments $E$ and $E'$, we say that $E < E'$ iff for every clock $c \in C$, we have $E(c) < E'(c)$. We use $E^0$ to denote the clock environment that assigns 0 to all clocks. For a set $C$ of clocks, a formula (also referred sometimes as clock constraint) in $\text{guard}(C)$ is one of the following:

- true, false, or $c \sim v$, where $c \in C$, $v \in \mathbb{N}$, and $\sim \in \{\geq, >, \leq, <\}$,
- $\theta_1 \lor \theta_2$ or $\theta_1 \land \theta_2$, where $\theta_1$ and $\theta_2$ are formulas in $\text{guard}(C)$.

A timed automaton is a tuple $U = (AP, C, L, E, \text{inv}, l^0)$, where

- $AP$ is a finite set of atomic propositions,
- $C$ is a finite set of program clocks,
- $L$ is a finite set of locations,
- $E : L \rightarrow 2^{\text{guard}(C)} \times 2^{\mathbb{R}} \times L$ is a nondeterministic transition function,
- $P : L \rightarrow 2^{AP}$ assigns to each location a set of atomic propositions,
- $\text{inv} : L \rightarrow \text{guard}(C)$ assigns to each location an invariant,
- $l^0 \in L$ is an initial location.

A position of $U$ is a pair $(l, E) \in L \times \mathbb{R}^C$; that is, a position describes a location and a clock environment. Given a position $(l, E)$ and a time delay $\delta \in \mathbb{R}$, we say that the position $(l', E')$ is a $\delta$-successor of $(l, E)$ iff there exists a triple $(\theta, S, l') \in E(l)$ such that the following three conditions hold:

1. $\text{progress}(E, S, \delta) \models \theta$.
2. For every nonnegative real $\delta' < \delta$, we have $\text{progress}(E, S, \delta') \models \text{inv}(l)$.
3. $E' = \text{progress}(E, S, \delta)$.

Timed automata run on timed words. A run $r$ of a timed automaton on the timed word $U$ is an infinite sequence of positions of $U$. Thus, $r \in (L \times \mathbb{R}^C)^\omega$. We sometimes refer to a run as a function $r : \mathbb{N} \rightarrow L \times \mathbb{R}^C$. Given a timed word $\tau : \mathbb{N} \rightarrow 2^{AP} \times \mathbb{R}$, a run $r$ of $U$ on $\tau$ satisfies the following. For every $i \geq 0$, let $r(i) = (l_i, E_i)$. Then:

- $l_0 = l^0$ and $E_0 = E^0$.
- For every $i \geq 0$, we have $P(l_i) = \tau_1(i)$.
- For every $i \geq 0$, we have $(l_{i+1}, E_{i+1})$ is a $\tau_2(i)$-successor of $(l_i, E_i)$.

We say that $U$ accepts the timed word $\tau$ iff there exists a run of $U$ on $\tau$. The language of $U$ is the set of all timed words that are accepted by $U$. Each timed automaton induces a timed structure. Formally, the timed structure of $U$ is

$$T(U) = (AP, L \times \mathbb{R}^C, R, \{(l^0, E^0)\}, \sigma),$$

where $R$ and $\sigma$ are defined as follows:
- \( R((l, \mathcal{E}), \delta, (l', \mathcal{E}')) \) iff \( (l', \mathcal{E}') \) is a \( \delta \)-successor of \( (l, \mathcal{E}) \).
- For all states \( (l, \mathcal{E}) \in L \times \mathbb{IR}^C \), we have \( \sigma((l, \mathcal{E})) = P(l) \).

Note that the state set of \( T(U) \) is infinite and that \( T(U) \) may have an infinite branching degree. It is easy to see that a timed word is accepted by \( U \) iff it is induced by a path, starting at \( (l^0, \mathcal{E}^0) \), in \( T(U) \).

2.3 The Real-time Branching Temporal Logic TCTL

We specify properties of real-time programs using real-time temporal logics. We consider here TCTL, a real-time extension of the branching temporal logic CTL with clocks [ACD93]. Formulas of TCTL are defined with respect to the sets \( AP \) and \( C_U \) of the program's atomic propositions and clocks, respectively, and a set \( C_\psi \) of specification clocks. We consider TCTL formulas in positive normal form in which negation may apply to atomic propositions only. Given \( AP, C_U, \) and \( C_\psi \), a formula of TCTL is one of the following:

- true, false, \( p \), or \( \neg p \), where \( p \in AP \).
- \( c \sim v \), where \( c \in C_U \cup C_\psi \), \( v \in \mathbb{N} \), and \( \sim \in \{\geq, >, <, \leq\} \).
- \( \varphi_1 \lor \varphi_2, \varphi_1 \land \varphi_2, E \varphi_1 U \varphi_2, A \varphi_1 U \varphi_2, E \varphi_1 U\tilde{U} \varphi_2 \), or \( A \varphi_1 U\tilde{U} \varphi_2 \), where \( \varphi_1 \) and \( \varphi_2 \) are TCTL formulas.
- \( c.\varphi \), where \( c \in C_\psi \) and \( \varphi \) is a TCTL formula.

The temporal operator \( \tilde{U} \) is dual to the \( U \) ("until") operator. For example, the formula \( E \varphi_1 U \varphi_2 \) is equivalent to the formula \( \neg A(\neg \varphi_1)U(\neg \varphi_2) \). In addition, we use the usual \( \Rightarrow \) ("implies"), \( F \) ("eventually"), and \( G \) ("always") abbreviations. The reset quantifier \( c.\varphi \) binds all free occurrences of \( c \) in \( \varphi \). We denote by \( \text{free}(\psi) \subseteq C_U \cup C_\psi \) the set of clocks free in \( \psi \) (i.e., those that have a non-bound occurrence). We denote by \( \text{bound}(\psi) \subseteq C_\psi \) the set of all clocks bound in \( \psi \) (i.e., clocks \( c \) for which \( c.\varphi \) is a subformula of \( \psi \)). For example, the formula \( \psi = (c_1 = 5) \lor c_2.AF(c_2 > 0) \) has \( \text{free}(\psi) = \{c_1\} \) and \( \text{bound}(\psi) = \{c_2\} \). By renaming clocks we can make sure that no occurrence of a clock in \( \psi \) is bound to more than one reset quantifier and that \( \text{bound}(\psi) \) and \( \text{free}(\psi) \) are disjoint. A TCTL formula \( \psi \) is closed iff \( \text{free}(\psi) = \emptyset \). We denote by \( \text{cl}(\psi) \) the set of all subformulas of \( \psi \). It is easy to see that the size of \( \text{cl}(\psi) \) is bounded by the length of \( \psi \).

TCTL formulas are interpreted over pairs that consist of a state of a timed structure \( T(U) \), where \( C_U \) is the set of \( U \)'s clocks, and a clock environment \( \mathcal{E} : C_U \cup C_\psi \to \mathbb{IR} \). We use \( w, \mathcal{E} \models \varphi \) to indicate that a formula \( \varphi \) holds at state \( w \) with clock environment \( \mathcal{E} \) (with respect to the given timed structure \( T \)). A formal definition of the relation \( \models \) can be found in [HNSY94]. We will define later the semantics of TCTL formulas when interpreted over quotient graphs induced by timed structures.

For a timed structure \( T \) and a TCTL formula \( \psi \), we say that \( T \models \psi \) iff \( (w^0, \mathcal{E}^0) \models \psi \). The model-checking problem for TCTL is defined as follows: given a timed automaton \( U \) and a closed TCTL formula \( \psi \), determine whether \( T(U) \models \psi \) (denoted \( U \models \psi \)).

2.4 Regions and Region Structures

Each set \( C \) of clocks induces infinitely many clock environments. Given a set \( C \) of clocks and a set \( G \) of clock constraints in \( \text{guard}(C) \), we can partition the clock environments in \( \mathcal{R}^C \) into finitely many equivalence classes such that all clock environments in the same class...
are indistinguishable by clock constraints in $G$. It was proven in [AD94] that a sufficient condition for two environment clocks to be indistinguishable is agreement on the integral parts of all clock values and agreement on the ordering of the fractional parts of all clock values. This leads to the following definition of regions. For $x \in \mathbb{R}$, let $[x]$ and $(x)$ denote the integer and the fractional parts of $x$, respectively. Also, for each clock $c \in C$, let $v_c$ be the largest integer $v$ for which $x \sim v$ is a subformula of some clock constraint in $G$. We define an equivalent relation $\approx \subseteq \mathbb{IR}^C \times \mathbb{IR}^C$. For two clock environments $E$ and $E'$, we have $E \approx E'$ iff the following three conditions hold:

1. For all $c \in C$, either $[E(c)] = [E'(c)]$, or $E(c) > v_c$ and $E'(c) > v_c$.
2. For all $\{c, d\} \subseteq C$ with $E(c) \leq v_c$ and $E(d) \leq v_d$, we have $(E(c)) \leq (E(d))$ iff $(E'(c)) \leq (E'(d))$.
3. For all $c \in C$ with $E(c) \leq v_c$, we have $(E(c)) = 0$ iff $(E'(c)) = 0$.

We now define a region to be an equivalence class of the relation $\approx$.

We denote the set of all regions induced by $C$ and $G$ by $\mathcal{T}(C, G)$. When $C$ and $G$ are clear or not important, we use only $\mathcal{T}$. Let $\text{rep} : \mathcal{T} \to \mathbb{IR}^C$ map each region to an arbitrary representative clock environment in it. We represent a region $\pi$ by $\text{rep}(\pi)$. A clock environment $E$ then belongs to $\pi$ iff $E \approx \text{rep}(\pi)$. We sometime represent a region also by a finite set of clock constraints (e.g., $\lbrace x = 1; 2 < z < 3 \rbrace$). A clock environment $E$ then belongs to $\pi$ iff it satisfies all its clock constraints. Following the definition of regions, the constraints that represent $\pi$ specify the integral part of all clocks, the order among the fractional parts, and whether they are equal to 0.

Lemma 1. [AD94] The number of regions in $\mathcal{T}(C, G)$ is bounded by $|C|!2^{|C|}\prod_{c \in C}(2v_c + 2)$.

For a region $\pi$ and a formula $\varphi \in G$, we say that $\pi$ satisfies $\varphi$ (denoted $\pi \models \varphi$) iff $\text{rep}(\pi)$ satisfies $\varphi$. Note that by the definition of regions, $\pi$ satisfies $\varphi$ iff all clock environments in $\pi$ satisfy $\varphi$. Given a clock constraint $c \sim v$ in $G$, let $\text{reg}(c \sim v)$ be the union of all regions that satisfy $c \sim v$.

Each region has a unique successor region. Intuitively, the successor of a region $\pi$ is obtained from $\pi$ by letting time pass. The function $\text{succ} : \mathcal{T} \to \mathcal{T}$ maps a region $\pi$ to its successor region. For a region $\pi$ and a clock environment $E$, we have that $E \in \text{succ}(\pi)$ iff $\text{rep}(\pi) \neq E$, $\text{rep}(\pi) < E$, and for every clock environment $E'$ with $\text{rep}(\pi) < E'$, we have $E' \approx \text{rep}(\pi)$ or $E' \approx E$. So, for example, if $\pi$ has a clock constraint $c = v$, for $v \neq v_c$, its successor has a clock constraint $v < c < v + 1$. If $v = v_c$, then the successor has a clock constraint $c > v$, reflecting the fact that once $c$ is larger than $v_c$, we are no longer interested in how large it is.

For $\pi \in \mathcal{T}(C, G)$ and a set $S$ of clocks, we denote by $\pi[S := 0]$ the region obtained from $\pi$ by resetting all clocks in $S$. That is, $\pi[S := 0]$ contains the clock environment $\text{progress}(\text{rep}(\pi), S, 0)$. For a guard $\varphi \in G$ and $S \subseteq C$ we denote by $\varphi[S := 0]$ the guard obtained from $\varphi$ by replacing with 0 all clocks in $S$. Also, let $\mathcal{T}[0]$ denote the region where all clocks in $C$ are set to 0.

Consider a timed automaton $U = \langle AP, C_u, L, E, P, \text{inv}, t^0 \rangle$ and a TCTL formula $\psi$ over $AP, C_u$, and a set $C_\psi$ of specification clocks. Let $G$ be the set of clock constraints in $U$ and $\psi$, and let $\mathcal{T} = \mathcal{T}(C_u \cup C_\psi, G)$ be the set of regions induced by $U$ and $\psi$. We define a region position of $U$ as a pair $(l, \pi) \in L \times T$. When we say that $U$ is in region position $(l, \pi)$, we mean that $U$ is in location $l$ and that its clock environment is in $\pi$. We say that a region position $(l, \pi)$ is admissible iff $\pi$ satisfies $\text{inv}(l)$. We know that the automaton $U$
can be only in admissible region positions. Moreover, when $U$ is in region position $(l, \pi)$, we know what its possible next region positions are: the automaton $U$ can either take an edge transition and move to another location, possibly resetting some clocks, or take a time transition and stay in $l$ while the values of the clocks change and meet the successor region. This leads to the following definition of the region structure $\mathbf{R}(U, \psi)$ induced by $U$ and $\psi$.

We define $\mathbf{R}(U, \psi) = \langle AP \cup T, W, R, w^0, \sigma \rangle$ to be the following Kripke structure:

- The set $W \subseteq L \times T$ of states consists of all the admissible positions of $U$.
- $R((l, \pi), (l', \pi'))$ iff one of the following two conditions holds:
  1. $l = l'$ and $\pi' = \text{succ} (\pi)$. These transitions correspond to time transitions in $U$ and we call them time transitions.
  2. There exists a transition $(\theta, S, l') \in E(l)$ such that $\pi$ satisfies $\theta$ and $\pi' = \pi[S := 0]$. These transitions correspond to edge transitions in $U$ and we call them edge transitions.
- The initial state $w^0$ is $(l^0, T[0])$. If $w^0$ is not admissible, the automaton $U$ is not an interesting real-time program.
- For all states $(l, \pi) \in W$, we have $\sigma((l, \pi)) = P(l) \cup \{\pi\}$.

We can interpret a TCTL formula $\psi$ with respect to a state in the timed automaton $U$ and a clock environment for the specification clocks by means of the region structure $\mathbf{R}(U, \psi)$. We use $(l, \pi) \models \varphi$ to indicate that a subformula $\varphi$ of $\psi$ holds at state $(l, \pi)$ of $\mathbf{R}(U, \psi)$. Note that as $\pi$ refers to the values of the clocks in both $C_U$ and $C_\psi$, we do not need a clock environment for the specification clocks. The relation $\models$ is defined inductively as follows:

- For all $l$ and $\pi$, we have $(l, \pi) \models \text{true}$ and $(l, \pi) \not\models \text{false}$.
- For $p \in AP$, we have $(l, \pi) \models p$ iff $p \in \sigma((l, \pi))$, and $(l, \pi) \models \neg p$ iff $p \notin \sigma((l, \pi))$.
- For $c \in C$, $v \in \mathbb{N}$, and $\sim \in \{>, \geq, =, \leq, <\}$, we have $(l, \pi) \models c \sim v$ iff $\pi \models c \sim v$.
- $(l, \pi) \models \varphi_1 \lor \varphi_2$ iff $(l, \pi) \models \varphi_1$ or $(l, \pi) \models \varphi_2$.
- $(l, \pi) \models \varphi_1 \land \varphi_2$ iff $(l, \pi) \models \varphi_1$ and $(l, \pi) \models \varphi_2$.
- $(l, \pi) \models E \varphi_1 U \varphi_2$ iff there exists a path $(l_0, \pi_0), (l_1, \pi_1), \ldots$ in $\mathbf{R}(U, \psi)$ with $(l_0, \pi_0) = (l, \pi)$, and there exists $i \geq 0$ such that $(l_i, \pi_i) \models \varphi_2$, and for all $0 < j < i$ we have $(l_j, \pi_j) \models \varphi_1$.
- $(l, \pi) \models A \varphi_1 U \varphi_2$ iff for every path $(l_0, \pi_0), (l_1, \pi_1), \ldots$ in $\mathbf{R}(U, \psi)$ with $(l_0, \pi_0) = (l, \pi)$, there exists $i \geq 0$ such that $(l_i, \pi_i) \models \varphi_2$ and for all $0 < j < i$ we have $(l_j, \pi_j) \models \varphi_2$.
- $(l, \pi) \models E \varphi_1 U \varphi_2$ iff there exists a path $(l_0, \pi_0), (l_1, \pi_1), \ldots$ in $\mathbf{R}(U, \psi)$ with $(l_0, \pi_0) = (l, \pi)$ such that for every $i \geq 0$ for which $(l_i, \pi_i) \not\models \varphi_2$, there exists $j < i$ such that $(l_j, \pi_j) \models \varphi_1$.
- $(l, \pi) \models A \varphi_1 U \varphi_2$ iff for every path $(l_1, \pi_1), (l_2, \pi_2), \ldots$ in $\mathbf{R}(U, \psi)$ with $(l_1, \pi_1) = (l, \pi)$ and for every $i \geq 0$ for which $(l_i, \pi_i) \not\models \varphi_2$, there exists $j < i$ such that $(l_j, \pi_j) \models \varphi_1$.
- $(l, \pi) \models c.\varphi$ iff $(l, \pi[c := 0]) \models \varphi$.

We say that $\mathbf{R}(U, \psi) \models \psi$ iff $w^0 \models \psi$. Several works on real-time temporal logics consider a more elaborated semantic for TCTL, where path quantification ranges only over paths for which time diverges [HNSY94]. As we discuss in Section 4, our algorithm can be easily extended to handle this semantics as well.

By the definition of regions, we have the following.

**Theorem 2.** [HNSY94] For every timed automaton $U$ and TCTL formula $\psi$, we have $U \models \psi$ iff $\mathbf{R}(U, \psi) \models \psi$. 


3 Reducing TCTL Model Checking to CTL Model Checking

3.1 Untiming the Program

Consider a timed automaton \( \mathcal{U} = (AP, Cu, L, E, P, inv, l^0) \) and a TCTL formula \( \varphi \) over \( AP, Cu \), and a set \( C_\psi \) of specification clocks. Let \( \mathcal{R}(\mathcal{U}, \varphi) \) be the region structure induced by \( \mathcal{U} \) and \( \varphi \). Many states in \( \mathcal{R}(\mathcal{U}, \varphi) \) are not reachable. Indeed, the transitions in \( \mathcal{R}(\mathcal{U}, \varphi) \) may reset some of the clocks in \( Cu \) but can never reset clocks in \( C_\psi \). We need these unreachable states because \( \varphi \) may contain reset quantifiers that cause the course of the evaluation of \( \varphi \) to “jump” into these states. When we untime the program, we make these states reachable. Below we define the Kripke structure \( \mathcal{K}(\mathcal{U}, \varphi) \) induced by \( \mathcal{U} \) and \( \varphi \). The structure \( \mathcal{K}(\mathcal{U}, \varphi) \) is very similar to \( \mathcal{R}(\mathcal{U}, \varphi) \). Each state \( w \) in \( \mathcal{K}(\mathcal{U}, \varphi) \) corresponds to two states \( (w, T) \) and \( (w, E) \) in \( \mathcal{R}(\mathcal{U}, \varphi) \). The copy of \( w \) annotated with \( T \) can be reached only by time transitions. The copy of \( w \) annotated with \( E \) can be reached only by edge transitions. Time transitions in \( \mathcal{K}(\mathcal{U}, \varphi) \) may reset an arbitrary subset of the clocks in \( C_\psi \). Formally,

\[
\mathcal{K}(\mathcal{U}, \varphi) = (AP \cup T \cup \{T\}, W \times \{T, E\}, R, (w^0, E), \sigma),
\]

where \( W, w^0 \), and are as in \( \mathcal{R}(\mathcal{U}, \varphi) \), and \( R \) and \( \sigma \) are defined as follows:

- \( R((w, T), (l', E)) \) iff one of the following two conditions holds:
  1. \( l' = T \), \( l = l' \), and there exists a set \( S_\psi \subseteq C_\psi \) of specification clocks such that \( \pi' = \text{ssec}(\pi)[S_\psi := 0] \). These transitions correspond to time transitions in \( \mathcal{U} \) and we call them time transitions.
  2. \( l' = E \) and there exists a transition \( \theta, S, l' \in E(l) \) such that \( \pi \) satisfies \( \theta \) and \( \pi' = \pi[S := 0] \). These transitions correspond to edge transitions in \( \mathcal{U} \) and we call them edge transitions.

The set of atomic propositions that hold in each state is as the one in \( \mathcal{R}(\mathcal{U}, \varphi) \), only that we add the atomic proposition \( T \) to states in \( W \times \{T\} \). Thus, \( \sigma((w, b)) \) is \( \sigma(w) \) if \( b = E \), and is \( \sigma(w) \cup \{T\} \) if \( b = T \).

Note that the specification clocks are changed only in time transitions, when each specification clock is either advanced by the same amount as the program clocks, or it is reset. The duplication of the states and the new atomic proposition \( T \) enable us to distinguish between states that are reached by a time transition and states that are reached by an edge transition. Following Lemma 1, the size of \( \mathcal{K}(\mathcal{U}, \varphi) \) is exponential in the size of \( \mathcal{U} \) and the length of \( \varphi \).

3.2 Untiming the Specification

We define a function

\[
\text{untime} : \text{TCTL formulas} \rightarrow \text{CTL formulas}
\]

such that for every timed automaton \( \mathcal{U} \) and TCTL formula \( \varphi \), we have \( \mathcal{U} \models \varphi \) iff \( \mathcal{K}(\mathcal{U}, \varphi) \models \text{untime}(\varphi) \). We define the function \( \text{untime} \) by means of a function

\[
f : \text{TCTL formulas} \times \text{sets of specification clocks} \rightarrow \text{CTL formulas}.
\]

For a TCTL formula \( \varphi \), the CTL formula \( \text{untime}(\varphi) \) is then the formula \( f(\varphi, \emptyset) \).
For a set \( S \subseteq C \) of clocks, we use \( S = 0 \) as an abbreviation for \( \bigwedge_{c \in S} (c = 0) \) and use \( S > 0 \) as an abbreviation for \( \bigwedge_{c \in S} (c > 0) \). Note that when \( S = \emptyset \), the formulas \( S = 0 \) and \( S > 0 \) evaluate to true. Consider a path \( \rho \) in \( \mathcal{K}(U, \psi) \). For sets \( S_1 \) and \( S_2 \) of clocks, we use \( \text{fair}(S_1, S_2) \) to abbreviate a path formula stating that the clocks in \( S_1 \) are never reset and the clocks in \( S_2 \) are always reset along the path \( \rho \). That is,

\[
\text{fair}(S_1, S_2) = \mathcal{X}(T \rightarrow (S_1 > 0)) \land G(S_2 = 0).
\]

Given a TCTL formula \( \phi \) and a set \( S \subseteq C_\phi \) of clocks, we define \( f(\phi, S) \) by induction on the structure of \( \phi \) as follows (we first present the mapping into CTL* formulas and then translate them, in Section 3.4, to CTL).

- \( f(\text{true}, S) = \text{true} \) and \( f(\text{false}, S) = \text{false} \).
- For \( p \in AP \), we have \( f(p, S) = p \) and \( f(\neg p, S) = \neg p \).
- For a clock constraint \( c \sim v \), we have \( f(c \sim v, S) = \text{reg}(c \sim v)[S := 0] \).
- \( f(\phi_1 \lor \phi_2, S) = f(\phi_1, S) \lor f(\phi_2, S) \).
- \( f(\phi_1 \land \phi_2, S) = f(\phi_1, S) \land f(\phi_2, S) \).
- \( f(\exists c \cdot \phi_1, S) = \mathcal{E}[\text{fair}(S, \text{bound}(\exists c \cdot \phi_1, S)) \land f(\phi_1, S)] \).
- \( f(\forall c \cdot \phi_1, S) = \mathcal{A}[\text{fair}(S, \text{bound}(\forall c \cdot \phi_1, S)) \rightarrow f(\phi_1, S)] \).
- \( f(\exists c \cdot \phi_1 \lor \phi_2, S) = \mathcal{E}[\text{fair}(S, \text{bound}(\exists c \cdot \phi_1 \lor \phi_2, S)) \land f(\phi_1, S) \lor f(\phi_2, S)] \).
- \( f(\forall c \cdot \phi_1 \lor \phi_2, S) = \mathcal{A}[\text{fair}(S, \text{bound}(\forall c \cdot \phi_1 \lor \phi_2, S)) \rightarrow f(\phi_1, S) \lor f(\phi_2, S)] \).
- \( f(\exists c \cdot \phi, S) = f(\phi, S \cup \{c\}) \).

Intuitively, the set \( S \) in \( f(\phi, S) \) contains all the free clocks in \( \phi \) that should be reset and then never reset again once we come to evaluate \( \phi \). When we evaluate a formula \( \phi \), path quantification ranges only over paths in which the clocks in \( \text{bind}(\phi) \) are always reset. This restricted quantification is imposed by the second conjunct in the path formula \( \text{fair} \). Consider a clock \( c \in S \). We know that \( c \) enters \( S \) as a result of being a binding clock in a formula of the form \( c \cdot \phi_1 \). Hence, when \( c \) enters \( S \) is not free and therefore, by the above rules, it is reset. We “release” the clock \( c \) and path quantification becomes restricted to paths in which \( c \) and the other clocks in \( S \) are never reset (this is imposed by the first conjunct in \( \text{fair} \)) and in which the clocks in \( \text{bind}(\phi_1) \) remain always reset.

If \( \phi \) is a clock constraint, then releasing \( c \) is done by simply assigning 0 to \( c \). If \( \phi \) is of the form \( \exists c \cdot \phi_1 \lor \phi_2, \forall c \cdot \phi_1 \lor \phi_2, \exists c \cdot \phi_1 \lor \phi_2, \) or \( \exists c \cdot \phi_1 \lor \phi_2, \) then releasing \( c \) is done by updating the parameters of the formula \( \text{fair} \). For example, the formula

\[
\psi = \text{AG}[c_{\text{req}} \rightarrow \text{AF}(\text{grant} \land (c \leq 2))],
\]

mentioned earlier in the introduction, has

\[
\text{unptime}(\psi) = \text{AG}[c_{\text{req}} \rightarrow \text{G}(\text{req} \rightarrow \text{AG}[XG(T \rightarrow \neg c_0) \rightarrow F(\text{grant} \land c_{\leq 2})]],
\]

where \( c_0 \) and \( c_{\leq 2} \) abbreviate \( \text{reg}(c = 0) \) and \( \text{reg}(c \leq 2) \), respectively.

It is easy to see that the length of \( \text{unptime}(\psi) \) is linear in the length of \( \psi \) (we ignore quadratic blow-up caused by specifying sets of clocks and sets of regions in \( \text{fair} \); such a blow-up can be easily handled by new atomic propositions).
3.3 Correctness of the Reduction

We now prove the correctness of the reduction. Along the proof, we use \( (l, \pi) \models_R \psi \) to indicate that the state \((l, \pi)\) satisfies the TCTL formula \(\psi\) in the region structure \(R(U, \psi)\) and we use \( (l, \pi) \models_K \varphi \) to indicate that the states \((l, \pi, E)\) and \((l, \pi, T)\) satisfy the CTL formula \(\varphi\) in the Kripke structure \(K(U, \psi)\). Note that as \((l, \pi, E)\) and \((l, \pi, T)\) have exactly the same future, and they differ only in the value of \(T\), they agree on satisfaction of CTL formulas that do not refer to the value of \(T\) in the present.

**Theorem 3.** For every timed automaton \(U\), TCTL formula \(\psi\), location \(l\) of \(U\), subformula \(\varphi\) of \(\psi\), region \(\pi \in T\), and set \(S \subseteq C_\psi\) of specification clocks such that \(S \cap \text{bound}(\varphi) = \emptyset\), the following are equivalent:

1. \( (l, \pi[S := 0]) \models_R \varphi \).
2. \( (l, \pi[S \cup \text{bound}(\varphi) := 0]) \models_K f(\varphi, S) \).

**Proof.** The proof proceeds by induction on the structure of \(\varphi\).

- The cases where \(\varphi\) is of the form true, false, \(p\), or \(\neg p\) are immediate.
- For \(\varphi\) that is a clock constraint \(c \sim v\), we have \(f(c \sim v, S) = \text{reg}((c \sim v)[S := 0])\). Since the clocks in \(S\) are reset anyway, then \((l, \pi[S := 0]) \models_R (c \sim v)\) holds iff \((l, \pi[S := 0]) \models_R (c \sim v)[S := 0]\). Since the satisfaction of \(c \sim v\) depends only on the value of \(c\) and is independent of \(l\), according to the definition of the mapping \(\text{reg}\), holds iff \((l, \pi[S := 0]) \models_K \text{reg}(c \sim v)[S := 0]\); thus iff \((l, \pi[S := 0]) \models_K f(c \sim v, S)\). Finally, as \(\text{bound}(\varphi) = \emptyset\), the latter holds iff \((l, \pi[S \cup \text{bound}(\varphi) := 0]) \models_K f(c \sim v, S)\), and we are done.

- For \(\varphi = \varphi_1 \land \varphi_2\), we have that \(f(\varphi, S) = f(\varphi_1, S) \land f(\varphi_2, S)\). By the semantics of TCTL, \((l, \pi[S := 0]) \models_R \varphi_1 \land \varphi_2\) iff \((l, \pi[S := 0]) \models_R \varphi_1\) and \((l, \pi[S := 0]) \models_R \varphi_2\). Since \(S \cap \text{bound}(\varphi) = \emptyset\), then \(S \cap \text{bound}(\varphi_1) = \emptyset\). Therefore, the induction hypothesis is applicable, and \((l, \pi[S := 0]) \models_R \varphi_1\) iff \((l, \pi[S \cup \text{bound}(\varphi_1) := 0]) \models_K f(\varphi_1, S)\).

Consider the set of clocks \(\text{bound}(\varphi) \setminus \text{bound}(\varphi_1)\). By the syntax of TCTL, these clocks do not appear in \(\varphi_1\), and therefore, as \(S \cap \text{bound}(\varphi) = \emptyset\), they do not appear in in \(f(\varphi_1, S)\) either. Hence \((l, \pi[S \cup \text{bound}(\varphi_1) := 0]) \models_K f(\varphi_1, S)\) iff \((l, \pi[S \cup \text{bound}(\varphi_1) := 0]) \models_K f(\varphi_1, S)\). Similarly, \((l, \pi[S \cup \text{bound}(\varphi_2) := 0]) \models_K f(\varphi_2, S)\) iff \((l, \pi[S \cup \text{bound}(\varphi_2) := 0]) \models_K f(\varphi_2, S)\). We thus have that \((l, \pi[S := 0]) \models_R \varphi_1 \land \varphi_2\) iff \((l, \pi[S \cup \text{bound}(\varphi) := 0]) \models_K f(\varphi_1, S)\) and \((l, \pi[S \cup \text{bound}(\varphi) := 0]) \models_K f(\varphi_2, S)\). This holds iff \((l, \pi[S \cup \text{bound}(\varphi) := 0]) \models_K f(\varphi_1, S) \land f(\varphi_2, S)\). This, by the definition of \(f\), holds iff \((l, \pi[S \cup \text{bound}(\varphi) := 0]) \models_K f(\varphi_1 \land \varphi_2, S)\), and we are done.

The proof is similar for \(\varphi\) of the form \(\varphi_1 \lor \varphi_2\).

- For \(\varphi = E\varphi_1 U \varphi_2\), we have \(f(E\varphi_1 U \varphi_2, S) = E[fair(S, \text{bound}(\varphi)) \land f(\varphi_1, S) U f(\varphi_2, S)]\).

Consider a state \((l, \pi)\) in \(R(U, \psi)\). Assume first that \((l, \pi[S := 0]) \models_R \varphi\). Then, by the semantic of TCTL, there is a path \((l_0, \pi_0), (l_1, \pi_1), \ldots\) in \(R(U, \psi)\) with \((l_0, \pi_0) = (l, \pi[S := 0])\), and there exists \(i \geq 0\) such that \((l_i, \pi_i) \models_R \varphi_2\), and for all \(0 \leq j < i\) we have \((l_j, \pi_j) \models_R \varphi_1\). By the induction hypothesis (applied with \(\varphi = \varphi_2, l = l_1, \pi = \pi_1, \text{and} S = \emptyset\), \((l_i, \pi_i) \models_R \varphi_2\) iff \((l_i, \pi_i[\text{bound}(\varphi) := 0]) \models_K f(\varphi_2, \emptyset)\). Similarly, for all \(0 \leq j < i\), we have that \((l_j, \pi_j) \models_R \varphi_1\) iff \((l_j, \pi_j[\text{bound}(\varphi_1) := 0]) \models_K f(\varphi_1, \emptyset)\). As in the \(\varphi_1 \land \varphi_2\) case, this implies, that \((l_i, \pi_i) \models_R \varphi_2\) iff \((l_i, \pi_i[\text{bound}(\varphi) := 0]) \models_K f(\varphi_2, \emptyset)\), and for all \(0 \leq j < i\), we have that \((l_j, \pi_j) \models_R \varphi_1\) iff \((l_j, \pi_j[\text{bound}(\varphi_1) := 0]) \models_K f(\varphi_1, \emptyset)\). Hence, the induction hypothesis is applicable as follows. Consider the sequence of regions \(\eta = \eta_0, \eta_1, \ldots\) and the sequence of attributions \(b_0, b_1, \ldots \in \{T, E\}^\omega\), where
\[ \eta_0 = \pi[S \cup bind(\varphi) := 0] \] and \[ b_0 = E. \]

For every \( i \geq 0 \), the region \( \eta_{i+1} \) and the attribution \( b_{i+1} \) are defined as follows.

- If the transition in \( R(U, \psi) \) from \( (l_i, \pi_i) \) to \( (l_{i+1}, \pi_{i+1}) \) is an edge transition, in which case there exists \( S_U \subseteq C_U \) for which \( \pi_{i+1} = \pi_i[S_U := 0] \), then \( \eta_{i+1} = \eta_i[S_U := 0] \) and \( b_{i+1} = E. \)

- If the transition in \( R(U, \psi) \) from \( (l_i, \pi_i) \) to \( (l_{i+1}, \pi_{i+1}) \) is a time transition, then \( \eta_{i+1} = \text{succ}(\eta_i)[bind(\varphi) := 0] \) and \( B_{i+1} = T. \)

Note that for every \( k \geq 0 \), we have \( \eta_k = \pi_k[bind(\varphi) := 0] \). Thus, clearly, for all \( k \geq 0 \), we have that \( \eta_k \models (bind(\varphi) = 0) \). Also, for all \( k \geq 1 \), since the only specification clocks that are reset along \( \rho \) are these in \( bind(\varphi) \) and since \( S \cap bind(\varphi) = \emptyset \), we have that \( \eta_k \models T \rightarrow (S > 0) \). Indeed, the value of a clock that is not reset in a time transition must become greater than 0. Since \( bind(\varphi) \subseteq C_\psi \) then, by the definition of \( K(U, \psi) \), the sequence \( \rho = (l_0, \eta_0, b_0), (l_1, \eta_1, b_1), \ldots \) is a path in \( K(U, \psi) \). As detailed above, by the induction hypothesis, we have that \( (l_i, \eta_i) \models f(\varphi_2, \emptyset) \), and for all \( 0 \leq j < i \), we have that \( (l_j, \eta_j) \models f(\varphi_2, \emptyset) \). In addition, \( \rho \) satisfies \( \text{fair}(S, bind(\varphi)) \). Hence, \( (l, \pi[S \cup bind(\varphi) := 0]) \models f(\varphi, \emptyset) \) and we are done.

Assume now that \( (l, \pi[S \cup bind(\varphi) := 0]) \models f(\varphi, S) \). Therefore, there exists a path \( (l_0, \pi_0, b_0), (l_1, \pi_1, b_1), \ldots \) in \( K(U, \psi) \) with \( (l_0, \pi_0, b_0) = (l, \pi[S \cup bind(\varphi) \cup S := 0], E) \), such that the following hold. First, for all \( k \geq 1 \), we have that \( \pi_k \models T \rightarrow (S > 0) \). Second, for all \( k \geq 0 \), we have that \( \pi_k \models (bind(\varphi) = 0) \). In addition, there exists \( i \geq 0 \) such that \( (l_i, \pi_i, b_i) \models f(\varphi_2, \emptyset) \), and for all \( 0 \leq j < i \), we have that \( (l_j, \pi_j, b_j) \models f(\varphi_2, \emptyset) \). Consider the sequence of regions \( \eta = \eta_0, \eta_1, \ldots \) defined as follows.

- \( \eta_0 = \pi[S := 0] \).

For every \( i \geq 0 \), the region \( \eta_{i+1} \) is defined as follows.

- If \( b_{i+1} = E \), in which case there exists \( S_U \subseteq C_U \) for which \( \pi_{i+1} = \pi_i[S_U := 0] \), then \( \eta_{i+1} = \eta_i[S_U := 0] \).

- If \( b_{i+1} = T \), then \( \eta_{i+1} = \text{succ}(\eta_i) \).

Note that for every \( k \geq 0 \), we have \( \pi_k = \pi_k[bind(\varphi) := 0] \). Also, since no specification clocks are reset along \( \eta \), it is guaranteed that the sequence \( (l_0, \eta_0), (l_1, \eta_1), \ldots \) is a path in \( R(U, \psi) \). As detailed above, by the induction hypothesis, we have that \( (l_i, \eta_i) \models \varphi_2 \), and for all \( 0 \leq j < i \), we have that \( (l_j, \eta_j) \models \varphi_1 \). Hence, as \( (l_0, \eta_0) = (l, \pi[S := 0]) \), it follows that \( (l, \pi[S := 0]) \models \varphi \), and we are done.

The proof is similar for \( \varphi \) of the form \( Ap_1 U \varphi_2, EV_1 U \varphi_2 \), or \( Ap_1 U \varphi_2 \).

For \( \varphi = c.\varphi_1 \), we have \( f(\varphi, S) = f(\varphi_1, S \cup \{c\}) \). By the semantics of TCTL, we have \( (l, \pi[S := 0]) \models \varphi \) iff \( (l, \pi[S \cup \{c\} := 0]) \models \varphi_1 \). Since \( c \notin \text{bind}(\varphi_1) \) and \( \text{bind}(\varphi_1) \subseteq \text{bind}(\varphi) \), then \( S \cap \text{bind}(\varphi) = \emptyset \) implies that \( (S \cup \{c\}) \cap \text{bind}(\varphi_1) = \emptyset \). Therefore, by the induction hypothesis, \( (l, \pi[S \cup \{c\} := 0]) \models \varphi_1 \) iff \( (l, \pi[S \cup \{c\} \cup \text{bind}(\varphi_1) := 0]) \models f(\varphi_1, S \cup \{c\}) \). As \( \text{bind}(\varphi) = \{c\} \cup \text{bind}(\varphi_1) \), this holds iff \( (l, \pi[S \cup \text{bind}(\varphi) := 0]) \models f(\varphi_1, S \cup \{c\}) \); thus, iff \( (l, \pi[S \cup \text{bind}(\varphi) := 0]) \models f(\varphi_1, S) \), and we are done.

Theorems 2 and 3 imply the following.

**Corollary 4.** For every timed automaton \( U \) and TCTL formula \( \psi \), the following are equivalent:
1. \( \mathcal{U} \models \psi \).
2. \( \mathcal{K}(\mathcal{U}, \psi) \models \text{untime}(\psi) \).

The transition from \( \mathcal{U} \) to \( \mathcal{K}(\mathcal{U}, \psi) \) involves an exponential blow-up, and the translation of \( \psi \) into \( \text{untime}(\psi) \) involves only a linear blow-up. The model-checking problem for CTL can be solved in space that is polynomial in the specification and only poly-logarithmic in the Kripke structure [BVW94]. Corollary 4 then suggests a PSPACE model-checking algorithm for TCTL, matching the known lower bound [ACD93].

### 3.4 Moving from CTL* to CTL

The formula \( \text{fair}(S_1, S_2) \) that we use in the definition of \( \text{fair} \) is not a CTL formula. Moreover, when we use the formula \( \text{fair} \), it comes before a boolean connective (\( \land \) or \( \rightarrow \)) that relates it to formulas of the form \( \varphi_1 \mathcal{U} \varphi_2 \) or \( \varphi_1 \mathcal{U} \varphi_2 \). Hence, as defined now, the function \( \text{untime} \) translates TCTL formulas to CTL* formulas. In this section we redefine \( f(\varphi, S) \) for \( \varphi \) of the form \( \mathcal{E} \varphi_1 \mathcal{U} \varphi_2, \mathcal{A} \varphi_1 \mathcal{U} \varphi_2, \mathcal{E} \varphi_1 \mathcal{U} \mathcal{A} \varphi_2, \) or \( \mathcal{A} \varphi_1 \mathcal{U} \mathcal{A} \varphi_2 \), so that the resulting formula will be a CTL formula. Recall that

\[
\text{fair}(S_1, S_2) = \mathcal{XG}(T \rightarrow (S_1 > 0)) \land \mathcal{G}(S_2 = 0).
\]

Thus, clearly, we could define

\[
\text{fair}(S_1, S_2) = (S_2 = 0) \land [\mathcal{XG}((T \rightarrow (S_1 > 0)) \land (S_2 = 0))],
\]

which has the form \( \xi_1 \land \mathcal{XG} \xi_2 \), where \( \xi_1 = (S_2 = 0) \) and \( \xi_2 = (T \rightarrow (S_1 > 0)) \land (S_2 = 0) \) are propositional formulas. It follows that we have to translate the following four CTL* formulas to CTL formulas:

1. \( \mathcal{E}(\xi_1 \land \mathcal{XG} \xi_2 \land \varphi_1 \mathcal{U} \varphi_2) \).
2. \( \mathcal{A}(\xi_1 \land \mathcal{XG} \xi_2 \rightarrow \varphi_1 \mathcal{U} \varphi_2) \).
3. \( \mathcal{E}(\xi_1 \land \mathcal{XG} \xi_2 \land \varphi_1 \mathcal{U} \varphi_2) \).
4. \( \mathcal{A}(\xi_1 \land \mathcal{XG} \xi_2 \rightarrow \varphi_1 \mathcal{U} \varphi_2) \).

We translate the four formulas to a fragment of CTL* in which the path formulas may contain two temporal operators connected by a boolean operator. Formulas of this fragment have equivalent formulas in CTL [KG96].

1. \( \mathcal{E}(\xi_1 \land \mathcal{XG} \xi_2 \land \varphi_1 \mathcal{U} \varphi_2) = \xi_1 \land [(\varphi_2 \land \mathcal{EX} \mathcal{EG} \xi_2) \lor (\varphi_1 \land \mathcal{EX} \mathcal{E}((\mathcal{G} \xi_2) \land \varphi_1 \mathcal{U} \varphi_2))].
2. \( \mathcal{A}(\xi_1 \land \mathcal{XG} \xi_2 \rightarrow \varphi_1 \mathcal{U} \varphi_2) = (\neg \xi_1) \lor \varphi_2 \lor (\varphi_1 \land \mathcal{AX} \mathcal{A}((\mathcal{G} \xi_2) \rightarrow \varphi_1 \mathcal{U} \varphi_2)) \lor \mathcal{AX} \mathcal{A} \rightarrow \xi_2.
3. \( \mathcal{E}(\xi_1 \land \mathcal{XG} \xi_2 \land \varphi_1 \mathcal{U} \varphi_2) = \xi_1 \land [(\varphi_1 \land \mathcal{XG} \mathcal{E} \xi_2) \lor (\varphi_2 \land \mathcal{EX} \mathcal{E}((\mathcal{G} \xi_2) \land \varphi_1 \mathcal{U} \varphi_2))].
4. \( \mathcal{A}(\xi_1 \land \mathcal{XG} \xi_2 \rightarrow \varphi_1 \mathcal{U} \varphi_2) = (\neg \xi_1) \lor (\varphi_1 \land \mathcal{XG} \mathcal{E} \xi_2) \lor (\varphi_2 \land \mathcal{AX} \mathcal{A}((\mathcal{G} \xi_2) \rightarrow \varphi_1 \mathcal{U} \varphi_2)) \lor \mathcal{AX} \mathcal{A} \rightarrow \xi_2.

Finally, as the formula \( \mathcal{EX} \mathcal{EG} \xi_2 \) is valid in \( \mathcal{K}(\mathcal{U}, \psi) \), we replace it with true and replace its negation \( \mathcal{AX} \mathcal{A} \rightarrow \xi_2 \) with false. Accordingly, we now have.

1. \( f(\mathcal{E} \varphi_1 \mathcal{U} \varphi_2, S) = \xi_1 \land [\varphi_2 \lor (\varphi_1 \land \mathcal{EX} \mathcal{E}((\mathcal{G} \xi_2) \land \varphi_1 \mathcal{U} \varphi_2))].
2. \( f(\mathcal{A} \varphi_1 \mathcal{U} \varphi_2, S) = (\neg \xi_1) \lor \varphi_2 \lor (\varphi_1 \land \mathcal{AX} \mathcal{A}((\mathcal{G} \xi_2) \rightarrow \varphi_1 \mathcal{U} \varphi_2)).
3. \( f(\mathcal{E} \varphi_1 \mathcal{U} \mathcal{A} \varphi_2, S) = \xi_1 \land [(\varphi_1 \land \mathcal{XG} \mathcal{E} \xi_2) \lor (\varphi_2 \land \mathcal{EX} \mathcal{E}((\mathcal{G} \xi_2) \land \varphi_1 \mathcal{U} \varphi_2))].
4. \( f(\mathcal{A} \varphi_1 \mathcal{U} \mathcal{A} \varphi_2, S) = (\neg \xi_1) \lor (\varphi_1 \land \mathcal{XG} \mathcal{E} \xi_2) \lor (\varphi_2 \land \mathcal{AX} \mathcal{A}((\mathcal{G} \xi_2) \rightarrow \varphi_1 \mathcal{U} \varphi_2)).

This completes the translation of \text{untime}(\psi) into CTL.
4 Discussion

In this paper we suggested a reduction from TCTL model checking to CTL model checking. Recall that the way we define the semantics for TCTL, we do not require path quantification to range only over paths for which time diverges. Since we can replace the divergence requirement by a fairness constraint on $\mathcal{K}(U, \psi)$ (see [HKV96]), it is easy to extend our algorithm to handle a semantics in which path quantification ranges only over divergent paths. Then, TCTL model checking is reduced to Fair-CTL model checking. By [KV95], the latter can be solved with the same space complexity as CTL model checking. Hence, the PSPACE complexity is preserved.

Our reduction handles the reset quantifier of TCTL by augmenting the region graph induced by a timed automaton with new transitions and limiting path quantification in the formula. As such, our reduction can be easily adjusted to handle model checking of TCTL formulas when interpreted with respect to hybrid systems with finite bisimulations [Hen95].

The advantage of the algorithm that follows from our reduction is the existence of fine-tuned tools for CTL model checking. The algorithm can be optimized further by exploiting the special structure of $\mathcal{K}(U, \psi)$. For example, the optimization suggested in [HKV96], which integrates states that differ only in their region element into a single state, can be used also here. It remains to be seen how the algorithm performs in practice.
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