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Abstract

The separation principle - since its introduction by Shannon for ergodic sources and discrete memoryless channels - has been a guideline in designing communication systems. It states that separate optimization of source and channel coding modules is optimum and by joint optimization of source and channel coder, the overall performance of the system cannot be improved any further. Therefore, to achieve minimum end-to-end distortion, one has to transmit information at maximum rate at which reliable communication is possible. In this paper, we consider a class of time-varying channels where the impulse response of the channel changes with time. We consider the cases where the side information regarding the state of the channel is available at the receiver and/or the transmitter. Availability of the channel state information at the receiver can result in the possibility of using different channel codes based on the state of the channel. At the same time, having this information at the transmitter can be used to transmit signals over the channel with time-varying power. It has been shown that that availability of this information at both the transmitter and the receiver can increase the rate at which information is transmitted reliably [5]. We show that this is also the case when these information are available at either the receiver or the transmitter alone.

We also demonstrate that if the channel side information is available at the receiver, the separation principle does not hold any longer. Specifically, when the state information is present at both the receiver and the transmitter, then for the time-varying additive noise Gaussian channels with constraint on the average power, the power allocation that achieves maximum capacity is, in general, not the same as when minimum end-to-end distortion is targeted. Explicit power control algorithms for narrow-band Rayleigh fading channels are found and shown that different power allocation strategy and considerable overall improvement can be expected when rate-distortion function of the source is taken into consideration.

We also show that for time-varying channels with informed receiver superposition codes - constructed in a similar fashion as for broadcast channels - can be used to achieve the capacity. Indeed, this class of channels is a generalization of the broadcast channels. Both for the time-varying channels with informed receiver and the broadcast channels, the separation principle fails and different channel codes should be used based on the distortion-rate function of the source. Finally, time-varying channels with informed transmitter are investigated and shown that the capacity of these channels are achieved through allocation of power based on the state of the channel.
1 Introduction

The joint source and channel coding theorem has been stated for different classes of sources and channels. For example, Shannon derived this theorem for ergodic sources with rate-distortion function $R(D)$ and discrete memoryless channels with capacity $C$ [10]. This theorem usually has two components known as positive and converse coding theorems. More precisely, Shannon showed that, for all $\epsilon > 0$, there exists a block code to transmit the information over the channel with distortion $D + \epsilon$ or less through transmitting $(\frac{C}{R} - \epsilon)$ source letter per use of channel. Conversely, if a coder transmits $t$ message letters through $n$ use of the channel resulting in end-to-end distortion of $D$, then

$$\frac{n}{t} C \geq R(D) - \epsilon,$$

for all $\epsilon > 0$. Note that the above theorem implies that only two parameters, namely the rate of the source at distortion level $D$, $R(D)$, and the capacity of the channel $C$, is sufficient to determine if reliable transmission of the source over the channel is feasible. Therefore, to achieve minimum end-to-end distortion one has to aim for maximum possible channel capacity.

Also, an implicit consequence of the above theorem is what is known as the separation principle. Based on this principle, the operation of the transmission of a source over a channel can be split into a source coding module and a channel coding module without loss of optimality. In other words, the channel encoder can be designed -without any consideration of the source- to achieve transmission rate close to the channel capacity. and at the same time, the source encoder should compress the source as much as possible without any consideration of the channel encoder being used.

Even though the separation principle has become a guideline in designing communication systems, one has to be aware of the fact that there are instances where the separation principle does not hold. For example, if the ergodicity assumption of the source is not valid or if it is not possible to characterize the capacity of the channel by only one parameter, then the separation principle is not necessarily valid and further investigation of the statistical characteristics of the source and/or channel become necessary. Also, while transmitting correlated sources over multi-access channels, it can be shown that the separation principle
does not hold [2]. In [14], it is shown that source-channel separation principle always holds if the source is stationary or the capacity \(^1\) of the channel is insensitive to the “good” codes being required for all sufficiently long block-lengths or only for infinitely many long block-lengths.

If we assume that the amount of incurred delay \(^2\) should be bounded, then joint source and channel coding design can be advantageous. For example in the case of causal coding of a source transmitted over the binary symmetric channel it has been shown that the separation principle is not valid [16]. Also, for channels with memory, one can show that the quantization of the source considering the channel statistics can improve the overall end-to-end performance of the quantization operation[15].

In this report(paper), we are considering the class of time-varying channels where the statistics of the channel changes with time. These variations are usually characterized by considering the impulse response of the channel to be time-varying or the noise conditions change over time. Time-varying channels can be used to model a large class of channels. An example is the Rayleigh fading channel where due to the multi-path the instantaneous value of the signal to noise ratio (SNR) can be an order of magnitude lower or higher than the nominal SNR value [5]. The information regarding the state of the channel can be used in either the receiver and/or the transmitter to improve the overall performance of the system. It is known that availability of these information at both the receiver and the transmitter can increase the rate at which reliable transmission is possible. We show that availability of these information at either the receiver or the transmitter alone can also increase the overall transmission rate.

Another interesting question with respect to these channels is the validity of the separation principle. Specifically, for the informed receiver and/or transmitter, is the two stage processing - separate source and channel coding - still optimum or can further improvement be realized through joint source and channel coding? We show that if the channel state information is available at the receiver then the separation principle is not valid anymore. This is, however, not true in the case of informed transmitter.

In the next section, we first outline and formalize the channel model used throughout the

---

\(^1\)A different definition of capacity is used in [14] than the usual definition based on the mutual information of the input and output of the channel.

\(^2\)This delay is usually characterized by the block size of the codes used in the source and the channel coders.
paper and then characterize four fundamental cases based on the availability of the channel state information at the transmitter and/or the receiver where each case is treated separately in the subsequent sections. We also show that the broadcast channel can be considered as a specific case of the time-varying channel with informed receiver, and similarly to this case the separation principle of the source and channel does not hold any longer.

2 Time-Varying Channels

Time-varying channels are modeled with linear time-varying impulse response, namely $h(t, w(t))$, and additive channel noise, $n(t)$. The channel state is indexed by $w(t) \in \Omega$ which is assumed to be stationary and ergodic and all the states $w(t)$ are assumed to be positive recurrent. Furthermore, it is assumed that the set $\Omega$, which can be uncountable, is known to both the transmitter and the receiver and they both have information about the possible states. It is also assumed that the channel at each state is memoryless for the duration of that state. Based on the availability of $w(t)$, at all time $t$, at the receiver and/or receiver one can distinguish four different cases:

Case I (Informed transmitter and receiver): Both the receiver and the transmitter are aware of the state of the channel.

Case II (Informed receiver): Only the receiver knows about the current state of the channel.

Case III (Informed transmitter): Only the transmitter knows about the current state of the channel.

Case IV: Neither the receiver nor the transmitter knows the channel state.

These classes of channels are known as channels with side information [11], Figure 1. In the case where the state of the channel is available, we assume that it is known instantaneously and without any delay.\textsuperscript{3}

Availability of the channel state information at the receiver and the transmitter has different consequences. Having this information at the transmitter results in being able to vary the transmitted channel symbol as well as the frequency of choosing each input symbol based on the state of the channel. For example, in the case of channels with constraint on

\textsuperscript{3}In the case where the state of the channel needs to be estimated and it is not provided as a side information then this delay cannot be assumed to be zero.
the transmitted power, the transmitted power can be varied based on the state of the channel. Having this information at the receiver, however, provides the capability of being able to decode the output of the channel based on the state of the channel or to use different channel codes altogether.

An important class of channels are the additive white Gaussian noise (AWGN) channels, that is, channels where the channel noise is assumed to be additive and has Gaussian distribution. If we assume that this noise is white, then the capacity of this channel is given as a function of single parameter, namely the SNR as

$$C(\gamma) = \frac{1}{2} \log(1 + \gamma),$$

(2)

where SNR is denoted by $\gamma$. As far as the capacity is concerned, the effect of time-varying impulse response is then to modulate the value of $\gamma$. Therefore, we can index the states of the channel based on the noise power of the states.

From a practical aspect, by monitoring the value of the received SNR, the receiver can get a good indication of the status of the channel. This is true since the state of the channel is classified based on its noise level. If now this information is not sent back to the transmitter then one can assume that the operating situation is similar to that of Case II and the transmitted power is constant throughout the transmission [9]. And, if this information is sent back to or is available directly from the channel at the transmitter, then the situation is similar to that of Case I. This is very similar in nature to that of
closed-loop or fast power control algorithms currently used in wireless transceivers. In such transceivers, the receiver updates the transmitter about the status of the received signal (and hence the channel) and requests for either increasing or decreasing the transmitted signal power [13].

We define the capacity of the channel as the maximum possible information rate that can be transmitted reliably over a channel or

$$C_{\max} \triangleq \max \sum_{i \in \mathcal{I}} p_i R_{i,c}$$  \hspace{1cm} (3)

where $\mathcal{I} = \Omega$ is the sample space of the state process, $R_{i,c}$ is the information rate transmitted and $p_i$ is the probability of being at state $i \in \mathcal{I}$. The state process being ergodic, $p_i$ also corresponds to the fraction of time spent at state $i$. Note that the value of $R_i$ is not necessarily the same for the four cases stated under investigation and clearly the overall capacity can be different.

Our primarily goal is to replicate a source signal while encountering minimum end-to-end distortion. Assuming that the distortion function used is additive we then have

$$D_{\min} \triangleq \min \sum_{i \in \mathcal{I}} p_i D(R_{i,d})$$  \hspace{1cm} (4)

where $D(R)$ is the distortion-rate function of the source being transmitted and $R_{i,d}$ is the transmission rate at state $i$. Note that

$$D_{\min} \leq \sum_{i \in \mathcal{I}} p_i D(R_{i,c})$$  \hspace{1cm} (5)

or the solution of (3) gives an upper bound for the distortion $D_{\min}$ in (4).

**Definition:** The source and channel coding separation holds if

$$D_{\min} = \sum_{i \in \mathcal{I}} p_i D(R_{i,c})$$  \hspace{1cm} (6)

If the separation principle does not hold then it is advantageous to combine source and channel coding in a sense that the codes used to transmit information over the channel should be designed considering the distortion-rate function $D(R)$ of the source.

Considering the AWGN channel, we assume that there is a constraint on the average
power of the transmitted signal. In this case, both (3) and (4) are constrained optimization problems with the constraint being on the average power $\bar{S}$. Let $S_i$ be the transmitted power used at state $i$, then this constraint can be written as:

$$\sum_{i \in I} p_i S_i \leq \bar{S}. \quad (7)$$

This constraint defines a polytope $S$ of all the $I$-tuple points $(S_1, S_2, \ldots, S_I)$ that satisfy the above, where $I$ is the cardinality of the state process $I$. Note that it is possible to have different transmitted power for each state $i$ only if the transmitter is aware of the current state of the channel.

If the rate $R_i$ at state $i$ is a function of $S_i$, the power used at that state, then we can define the distortion-power function $\tilde{D} \triangleq D \circ C$ as

$$\tilde{D}(S_i) = D(C(S_i)) \quad (8)$$

where $D$ is the distortion-rate function and $C$ is the capacity function which in the case of the AWGN channel is $1/2 \log(1 + \frac{S}{N_i})$. Now since $C$ is a convex increasing function of $S_i$ and $D$ is a convex decreasing function of $R_i$, it is straightforward to show that $\tilde{D}$ is a convex decreasing function. The optimization problem (4) can now be rewritten as

$$D_{\text{min}} \triangleq \min_{i \in I} \sum_{i} p_i \tilde{D}(S_i). \quad (9)$$

In the following sections, we look at the Case I,II,III outlined previously in more details. Case IV is the usual case with no information available at either the transmitter or the receiver and its behavior is similar to that of average channel with transmitted power being constant at $S = \bar{S}$ for all the state. In the case of the AWGN channel, the capacity is then

$$C = \frac{1}{2} \log \left( 1 + \frac{S}{N} \right), \quad (10)$$

where $N = \sum_{i \in I} p_i N_i$, $N_i$ being the noise power at state $i$. Clearly, in this case the separation principle holds and joint source and channel coding does not provide any improvement over two-step processing (separate source and channel coding).
3 Case I: Informed Transmitter and Receiver

In this case, both the transmitter and the receiver are instantaneously aware of the status of the channel. Therefore, the transmitter has the capability of sending information at variable power and can also use different source and channel coder at different states. The latter is possible since the receiver can switch to the corresponding source and channel encoder simultaneously. Such coding system can be looked at as a "time diversity" system with multiplexed input and de-multiplexed output [5]. It is then straightforward to show that

\[ C_{\text{max}} = \sum_{i \in \mathcal{I}} p_i I(X_i; Y_i), \]  

where \( I(X_i; Y_i) \) is the mutual information between the input and the output random processes of the channel at state \( i \) [11]. In the case where there is constraint on the average signal power then the capacity is given by:

\[
C_{\text{max}} = \max \sum_{i \in \mathcal{I}} p_i I(X_i; Y_i) \\
\text{s.t.} \quad \sum_{i \in \mathcal{I}} p_i S_i \leq \bar{S}
\]

where now \( I(X_i; Y_i) \) is a function of \( S_i \) - the signal transmission power at state \( i \). For example, in the case of the AWGN channel where \( I(X_i; Y_i) = \frac{1}{2} \log(1 + S_i/N_i) \), it is straightforward to show that

\[
S_i + N_i = \theta \quad \text{for all } i \text{ such that } S_i > 0 \\
S_i + N_i > \theta \quad \text{for all } i \text{ such that } S_i = 0
\]

where \( \theta \) is a positive constant number [5].

If the aim is to minimize the distortion of a source signal having distortion-rate function \( D(R) \), then using a similar multiplexed input and de-multiplexed output scheme for the channel as well as source encoding and decoding, the minimum distortion is found through solving the following optimization problem:

\[
D_{\text{min}} = \min \sum_{i \in \mathcal{I}} p_i D(I(X_i; Y_i))
\]
Clearly, unless \( D(R) \) is a linear function, the solution to (14) is not the same as (12). This means that for each channel state \( i \), different channel coder should be used based on the distortion-rate function of the source and as a result the separation principle does not hold. For example, for the AWGN channel the minimum distortion is reached if

\[
-\frac{D'(R)}{S_i + N_i} |_{R=1/2 \log(1+S_i/N_i)} = \theta \quad \text{for all } i \text{ such that } S_i > 0
\]

\[
-\frac{D'(R)}{S_i + N_i} |_{R=1/2 \log(1+S_i/N_i)} < \theta \quad \text{for all } i \text{ such that } S_i = 0
\]

An implication of the above is to include more number of states with high noise level and at the same time decrease the allocated power of those the states which have low noise level. Also, the more “convex” the distortion-rate function of the source, the more advantageous the above policy and hence the joint source and channel coding becomes. We can now state the following theorem:

**Theorem 1** *For a time-varying channel with informed transmitter and receiver and constraint on the average signal power transmission, the separation does not hold and the minimum end-to-end distortion is not necessarily achieved by transmitting at the channel capacity.*

Note that the above is true even though the source is stationary. This result may seem to be in contrast to that of [14] where it is shown that the stationarity of the source is a sufficient condition for the separation principle to hold, however, there is no contradiction as we are considering sources with fidelity criterion, while [14] considers only the case of \( D = 0 \).

In the following, we consider the Rayleigh fading channel. We show that we can model this channel as a time-varying channel and joint source and channel coding results in a different power allocation algorithms, hence the separation principle does not hold.

### 3.1 Narrow-band Rayleigh Fading Channel

In this section, we first discuss the development outlined in [5] to find the optimal power control assignment for narrow-band Rayleigh fading channels. This is done through capacity optimization formalized as in (3). We then show that by using optimization (4), an
alternative power control algorithm results which has different characteristics and is dependent on the distortion-rate function of the source being transmitted. An implication of this is that the power control algorithm that achieves maximum capacity is not necessarily the same as the case which achieves minimum end-to-end distortion, and as a result, different channel coder should be used at each state of the channel. In other words, the separation principle is not valid.

Due to multi-path and constructive or destructive combining of these paths, the envelope of the received signal is shown to vary in time and follows a Rayleigh distribution. It is then possible to define channel gain, $G$, which corresponds to the received signal power when the transmitted signal, $S$, is constant and $S = 1$. Then $G$ has exponential distribution given by $f_G(g) = e^{-g}$. Let $\gamma$ be the received SNR when the transmitted power is constant and equal to $S$, then

$$\gamma = \frac{SG}{N}. \tag{16}$$

Now, if we let $S(\gamma)$, the transmitted signal power, vary in time as a function of $\gamma$ with an average value $\bar{S}$, then the received SNR is $\gamma S(\gamma) / \bar{S}$ and the optimization (3) becomes

$$C_{\text{max}} = \max_{S(\gamma)} \int \frac{1}{2} \log \left( 1 + \frac{\gamma S(\gamma)}{\bar{S}} \right) f(\gamma) d\gamma$$

s.t. $\int S(\gamma) f(\gamma) d\gamma = \bar{S} \tag{17}$

where $f(\gamma)$ is the distribution of $\gamma$ which is exponential with mean $\gamma_S = \frac{SG}{N}$. It can then be shown that the following power control algorithm is the solution of the above optimization problem

$$\frac{S(\gamma)}{\bar{S}} = \begin{cases} \frac{1}{\gamma_0} - \frac{1}{\gamma} & \gamma \geq \gamma_0 \\ 0 & \gamma < \gamma_0 \end{cases} \tag{18}$$

where $\gamma_0$ is the so-called cut-off SNR which is bounded above from zero and is found by substituting (18) into (17).

The power control algorithm used in practical applications is usually based on the received SNR. If this SNR is lower than what is expected, then the receiver can request the transmitter to increase its transmitting power and hence increases the received SNR. The power control algorithm proposed by (18) and shown in Figure 2 has the following two distinguished differences from what is usually used in practice.
• It imposes a cut-off SNR ($\gamma_0$) where if the received SNR is below this value, then the transmitted power of that user is set to zero.

• $S(\gamma)$ is a strictly increasing function of $\gamma$ and approaches $\bar{S}/\gamma_0$ as $\gamma \to \infty$.

An implication of these two properties is that in the multi-user, multi-access environment, where users share transmission medium and each user signal is considered as noise to the other users, the users are split into two groups, those who will be cut-off due to their low signal level (first property) and those who as a result can improve their signal level (second property).

We now show that by considering the optimization (4) a different power control algorithm can be found which is close to what is used in practice and both of the above properties are not necessarily present.

Following the same procedure as above, we have the following optimization problem

$$D_{\min} = \min_{\tilde{S}(\gamma)} \int D \left( \frac{1}{2} \log(1 + \frac{\gamma S(\gamma)}{\tilde{S}}) \right) f(\gamma) d\gamma$$

s.t. \[ \int S(\gamma) f(\gamma) d\gamma = \bar{S} \] (19)
Using the Lagrange multiplier method, the optimal policy has to satisfy

\[ \frac{\gamma}{1 + \frac{\gamma \mathcal{S}(\gamma)}{S}} g \left( \frac{\mathcal{S}(\gamma)}{S}, \gamma \right) = \gamma_0, \]  
(20)

or

\[ \frac{\mathcal{S}(\gamma)}{S} = \frac{1}{\gamma_0} g \left( \frac{\mathcal{S}(\gamma)}{S}, \gamma \right) - \frac{1}{\gamma} \]  
(21)

where \( g \) is defined as,

\[ g(x, y) \triangleq -D'(R) \big|_{R=\frac{k}{2 \log(1+x_y)}}. \]  
(22)

Note that \( g \) is a positive increasing convex function in both \( \mathcal{S}(\gamma) \) and \( \gamma \). Clearly, \( \gamma_0 \) is a constant greater than zero which can be found by substituting (21) into (19).

From (22) we have

\[ g \left( \frac{\mathcal{S}(\gamma)}{S} = 0, \gamma \right) = -D'(0), \]  
(23)

where \( D'(0) \) is the slope of the distortion-rate function when no information is transmitted. Now since \( \mathcal{S}(\gamma) \geq 0 \), (21) is defined only for

\[ \gamma \geq \frac{\gamma_0}{-D'(0)}, \]  
(24)

where the right hand side is the cut-off SNR which we denote by \( \gamma_c \). This is a rare event, however, for sources where \( D'(0) = -\infty \), \( \gamma_c = 0 \) and there is no cut-off SNR. This is in contrast to the maximum-capacity power control algorithm of (18).

As \( \gamma \rightarrow \infty \), from (21), one can show that

\[ \frac{\mathcal{S}(\gamma)}{S} \rightarrow 0. \]  
(25)

This suggest that the asymptotic behavior of (21) is also different from that of the maximum-capacity policy of (18) and is similar to the power control algorithm used in practice. Relations (24) and (25) can be explained intuitively by noting the convexity property of the distortion-rate function, where its behavior around \( R = 0 \) results in (24) and its asymptotic behavior \( (R \rightarrow \infty) \) results in (25).

\[ ^4 \text{If } D'(R) \text{ is constant for all value of } R \text{ (} D(R) \text{ is a linear function of } R \text{) then (21) is similar to (18) which maximizes the capacity.} \]
Figure 3: $S(\gamma) / S$ vs. received SNR ($\gamma$). $\gamma_S = 5$

**Example:**

Let us assume exponential distortion-rate function $D(R) = 2^{-\beta R}$. $R \geq 0$, where $\beta$ is a nonzero positive real number. Since $-D'(0) = \beta \ln 2$, then for all $\beta < \infty$, the cut-off SNR, $\gamma_c$, is bounded above from zero. Then we can show that the minimum-distortion policy is

$$
\frac{S(\gamma)}{S} = \begin{cases} 
\left( \frac{1}{\gamma^2 \gamma_c} \right)^{\frac{1}{\gamma_c}} - \frac{1}{\gamma} & \gamma \geq \gamma_c \\
0 & \text{otherwise}
\end{cases} \quad (26)
$$

and

$$
\gamma_m = \gamma_c \left( 1 + \frac{1}{\beta} \right)^{1+\beta} \quad (27)
$$

where $\gamma_m$ is the $\gamma$ corresponding to the maximum $\frac{S(\gamma)}{S}$. For $\beta = 2$, which corresponds to distortion-rate function of high-rate quantizer [6], we can further simplify the above to

$$
\frac{S(\gamma)}{S} = \begin{cases} 
\frac{1}{\gamma^2 \gamma_c^{1/3}} - \frac{1}{\gamma} & \gamma \geq \gamma_c \\
0 & \text{otherwise}
\end{cases} \quad (28)
$$

and

$$
\gamma_m = \frac{27}{8} \gamma_c \quad (29)
$$
Figure 3 shows the optimum distortion power allocation policy for different value of $\beta$ ($\beta = 0, 1, 2$) where the respected cut-off SNR, $\gamma_c$, is shown in Figure 4. Note that $\beta = 0$ corresponds to the power allocation for maximum-capacity which is repeated from Figure 2.

Now, as $\beta \to 0$, $\gamma_m \to \infty$ and the policy (26) becomes similar to the maximum-capacity policy. This is expected since $D'(R) \to 0$ is independent of the value of $R$. At the other extreme, as $\beta \to \infty$, $\gamma_m \to e\gamma_c \to 0$, since $\gamma_c \to 0$ as shown in Figure 4. Note that the value of $\beta$ is an indication of the convexity of the distortion-rate function. As a result, as the distortion-rate function becomes more convex, the difference between maximum-capacity and minimum-distortion becomes more pronounced as shown in Figure 5. Note that as the distortion-rate function becomes more convex ($\beta$ becomes larger), the overall distortion due to the use of minimum-distortion policy decreases whereas maximum-capacity policy distortion flattens and becomes insensitive to the distortion-rate function. Also, for example for $\beta = 2$, the amount of reduction in the overall distortion is significant (more than an order of magnitude) which points to the advantages of joint source and channel coding.
Figure 5: Distortion for minimum-distortion and maximum-capacity policies vs. $\beta$ in case of informed transmitter and receiver for narrow-band Rayleigh channels with $D(R) = 2^{-\beta R}$.

3.2 Optimization using Distortion-Power Function

If the channel noise is not additive Gaussian then the capacity of the channel cannot be found using (2) and one needs to generalize the derivation of the previous section. As it was stated in the introduction, it is possible to define a distortion-power function for each channel state and show that it is a decreasing convex function of the signal transmission power used at that state. Even though the distortion-rate function is the same for each state, they will have different distortion-power functions since the corresponding noise at each state is different. The higher the noise power, the less convex this function for a given distortion-rate function. The optimum solution can be achieved through minimization of (9) subject to the constraint on the average power. Distortion-power $\tilde{D}(S_i)$ being a convex function, the solution of this optimization is given by [7]

$$
\frac{\partial \tilde{D}(S_i)}{\partial S_i} = \lambda \quad \text{all } i \text{ such that } S_i > 0
$$

$$
\frac{\partial \tilde{D}(S_i)}{\partial S_i} \leq \lambda \quad \text{all } i \text{ such that } S_i = 0
$$

(30)

where $\tilde{D}(S_i)$ is the distortion-power function at state $i$. As a result, the optimum policy is the constant slope policy similar to that being proposed to minimize the total rate-
constrained distortion [12]. Implicit in the above solution are the following conclusions:

- In general, there is a cut-off state where the noise power is too high to allocate any power to that and all the states with higher noise power.
- As the noise level decreases, the amount of allocated power diminishes to zero.

4 Case II: Informed Receiver

This case corresponds to the situation where the receiver instantaneously becomes aware of the state of the channel but the transmitter does not have this knowledge. In this case the transmitting power cannot be varied by the transmitter but the receiver will have the capability to decode different codes based on the channel state. We assume that both the receiver and the transmitter know the above. In other words, even though the transmitter does not know about the current state of the channel, it knows that the receiver has this knowledge. Therefore, it is possible for the transmitter to present the information in such a way that the receiver can extract the most amount of information.

The situation is similar to the broadcast channel problem considered by Cover [3] where a transmitter wants to send information to two different receivers through the same transmission medium but with different channel characteristics - the noise level of the channels are different. The broadcast channel problem is to find the capacity region where each point in this region corresponds to a set of rates that can be simultaneously transmitted to all the receivers. The general two receiver case has been solved by Cover but the capacity region corresponding to three or more receivers is still an open problem. As a result, in this section we only consider a channel with two states, namely good and bad states where the probability of being in the good state is denoted by $q$. In general, each two-state time-varying channel can be characterized by a two-receiver broadcast channel with additional parameter $q$. Even though only the two-state channel case is considered, we must add that the conclusions drawn are general enough to include multi-state channels.

In the appendix, we state some of the formal definitions and theorems related to the broadcast and the physically degraded broadcast channels for two receiver case. Superposition codes are usually used to achieve the capacity region, where two codes with the same input alphabet $X$ but different output alphabets $Y_1$ and $Y_2$ corresponding to different chan-
nels are designed. At each transmission instant the codes intended to both receivers are added and then transmitted. The good receiver first decodes the information intended for the bad receiver, which can be done free of error, and then subtract this from the received code to get the information intended to itself. For the bad receiver, however, the information sent to the good receiver is considered as an additive noise. For example, in the case of the AWGN channel, two codes corresponding to two different SNR values of $\frac{\alpha S}{N_1}$ and $\frac{(1-\alpha)S}{\alpha S+N_2}$ are designed, where as in the appendix, $N_1$ and $N_2$ are the noise power of the good and bad receivers, respectively, and $0 \leq \alpha \leq 1$.

In the following sub-sections, we first derive the optimal code design policy to achieve maximum-capacity as well as minimum-distortion. We show that these two policies are not necessarily the same. In other words, the channel coders used to achieve optimum performance are not the same (the separation principle does not hold) and as a result, while designing channel coders, it is necessary to consider the characteristics of the source. The case of the AWGN channel is considered in more details.

4.1 Maximum-Capacity Optimization

Let $X - Y_1 - Y_2$ be the corresponding broadcast channel of the two-state time-varying channel and define

$$C(f(u)) \triangleq I(U; Y_2) + q \max \{I(X; Y_1|U) - I(U; Y_2), 0\}.$$  \hspace{1cm} (31)

where $f(u)$ is the probability distribution of random variable $U$, then the capacity of the time-varying channel is given by

$$C_{\text{max}} = \max_{f(u)} C(f(u)).$$  \hspace{1cm} (32)

In the case of the AWGN channel, $C(f(u))$ can be described by a single parameter $\alpha$ as

$$C(\alpha) \triangleq R_2(\alpha) + q \max \{R_1(\alpha) - R_2(\alpha), 0\},$$  \hspace{1cm} (33)

where

$$R_1(\alpha) = \frac{1}{2} \log \left(1 + \frac{\alpha S}{N_1}\right),$$
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and the optimization problem (3) becomes
\[ C_{\text{max}} = \max_{0 \leq \alpha \leq 1} C(\alpha). \] (35)

Note that (33) can be interpreted as the possibility of reliable transmission of information at rate \( R_2(\alpha) \) all the time, and extra information at rate \( R_1(\alpha) - R_2(\alpha) \) only during the time where the channel is in the good state.

For \( \alpha < \alpha_t \) where
\[ \alpha_t = \frac{\sqrt{(N_1 + N_2)^2 + 4N_1S} - (N_1 + N_2)}{2S} \] (36)
\( R_1(\alpha) < R_2(\alpha) \) and as a result, (35) can be rewritten as
\[
C_{\text{max}} = \max \left\{ R_2(0), \max_{\alpha_t \leq \alpha \leq 1} C(\alpha) \right\} \]
\[
= \max \left\{ R_2(0), \max_{\alpha_t \leq \alpha \leq 1} \{ qR_1(\alpha) + (1 - q)R_2(\alpha) \} \right\} \] (37)

Note that the value of \( \alpha_t \) is independent of \( q \) and depends only on the noise power of the channel, namely \( N_1 \) and \( N_2 \), and the transmission power \( S \).

Let us define \( q_* \) as
\[
q_* \triangleq \frac{R_2(0)}{R_1(1)} \]

\[
= \frac{\log(1 + S/N_2)}{\log(1 + S/N_1)}, \quad \text{(for AWGN channel)} \] (38)

then only if \( q > q_* \), \( \alpha = 1 \) can result in \( C_{\text{max}} \) and similarly, \( \alpha = 0 \) can result in \( C_{\text{max}} \) only if \( q < q_* \). Now if we assume \( \alpha > \alpha_t \), then taking the derivative of \( C(\alpha) \) with respect to \( \alpha \), one arrives at
\[
\frac{\partial C(\alpha)}{\partial \alpha} = \frac{q}{2} \frac{S}{\alpha S + N_1} - \frac{1 - q}{2} \frac{S}{\alpha S + N_2}. \] (39)

Equating the above to zero, we get the following relation between \( \alpha \) that maximizes the capacity \( (\alpha_{m,c}) \) in term of \( q \)
\[
\alpha_{m,c} = \frac{q(N_1 + N_2) - N_1}{-2qS + S}. \] (40)
In the interval of our interest, namely $\alpha_t \leq \alpha_{m,c} \leq 1$, $\alpha_{m,c}$ is an increasing function of $q$. Substituting (40) into $C(\alpha)$, we have

$$C(\alpha_{m,c}) = \frac{q}{2} \log \left( \frac{q \left( N_2 - N_1 \right)}{1 - 2q} \right) + \frac{1 - q}{2} \log \left( \frac{1 - 2q \left( S + N_2 \right)}{1 - q \left( N_2 - N_1 \right)} \right).$$

Let $q_t$ be the value of $q$ which makes (41) to be equal to $R_2(0)$ and find $q_h$ by equating $\alpha_{m,c}$ to 1 or

$$q_h = \frac{1}{2} \frac{N_2 - N_1}{2(2S + N_2 + N_1)}. \quad (42)$$

Clearly, $q_t \leq q_h \leq \frac{1}{2}$ where $q_t = q_h = 1/2$ if and only if $N_2 = N_1$, which is the case if the channel had only one state.

We can now define the superposition region $(q_t, q_h)$ only if $q_h > q_*$. Note that only if $q \in (q_t, q_h)$ one can achieve higher capacity through use of superposition codes. Outside of this region, one either designs the channel code for the good state ($q \geq q_h$) or for the bad state ($q \leq q_t$). Also, note that both $q_h$ and $q_t$ are less than 1/2, or superposition codes should not be used if the channel is in the good state at least half of the time. In most time-varying channels encountered in practice, the fraction of time spent in the bad state is small (e.g. 1%). For such channels, to achieve maximum capacity, one has to design the channel coder for the good state and consider the information transmitted during the bad state as loss of capacity.

**Example:**

Let $S/N_1 = 7$ and $S/N_2 = 3$. Then from (42) and (38) $q'_h = 0.462$ and $q_* = 0.666$. Now since $q_* > q_h$, it is not possible to define superposition region and the optimal policy is to use $\alpha = 1$ if $q \geq q_*$, and to use $\alpha = 0$, otherwise.

If $S/N_1 = 7$ and $S/N_2 = 1$, then

$$q_* = 0.333,$$

$$q_h = 0.367,$$  \hspace{1cm} (43)

$$q_t = 0.329.$$  

Since $q_* < q_h$, it is possible to define superposition region as $(0.329, 0.367)$ where superposition codes should be used if $q$ belongs to that interval. In the next sub-section, we show that if we consider the distortion-rate function and aim for minimum-distortion instead of
maximum-capacity, the superposition region changes and the separation does therefore not hold.

4.2 Minimum-Distortion Optimization

We assume that successive refinement of the source as defined by Equitz and Cover is possible [4]. In other words, it is possible to generate two information streams with rates $R_2$ and $R_1 - R_2$ such that both $\{R_1, D(R_1)\}$ and $\{R_2, D(R_2)\}$ are on the distortion-rate curve. This condition is not too restrictive as a large class of sources such as Gaussian distributed sources with squared-error and Laplacian distributed sources with absolute error can be successively refined [4]. Similarly to (33), then for the AWGN channels, we define

$$D(\alpha) = D(R_2(\alpha)) + q \min \{D(R_1(\alpha)) - D(R_2(\alpha)), 0\}. \quad (44)$$

where $R_1$ and $R_2$ are defined as (34), and the optimization problem is to find

$$D_{\text{min}} = \min_{0 \leq \alpha \leq 1} D(\alpha). \quad (45)$$

Note that if $R_1(\alpha) \leq R_2(\alpha)$ then $D(R_1) \geq D(R_2)$. Therefore, for the $\alpha_i$ given by (36), we can rewrite the above as

$$D_{\text{min}} = \min \left\{ D(R(0)), \min_{\alpha_i \leq \alpha \leq 1} D(\alpha) \right\} \quad (46)$$

Let us define $q_*$ as

$$q_* = \frac{1 - D(R_2(1))}{1 - D(R_1(0))}. \quad (47)$$

then only if $q > q_*$, $\alpha = 1$ can result in $D_{\text{min}}$ and similarly, $\alpha = 0$ can result in $D_{\text{min}}$ only if $q < q_*$. Note that, similar to the maximum-capacity optimization, the superposition region can be defined only if $q_h > q_*$. Now if $\alpha > \alpha_I$, then $D(R_1(\alpha)) < D(R_2(\alpha))$ and by taking the derivative of the both sides of (44), we arrive at

$$\frac{\partial D(\alpha)}{\partial \alpha} = \frac{qS}{2(\alpha S + N_1)} D'(R_1) - \frac{(1 - q)S}{2(\alpha S + N_1)} D'(R_2), \quad (48)$$
where
\[ D'(R_i) \triangleq \frac{\partial D(R)}{\partial R} \big|_{R=R_i(\alpha)} \quad i = 1, 2. \] (49)
and equating (48) to zero, we find the following relation between \( q \) and \( \alpha_{m,d} \),
\[ q = \frac{\alpha_{m,d} S + N_1}{\alpha_{m,d} S + N_1 + \frac{D'(R_1)}{D'(R_2)}(\alpha_{m,d} S + N_2)}. \] (50)
Note that since \( D(R_1) < D(R_2) \), \( D'(R_2(\alpha)) \leq D'(R_1(\alpha)) < 0 \), and
\[ \frac{D'(R_1)}{D'(R_2)} \leq 1, \] (51)
where the equality holds if and only if the distortion-rate function is linear or \( R_1 = R_2 \). Note that this constitutes a small class of sources. If we now substitute \( \alpha_{m,d} \) found from (50) into \( D(\alpha) \), then
\[ D(\alpha_{m,d}) = qD\left(\frac{1}{2} \log \left(\frac{Aq}{1 - (1 + A)q} \frac{N_2 - N_1}{N_1}\right)\right) \]
\[ + (1 - q)D\left(\frac{1}{2} \log \left(\frac{1 - (1 + A)q}{1 - q} \frac{S + N_2}{N_2 - N_1}\right)\right). \] (52)
where \( A = \frac{D'(R_1(\alpha))}{D'(R_2(\alpha))} \big|_{\alpha=\alpha_{m,d}} \), and \( q_t \) can be found by equating the above to \( D(R_2(0)) \).

The right hand side of the superposition region, \( q_h \), can be found by substituting \( \alpha_{m,d} = 1 \) into (50). Note that
\[ q_h \geq \frac{S + N_1}{2S + N_1 + N_2} \] (53)
with equality holding if and only if \( D'(R_1)/D'(R_2) = 1 \). More surprisingly,
\[ \lim_{D'(R_1)/D'(R_2) \to 0} q_h = 1. \] (54)
Noting that if \( \alpha_{m,d} = 1 \), then \( D'(R_2) = D'(0) \), we can rewrite the above as
\[ \lim_{D'(0) \to -\infty} q_h = 1. \] (55)
Therefore, for the sources with \( D'(0) = -\infty \), if \( q \leq q_t \), the channel codes should be designed based on the noise power of the bad state and if \( q > q_t \) superposition codes should be used.
to achieve minimum end-to-end distortion.

In general, the value of \( D'(R_1)/D'(R_2) \) is related to the convexity of the distortion-rate function of the source. The more convex this function, the smaller the value of \( D'(R_1)/D'(R_2) \), the closer \( q_h \) to 1, and the superposition codes become attractive for the time-varying channels encountered in practice. Also, it becomes more advantageous to jointly design the source and the channel coder. We can now state the following theorem:

**Theorem 2** For a two-state time-varying channel with informed receiver and constraint on the average signal power transmission, the separation does not hold and the minimum end-to-end distortion is not necessarily achieved by transmitting at the channel capacity.

**Example:**
Let us assume that the rate distortion of the source is given by \( D(R) = e^{-\beta R} \) where \( \beta \) is a positive real number. Then

\[
q_\ast = \frac{1 - (\frac{N_2}{S+N_2})^{\beta/2}}{1 - (\frac{N_1}{S+N_1})^{\beta/2}}
\]

and from (50),

\[
q = \frac{\alpha_{m,d}S + N_1}{\alpha_{m,d}S + N_1 + \left(\frac{N_1(S+N_2)}{(\alpha_{m,d}S+N_1)(\alpha_{m,d}S+N_2)}\right)^{\beta/2}(\alpha_{m,d}S + N_2)}
\]

where \( q_h \) corresponds to \( \alpha_{m,d} = 1 \) or

\[
q_h = \frac{S + N_1}{S + N_1 + \left(\frac{N_1}{S+N_2}\right)^{\beta/2}(S + N_2)}
\]

Superposition region is defined only if \( q_\ast < q_h \). In Figure (6), we show the three operating regions, \( \alpha = 0, \alpha = 1, 0 < \alpha < 1, \) for the case where \( \frac{S}{N_1} = 10 \) and \( \frac{S}{N_2} = 2 \). As \( \beta \to \infty \), the distortion-rate function becomes more convex and \( q_h \to 1 \).

### 4.3 Broadcast Channel

The two-state time-varying channel with informed receiver and constraint on average transmitted power can be characterized by \( \{\frac{S}{N_1}, \frac{S}{N_2}, q\} \). If \( q = \frac{1}{2} \), then the corresponding time-varying channel is equivalent to the broadcast channel where one transmitter simultaneously sends information to two receivers. Therefore, the analysis done in the previous section is
equally applicable to the broadcast channel. For example, in the case of the broadcast channel, the superposition codes should be used only if $1/2$ is in the superposition region found from the analysis of the corresponding time-varying channel. In the case of maximum-capacity analysis, $q_h < 1/2$ and $q = 1/2$ is always outside the superposition region. If $q_* < q_h$, then the capacity is maximized if $\alpha = 1$, otherwise $\alpha = 0$ should be used to achieve maximum capacity.

The situation, however, is not the same if we intend to minimize the total distortion of the signals received at both receivers. This is true since it is now possible for the superposition region to include $q = 1/2$. For this to be true, it is necessary to have $q_* < q_h$ and $q_1 < 1/2 < q_4$. The first condition guarantees that superposition region exists where as the second one implies that $q = 1/2$ is in that region.

**Example:**
In the case of AWGN channel and distortion-rate function $D(R) = 2^{-\beta R}$, $q_*$ and $q_h$ are given by equations 56 and 58, respectively. If we now assume that $\frac{S}{N_1} = 7$ and $\frac{S}{N_2} = 1$, then for

$$0.539 \leq \beta \leq 6.871$$

superposition region exists and $q = 1/2$ is in that region.
5 Case III: Informed Transmitter

This is the case where the transmitter is aware of the state of the channel but the receiver does not have any information on the variations of the channel. Therefore, it is not possible to change the channel coders or to use superposition codes as was the case in the previous two sections. It is however possible to vary the transmitted power based on the channel state due to the knowledge of the transmitter of the current state of the channel.

In his paper, "Channels with side information at the transmitter," Shannon derives the capacity of memoryless discrete channel with side information available at the transmitter [11], where the side information is the current state of the channel. The main theorem of the paper which we partly re-state for the completeness is as follows:

**Theorem 3** The capacity of a memoryless discrete channel \( K \) with side state information defined by \( p_t \) and \( q_{ti}(i) \) is equal to the capacity of the memoryless channel \( K' \) (without side information) with the same output alphabet and an input alphabet with \( a \) input letters \( X = (x_1, x_2, \cdots, x_h) \) where each \( x_i = 1, 2, \cdots, a \). The transition probabilities \( r_X(y) \) for the channel \( K' \) are given by

\[
q_X(y) = q_{x_1, x_2, \cdots, x_h}(y) = \sum_{t=1}^{h} p_t q_{tx_t}(y). \tag{59}
\]

Any code and decoding system for \( K' \) can be translated into an equivalent code and decoding system for \( K \) with the same probability of error.

The application of this theorem can become clear by the following example. Let us consider a time-varying binary symmetric channel with two states as shown in Figure 7, where \( \alpha \) and \( \beta \) are the probabilities of error at each state. The above theorem states that the capacity of this channel is equivalent to the channel \( K' \) shown in Figure 7, where for example the input alphabet \((A, B)\) corresponds to transmitter sending \( A \) when in state 1 and \( B \) when in state 2. The transitional probabilities of this equivalent channel \((K')\) is found using (59).

Since there are only two output channel symbols, two non-zero probability input symbols are sufficient to achieve the capacity. Depending on the value of \( \alpha \) or \( \beta \) being smaller or
greater than 1/2, it can be shown that different two input symbols of $K'$ achieves the capacity, as shown in Figure 8.

Let us assume that $P_e(i), i = 1, 2$, are the probabilities of the error at state $i$ which are convex function of $S_i$ and are always smaller than 1/2. Then, the capacity of the channel $K$ is achieved if the left hand coder in Figure 8 is used. This means to transmit the same input symbol of the coder $K$ independent of the current state of the channel. To maximize the overall capacity, one has to therefore minimize the overall probability of the error or to solve the following constrained optimization problem:

$$
\min_{S_1, S_2} \quad P_{e,m} = p_1 P_e(1) + p_2 P_e(2)
$$

subject to

$$
p_1 S_1 + p_2 S_2 = \bar{S},
$$

(60)
where \( p_i \) is the probability of being in state \( i \). Then, \( P_e(i) \) being a convex function of \( S_i \), the solution to the above problem is given by [7]

\[
\frac{\partial P_e(i)}{\partial S_i} = \theta \quad \text{all } i \text{ such that } S_i > 0 \tag{61}
\]

\[
\frac{\partial P_e(i)}{\partial S_i} < \theta \quad \text{all } i \text{ such that } S_i = 0
\]

where \( \theta \) is a constant. Therefore, the solution is the constant slope of \( P_e(i) \) as a function of \( S \). The maximum achievable capacity is then given by \( 1 - H(P_{e,m}) \) per transmitted symbol.

**Example:**

If binary phase shift keying (BPSK) is used to transmit information over the channel [8], then the probability of error at state \( i \) \( (P_e(i)) \) is given by

\[
P_e(i) = \frac{1}{2} \text{erfc} \left( \sqrt{\frac{S_i}{N_i}} \right) \quad i = 1, 2 \tag{62}
\]

where \( S_i \) and \( N_i \) are the signal and noise power at state \( i \), respectively and

\[
\text{erfc}(x) \triangleq 2 \sqrt{\frac{2}{\pi}} \int_x^{\infty} e^{-t^2} dt.
\]

Then \( P_e(i) \) is convex function of \( S_i \) and less than half. The optimum power allocation policy can be shown to be

\[
N_i S_i e^{\frac{S_i}{N_i}} = \theta \quad i = 1, 2. \tag{63}
\]

for all those \( i \) such that \( S_i \neq 0 \), where as before \( \theta \) is a constant.

**End of Example**

Direct generalizations of the above derivation is possible. First, it can readily be extended to more than two channel states. Secondly, (61) still results in maximum capacity if \( P(S_i) \) is given by a general convex function of \( S_i \) which is always smaller than 1/2 for all \( i \). This does not impose any restriction as \( P(S_i) \) is indeed a convex function of \( S_i \).

Intuitively, as the block size of the transmitted symbol increases, the bit error probability in each transmitted symbol approaches the average probability of error. The capacity is

\[\text{H}(P_{e,m}) \text{ is defined as } \text{H}(P_{e,m}) \triangleq P_{e,m} \log(P_{e,m}) + (1 - P_{e,m}) \log(1 - P_{e,m}).\]
then maximized when this average probability of error is minimized through intelligent allocation of signal power based on the state of the channel. Note that even though the behavior of the channel is similar to that of "average channel" - the channel codes used do not change with time - the improvement over the average channel can be expected through power assignment. At the same time, since the channel code used does not change with time, the rate at which the information is being transmitted is constant over the time and hence it is not possible to use similar type of optimization as was done in the previous two cases. Therefore, the solutions to the optimization problem (3) and (4) are the same and the separation principle holds. We conjecture that this is not only true for the binary symmetric channels considered here but also for more general channel classes such as the AWGN time-varying channels.
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Appendix

In this appendix some of the formal definitions and theorems related to the broadcast and the physically degraded broadcast channels for two receiver case are re-stated from [1].

**Definition:** A broadcast channel consists of an input alphabet \( \mathcal{X} \) and two output alphabets \( \mathcal{Y}_1 \) and \( \mathcal{Y}_2 \) and a probability transition function \( f(y_1, y_2|x) \).

**Definition:** A broadcast channel is said to be physically degraded if

\[
f(y_1, y_2|x) = f(y_1|x)f(y_2|y_1).
\]

**Theorem 4** If the rate pair \((R_1, R_2)\) is achievable for a physically degraded broadcast channel, the rate triple \((R_0, R_1, R_2 - R_0)\) is achievable for the channel with common information, provided that \(R_0\), the rate of the common information, is less than \(R_2\).

Note that \(R_0\) can be arbitrary close to \(R_2\).

**Theorem 5** The capacity region for sending independent information over the degraded broadcast channel \(X \rightarrow Y_1 \rightarrow Y_2\) is the convex hull of the closure of all \((R_1, R_2)\) satisfying

\[
R_2 \leq I(U; Y_2) \\
R_1 \leq I(X; Y_1|U) 
\]

for some joint distribution \(f(u)f(x|u)f(y_1, y_2|x)\).

**Theorem 6** All Gaussian broadcast channels are physically degraded and the capacity region \((R_1, R_2)\) is given by

\[
R_1 < \frac{1}{2} \log \left(1 + \frac{\alpha S}{N_1}\right) \\
R_2 < \frac{1}{2} \log \left(1 + \frac{(1 - \alpha)S}{\alpha S + N_2}\right)
\]

where \(0 \leq \alpha \leq 1\) is an arbitrary number and \(S\) is the power of the transmitted signal.