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Abstract—By transforming the state equation for Chua's circuit into a third order scalar differential equation, an explicit solution is obtained. This explicit solution can be used to make a computer program to calculate the trajectory of the circuit. The eigenvalues of the characteristic equation for each linear region can be categorized into different patterns. The diagrams of the eigenvalue patterns are found to belong to two groups. Within each group, the maps resemble each other qualitatively. Finally, the explicit solution is applied to trace period doublings up to a high period. The data are found to agree with the Feigenbaum number.

1 Introduction

In this paper, we will present results obtained on Chua's circuit by considering the exact solution of the differential vector equation representing the circuit. There has been a great number of literatures on this circuit and we will not attempt to repeat materials that are available elsewhere (see Chronological Bibliography). Rather, the three separate topics included in this paper are new materials and we find them worthwhile to be presented.

Chua's circuit (Figure 1) is a simple piecewise-linear third-order circuit. The state equation is given by

$$\begin{align*}
C_1 \frac{dv_{C_1}}{dt} &= G(v_{C_1} - v_{C_2}) - g(v_{C_1}) \\
C_2 \frac{dv_{C_2}}{dt} &= G(v_{C_1} - v_{C_2}) + i_L \\
L \frac{di_L}{dt} &= -v_{C_1}
\end{align*}$$

where $g(v_{C_1}) = Gb v_{C_1} + \frac{1}{2}(G_a - G_b)[|v_{C_1} + B_p| - |v_{C_1} - B_p|]$.

By rescaling the variables, we can transform the state equation into a dimensionless form:

$$\begin{align*}
\frac{dx}{dr} &= \alpha(y - x - f(x)) \\
\frac{dy}{dr} &= x - y + z \\
\frac{dz}{dr} &= -\beta y
\end{align*}$$

where

$$f(x) = \begin{cases} m_1 x + m_0 - m_1, & x > 1 \\
m_0 x, & -1 \leq x \leq 1 \\
1 / m_1 x - m_0 + m_1, & x < -1. \end{cases}$$

and

$$\begin{align*}
x &\equiv v_{C_1}/B_p, & y &\equiv v_{C_2}/B_p, & z &\equiv i_L/(B_p G) \\
\tau &\equiv t / C_2, & m_0 &\equiv G_a / G, & m_1 &\equiv G_b / G, & \alpha &\equiv C_1 / C_2, & J &\equiv C_2 / (L C_1)^2.
\end{align*}$$

For simplicity, we will be working in the dimensionless form and using $t$ in place of $r$. When $m_0 < -1$ and $-1 < m_1 < 0$, there are three equilibrium points of the form $(d, 0, -d)$.

Figure 1: (a) Chua's circuit and (b) v-i characteristic of the piecewise linear resistor.

$$d = \begin{cases} \frac{m_1 - m_0}{m_1 + 1}, & x > 1 \\
0, & -1 \leq x \leq 1 \\
\frac{m_0 - m_1}{m_1 + 1}, & x < -1. \end{cases}$$

The above system of differential equation can be solved numerically using integration methods such as Runge-Kutta or Forward Euler. In Section 2, we will show that explicit solutions can be obtained which can be used to model the trajectory of the circuit with higher accuracy and speed. In Section 3, we will use the characteristic equation from Section 2 to investigate the eigenvalues patterns of the equation. In Section 4, we will show how the explicit equations make it possible to trace period doublings up to a high period and to verify the Feigenbaum number using data obtained.

2 Explicit Equations

In this section, we want to show that the Chua's circuit can be represented by a set of explicit equations. The derivation is based on the fact that within each linear region of the non-linear resistor, the differential equation representing Chua's circuit is linear. We begin by transforming the differential vector equation into a third-order scalar differential equation. From (3), we have
From (2), (4), and (5),
\[
y = -\frac{1}{\beta} \dot{z}, \quad \dot{y} = -\frac{1}{\beta} \dot{z}.
\]
From (2), (4), and (5),
\[
\begin{aligned}
-\frac{1}{\beta} \dot{z} &= x + \frac{1}{\beta} \dot{z} + z \\
x &= -\left(\frac{1}{\beta} \dot{z} + \frac{1}{\beta} \dot{z} + z\right) \\
\dot{z} &= -\left(\frac{1}{\beta} \dot{z} + \frac{1}{\beta} \dot{z} + z\right).
\end{aligned}
\]
Substituting (4), (6) and (7) into (1) and simplifying, we obtain a third-order differential equation in \( z \):
\[
\begin{aligned}
\alpha \psi y + \alpha i + i &= -\beta y + a(l + m)\psi + a(l + m)\mu \\
\psi^3 + (l + m)\psi^2 + (a + \beta)\psi + a(l + m) &= 0.
\end{aligned}
\]
where \( m \) is equal to \( m_0 \) or \( m_1 \), depending on which linear region is being considered. The characteristic equation is
\[
\begin{aligned}
\psi^3 + (l + m)\psi^2 + (a + \beta)\psi + a(l + m) &= 0.
\end{aligned}
\]
and can be solved using Cardan's formulas. These formulas are available in mathematical handbooks and will not be given here. Let us call the three roots of this characteristic equation \( s_1, s_2, \) and \( s_3 \). The solution for \( z(t) \) is given by
\[
z(t) = k_1 e^{s_1 t} + k_2 e^{s_2 t} + k_3 e^{s_3 t} - d.
\]
From (4),
\[
y(t) = -\frac{1}{\beta} \dot{z}
\]
\[
y(t) = -\frac{1}{\beta} k_1 s_1 e^{s_1 t} - \frac{1}{\beta} k_2 s_2 e^{s_2 t} - \frac{1}{\beta} k_3 s_3 e^{s_3 t}.
\]
and from (6),
\[
x(t) = \dot{y} + y - z
\]
\[
x(t) = -\frac{1}{\beta} k_1 (s_1^2 + s_1 + \beta) e^{s_1 t} - \frac{1}{\beta} k_2 (s_2^2 + s_2 + \beta) e^{s_2 t} - \frac{1}{\beta} k_3 (s_3^2 + s_3 + \beta) e^{s_3 t} + d.
\]
To solve for \( k_1, k_2, \) and \( k_3 \), we first notice that the initial condition \( (x(0), y(0), z(0)) \) can be transformed into an equivalent initial condition in terms of \( z \) and its two derivatives at \( t = 0 \):
\[
z(0) = z(0)
\]
\[
\dot{z}(0) = -\beta y(0)
\]
\[
\ddot{z}(0) = -\beta y(0) = -\beta (x(0) - y(0) + z(0)).
\]
From the equation for \( z(t) \),
\[
z(0) = k_1 + k_2 + k_3 - d
\]
\[
\dot{z}(0) = k_1 s_1 + k_2 s_2 + k_3 s_3
\]
\[
\ddot{z}(0) = k_1 s_1^2 + k_2 s_2^2 + k_3 s_3^2.
\]
So that
\[
\begin{bmatrix}
k_1 \\
k_2 \\
k_3
\end{bmatrix} =
\begin{bmatrix}
1 & 1 & 1 \\
s_1 & s_2 & s_3 \\
s_1^2 & s_2^2 & s_3^2
\end{bmatrix}^{-1}
\begin{bmatrix}
z(0) + d \\
\dot{z}(0) \\
\ddot{z}(0)
\end{bmatrix}
\]
\[
= M
\begin{bmatrix}
z(0) + d \\
-\beta y(0)
\end{bmatrix},
\]
where
\[
M =
\begin{bmatrix}
\frac{1}{s_1 - s_2} & \frac{1}{s_1 - s_3} & \frac{1}{s_2 - s_3} \\
\frac{1}{s_1 - s_2} & \frac{1}{s_1 - s_3} & \frac{1}{s_2 - s_3} \\
\frac{1}{s_1 - s_2} & \frac{1}{s_1 - s_3} & \frac{1}{s_2 - s_3}
\end{bmatrix}
\]
With these information available, it is possible to develop a computer program to find the trajectory of Chua's circuit using explicit equations. The program must keep track of the current linear region and use the appropriate eigenvalues for that region. Whenever the trajectory crosses a boundary of these regions (when \( x = 1 \) or \( x = -1 \)), we use the values of \( x, y, \) and \( z \) at crossing, which can be obtained using the bisection or the Newton-Raphson method, as the initial condition for the next region.

### 3 Eigenvalue Patterns

In [8], it has been shown that two members of Chua's circuit family have the same qualitative behaviors if they have an identical set of eigenvalues in each linear region. It is useful therefore to obtain a relationship among \( \alpha, \beta, \) and \( m \) such that the eigenvalues follow a certain pattern and to tabulate the possible patterns in the circuit. We will be interested in the signs and the relative magnitudes of the real components of the eigenvalues.

#### 3.1 One Real and One Complex Conjugate Pair of Eigenvalues

Let us denote the eigenvalues by \( \gamma, \sigma + j\omega, \) and \( \sigma - j\omega \). The characteristic equation is thus
\[
s^3 + (-2\sigma - \gamma)s^2 + (\sigma^2 + 2\sigma\gamma + \omega^2)s + (-\sigma^2\gamma - \omega^2\gamma) = 0.
\]
Equating the coefficients of the left hand side term by term with those of the characteristic equation, we have
\[
1 + \alpha + am = -2\sigma - \gamma
\]
\[
\alpha m + \beta = \sigma^2 + 2\sigma\gamma + \omega^2
\]
\[
\alpha \beta (1 + m) = -\sigma^2\gamma - \omega^2\gamma.
\]
We are interested in the values of the parameters such that \( \sigma = 0, \gamma = 0, \gamma = \sigma, \gamma = -\sigma, \) and \( \omega = 0 \). These can be obtained through algebraic manipulations on the above equations and are given below. Since these equations only work when there is a pair of complex conjugate eigenvalues, we disregard the segments of these curves that lie inside the all real eigenvalues regions. The boundary of the real eigenvalues regions is the curve \( \omega = 0 \).
\[
\begin{aligned}
\sigma &= 0: \beta &= -am(1 + \alpha + am) \\
\gamma &= 0: \alpha &= 0 \text{ or } \beta &= 0
\end{aligned}
\]
\[
\gamma = \sigma : \quad \beta = \frac{(1 + \alpha + \alpha m)(am - \frac{2}{3}(1 + \alpha + am)^2)}{2a + 2am - 1}
\]
\[
\gamma = -\sigma : \quad \beta = -\frac{(1 + \alpha + \alpha m)(am + 2(1 + \alpha + am)^2)}{2a + 2am + 1}
\]
\[
\omega = 0 : \quad \left\{ \begin{array}{l}
\alpha = -\frac{e^{-2\sigma^2 + 2\sqrt{1 + 2\alpha^2} / (1 + m)}}{2a + 2am + m} \\
\beta = -\frac{-e^{-2\sigma^2 - 2\sqrt{1 + 2\alpha^2} / (1 + m)}}{2a + 2am + m} \\
\end{array} \right.
\]

3.2 Three Real Eigenvalues

The equation for three real eigenvalues is given by:
\[
s^3 + (\gamma_1 - \gamma_2 - \gamma_3)s^2 + (\gamma_1\gamma_2 + \gamma_2\gamma_3 + \gamma_3\gamma_1)s + (\gamma_1\gamma_2\gamma_3) = 0
\]
where \(\gamma_1, \gamma_2, \gamma_3\) are the roots, such that \(\gamma_1 < \gamma_2 < \gamma_3\).
Comparing the last term on the left hand side with that of the characteristic equation, we see that the condition for one eigenvalue to be zero is \(\alpha = 0\) or \(\beta = 0\).

3.3 Eigenvalue Pattern Diagrams

The equations given in Subsections 3.1 and 3.2 have been plotted on the \(a, \beta\) plane for \(m_0 = -8/7\) and \(m_1 = -5/7\) in Figure 2. These curves describe the boundaries of regions with the same eigenvalue pattern. In these diagrams, the patterns are coded as following:

- **RCO** \(\iff \gamma < \sigma < 0\)
- **CRO** \(\iff \sigma < \gamma < 0\)
- **COR** \(\iff \sigma < 0 < \gamma, \ |\sigma| > |\gamma|\)
- **COR** \(\iff \sigma < 0 < \gamma, \ |\sigma| < |\gamma|\)
- **OCR** \(\iff 0 < \sigma < \gamma\)
- **ORC** \(\iff 0 < \sigma < \gamma\)
- **ROC** \(\iff \gamma < 0 < \sigma, \ |\sigma| > |\gamma|\)
- **ROC** \(\iff \gamma < 0 < \sigma, \ |\sigma| < |\gamma|\)
- **ROR** \(\iff \gamma < 0 < \sigma, \ |\sigma| > |\gamma|\)
- **ROR** \(\iff \gamma < 0 < \sigma, \ |\sigma| < |\gamma|\)
- **ORR** \(\iff 0 < \gamma < \sigma\)

The mnemonics is as follow: \(R\) stands for a real eigenvalue, \(C\) stands for the real part of the complex conjugate eigenvalues, and \(O\) stands for 0. The letters are arranged in increasing order and a bar on top is used to denote the one with larger magnitude when \(R\) and \(C\) are on opposite sides of \(O\).

It is found that the diagram for \(m_0 = -8/7\) also gives a qualitative picture for all \(m_0 < -1\). In other words, all diagrams for \(m_0 < -1\) resemble that of \(m_0 = -8/7\) in connections and positions of curves. Similarly, the diagram for \(m_1 = -5/7\) also gives a qualitative picture for all \(-1 < m_1 < 0\). As a result, the diagrams can be divided into two groups: \(m_0 < -1\) in \(O\) region and \(-1 < m_1 < 1\) in \(P^\pm\) region.

By varying \(m_0\) from \(-\infty\) to \(-1\) and \(m_1\) from \(-1\) to \(0\), we have tabulated the possible combinations of eigenvalues for the circuit. They are given in Table 1.

We would like to note that since the curve for \(\sigma = 0\) does not exist for \(m_0 < -1\), there is no Hopf at \(O\). Looking at the diagrams, we see that Hopf at \(P^\pm\) occurs when the eigenvalue combination varies from \((COR, RCO)\) into \((COR, ROC)\) in the first quadrant. The parameters for Hopf can be calculated exactly using the equation for \(\sigma = 0\) in \(P^\pm\) region. In the third quadrant \((\alpha \text{ and } \beta \text{ are both negative})\), there is another path for Hopf at \(P^\pm\) across the boundary between \((COR, RCO)\) and \((COR, ROC)\), but this region has not been fully investigated due to time constraint of this writing. In Chua's Circuit, period doublings and chaotic attractors have been found in the \((COR, ROC)\) region.

4 Period Doublings

We will fix \(\beta\) at 16, \(m_0\) at \(-8/7\), and \(m_1\) at \(-5/7\), and calculate the \(\alpha\)'s at which period doublings occur. These \(\alpha\)'s are then used to verify the Feigenbaum number.

Our method includes finding a periodic trajectory for a given set of parameters \(\alpha, \beta, m_0, \text{ and } m_1\) and testing for the stability of the trajectory. Suppose a trajectory \(\Phi^t(x_0, y_0, z_0)\) originating from \(\Phi^0 = (x_0, y_0, z_0)\) has period \(T\), then just before it loses stability to double in period, two of the three eigenvalues of the Jacobian \((D\Phi^T)(x_0, y_0, z_0)\) has magnitude unity (two characteristic exponents are zero and the third one is negative). One magnitude unity eigenvalue is due to the fact that the trajectory is periodic. The second one is due to the fact that the trajectory is almost a saddle-type periodic orbit.

The periodic trajectory was obtained by solving for an equilibrium point \(\Phi^0\) such that \(D\Phi^T(\Phi^0) = \Phi^0\). This was not trivial and involved much trial and error work. As a result, we will not give details on this.

The Jacobian matrix \((D\Phi^T)_{\Phi^0}\) of the periodic orbit is obtained using the following method. From the equations for \(x(t), y(t), \text{ and } z(t)\) in Section 2, we see that the trajectory \(\Phi^t\) depends linearly on \(k_1, k_2, \text{ and } k_3\) which in turn depend linearly on \(\Phi^0\), the initial condition of the current linear region. Therefore, \((D\Phi^T)_{\Phi^0}\) is independent of the initial condition. Knowing the time \(t\) a trajectory spends continuously in a linear region enables us to calculate the Jacobian for the segment of the trajectory that lies in the region. The columns of the matrix are given by \(\Phi^t(1.0.0), \Phi^t(0.1.0), \text{ and } \Phi^t(0,0,1)\). To calculate the
Figure 2: Eigenvalue patterns diagrams. Left column: $m_0 < -1$ (O region).
Right column: $-1 < m_1 < 1$ (P* region). 1: ORRR, 2: RROR, 3: RRRO.
Table 1: Possible eigenvalues patterns combinations. Y: yes, blank: no.

<table>
<thead>
<tr>
<th>$\mathcal{P}^2$ Region</th>
<th>(\text{COR} )</th>
<th>(\text{COR} )</th>
<th>(\text{OCR} )</th>
<th>(\text{OCR} )</th>
<th>(\text{CRO} )</th>
<th>(\text{ROC} )</th>
<th>(\text{ROC} )</th>
<th>(\text{RRRO} )</th>
<th>(\text{RROR} )</th>
<th>(\text{RORR} )</th>
<th>(\text{ORRR} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\text{COR} )</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\text{COR} )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\text{OCR} )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\text{ROC} )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\text{RRRO} )</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\text{RROR} )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\text{RORR} )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\text{ORRR} )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Period doublings for \(\beta = 16, m_0 = -8/7\), and \(m_1 = -5/7\). The value in the last column is calculated using the last three \(\alpha\)'s. For example, the first value is equal to \((\alpha_4 - \alpha_2)/(\alpha_8 - \alpha_4)\).

<table>
<thead>
<tr>
<th>Onset of Period</th>
<th>(\alpha) at Onset</th>
<th>Ratio of Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>8.855726163</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>9.105093023</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>9.1591511652</td>
<td>4.94230</td>
</tr>
<tr>
<td>16</td>
<td>9.16997924215</td>
<td>4.71569</td>
</tr>
<tr>
<td>32</td>
<td>9.17229337816</td>
<td>4.67100</td>
</tr>
<tr>
<td>64</td>
<td>9.17278871111</td>
<td>4.67126</td>
</tr>
<tr>
<td>128</td>
<td>9.172894866343</td>
<td>4.66965</td>
</tr>
<tr>
<td>256</td>
<td>9.172917586935</td>
<td>4.66930</td>
</tr>
</tbody>
</table>

Table 2: Period doublings for \(\beta = 16, m_0 = -8/7\), and \(m_1 = -5/7\). The value in the last column is calculated using the last three \(\alpha\)'s. For example, the first value is equal to \((\alpha_4 - \alpha_2)/(\alpha_8 - \alpha_4)\).
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Table 2: Period doublings for \(\beta = 16, m_0 = -8/7\), and \(m_1 = -5/7\). The value in the last column is calculated using the last three \(\alpha\)'s. For example, the first value is equal to \((\alpha_4 - \alpha_2)/(\alpha_8 - \alpha_4)\).

Table 2: Period doublings for \(\beta = 16, m_0 = -8/7\), and \(m_1 = -5/7\). The value in the last column is calculated using the last three \(\alpha\)'s. For example, the first value is equal to \((\alpha_4 - \alpha_2)/(\alpha_8 - \alpha_4)\).

Table 2: Period doublings for \(\beta = 16, m_0 = -8/7\), and \(m_1 = -5/7\). The value in the last column is calculated using the last three \(\alpha\)'s. For example, the first value is equal to \((\alpha_4 - \alpha_2)/(\alpha_8 - \alpha_4)\).

Table 2: Period doublings for \(\beta = 16, m_0 = -8/7\), and \(m_1 = -5/7\). The value in the last column is calculated using the last three \(\alpha\)'s. For example, the first value is equal to \((\alpha_4 - \alpha_2)/(\alpha_8 - \alpha_4)\).

Table 2: Period doublings for \(\beta = 16, m_0 = -8/7\), and \(m_1 = -5/7\). The value in the last column is calculated using the last three \(\alpha\)'s. For example, the first value is equal to \((\alpha_4 - \alpha_2)/(\alpha_8 - \alpha_4)\).

Table 2: Period doublings for \(\beta = 16, m_0 = -8/7\), and \(m_1 = -5/7\). The value in the last column is calculated using the last three \(\alpha\)'s. For example, the first value is equal to \((\alpha_4 - \alpha_2)/(\alpha_8 - \alpha_4)\).

Table 2: Period doublings for \(\beta = 16, m_0 = -8/7\), and \(m_1 = -5/7\). The value in the last column is calculated using the last three \(\alpha\)'s. For example, the first value is equal to \((\alpha_4 - \alpha_2)/(\alpha_8 - \alpha_4)\).

Figure 3: Period doublings as \(\alpha\) is increased from period 1.
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