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Abstract

We present a new algorithm for combinational test generation which improves on Larrabee's results by using more robust and simpler heuristics. In TEGUS, test generation using satisfiability, the characteristic function of all tests for a fault is constructed in conjunctive normal form (CNF). The CNF formula is solved by an algorithm for Boolean satisfiability (SAT) using simple but powerful new heuristics. With our implementation we have algorithmically generated a test for every fault in the ISCAS test generation benchmark networks without using random tests or fault simulation, demonstrating the robustness of the method. We demonstrate the efficiency of TEGUS by comparing it with results for 16 recently published structural algorithms. TEGUS combines the advantages of the elegant organization of Larrabee's formulation with the efficiency of structural algorithms such as the D-algorithm and PODEM.

1 Introduction

In 1966, Roth presented the D-algorithm [37] for combinational test generation which he proved complete, meaning that if a test for a fault exists, the D-algorithm will find it if allowed to run to completion. Every deterministic test generation algorithm developed since has the same worst case complexity. The difference between algorithms guaranteed to find all tests is only in the set of heuristics used to optimize the average case performance.

Structural search algorithms such as the D-algorithm [37] and PODEM [18] are currently accepted as being the most efficient, and consequently the most practical. Larrabee recently proposed a new algorithm[24] which generates an algebraic formula to describe the network, the fault, as well as search heuristics. A test is generated by solving the formula using an algorithm for Boolean satisfiability. Using this framework, Larrabee added several popular structural search heuristics to the formula and compared them for effectiveness.

When a test generation problem is expressed as an algebraic formula in conjunctive normal form (CNF), information about the network structure is lost. For example it is difficult to determine the number of network inputs or outputs by looking at the formula. However the information which is lost does not affect the overall complexity of test generation.

On the other hand, Larrabee [24] has shown that the algebraic formulation has several advantages over structural search techniques. The algorithm to generate a test is very simple because the CNF formula uniformly represents the entire test generation problem. Even structural test generation algorithms based on a single primitive such as NAND gates use at least five valued algebras, and distinguish between forward implications, backward implications, line justification, etc. In an algorithm for satisfiability, the single operation of assigning a Boolean value true or false subsumes all of this. However, the best results in [24] are still at least an order of magnitude slower than comparable structure-based test generation algorithms.

Many other NP-hard problems have been solved efficiently by applying suitable heuristics e.g. tautology, bin packing and unate covering. Thus instead of applying structural search heuristics by adding extra clauses to the formula as in [24], we have focused on finding SAT heuristics which solve the basic formula as efficiently as possible. Different heuristics represent tradeoffs between robustness, simplicity, and efficiency. For example, exhaustive search is 100%
robust and quite simple, but not very efficient. In this report we describe the basic heuristics of TEGUS, TEst Generation Using Satisfiability, which represents a particularly good balance among these three factors:

Robustness: Without fault simulation or random tests, TEGUS can algorithmically generate a test for every fault in the ISCAS '85 [6] and ISCAS '89 [5] test generation benchmarks.

Efficiency: TEGUS performance is comparable to the best published results for structural test generation algorithms; we compare TEGUS with several recently published results, using the ISCAS benchmark networks.

Simplicity: The uniformity of the CNF formula results in a naturally straightforward algorithm to generate a test. No testability measures or complicated backtracing heuristics are needed.

We have implemented TEGUS as two separate components: a generic package for solving SAT problems, and the package specific to its application in test generation. The heuristics developed for TEGUS can be applied to other problems which are easily formulated as satisfiability questions. For example, test generation for other fault models such as bridging faults or delay faults can be implemented by generating a suitable CNF formula and then applying the same SAT package to solve it. The results in this report show that this approach to test generation is practical as well as conceptually elegant.

We assume the reader is familiar with basic test generation concepts such as justification, implication, and D-frontier[30]. The remainder of the report is organized as follows. Section 2 gives an overview of TEGUS and some base results used to evaluate the new heuristics presented. Section 3 gives the problem formulation as derived from the method of Boolean differences. Section 4 describes the heuristics used by TEGUS to solve the resulting Boolean satisfiability problem. Section 5 summarizes the experimental results.

2 Overview

Algorithms for test generation are broadly categorized as either structural or algebraic. Structural algorithms analyze the gate network for information to guide the decisions made during test generation. For example, PODEM[18] only assigns values at the network primary inputs, which greatly improves the average case performance for networks with a lot of reconvergence. FAN[13] assigns values to signals in the network which have fanout greater than one, as well as at specially identified head lines, and computes unique sensitization values during the search. Heuristics such as these are based on analyzing the structure of the gate network.

To select and assign a value to an input or head line, additional heuristics using controllability and observability measures are used. For example, if an OR gate must have the value one, it is sufficient to set any one of its inputs to one. One way to choose an input is to estimate how easy it is to set each input to one, a controllability measure. Many different controllability and observability measures have been used [1, 11, 19, 20, 21, 33]. All these are based on the structure of the network.

In contrast, an algebraic algorithm translates the entire test generation problem into an algebraic formula. Then algebraic operations, such as factoring and elimination, are applied heuristically to simplify the formula; finally a test is generated by solving the formula. Early algebraic techniques [40] were not methodical enough to be automated. Arbitrary formulas can be simplified methodically using binary decision diagrams[7] but they are ineffective on some networks because the intermediate formulas grow too large, whereas the same networks are processed easily by structural algorithms. In general algebraic algorithms are not considered practical for combinational test generation.

A few techniques do not fit either of these categories. Results using logic programming, neural networks or other general problem solving systems are too inefficient to be practical, although this has been improving[41]. Recently, Larrabee proposed a new algorithm based on translating a test generation problem into a formula in conjunctive normal form, or product of sums[24, 25, 26]. Consider an AND gate with two inputs A and B, and output C. The logical relationship between these three values is described by the following characteristic equation.
read gate network
convert to INV-AND gates
model faults

do
  generate 64 random patterns
  fault simulate
while (number_caught != 0)

for each uncaught fault f
  extract CNF formula for f
  try to satisfy formula
  if (satisfied) then
    fault simulate
  else if (unsatisfiable) then
    mark redundant
  end if
end for

Figure 1: Overall algorithm for TEGUS

\[(C + \overline{A} + \overline{B})(\overline{C} + A)(\overline{C} + B)\] (1)

Likewise the following characteristic equation expresses the condition that two values A and B must differ (e.g. the
good and faulty value of a primary output).

\[(A + B)(\overline{A} + \overline{B})\] (2)

As described later in section 3, a single CNF equation describing the test generation problem for one fault can be
constructed by combining the characteristic equations for the gates with those describing the conditions for detecting
the fault. Then any assignment to the variables which makes the CNF equation true is a test for the fault.

In Larrabee’s algorithm[24], no algebraic manipulations are used to simplify the formula before solving it, and some
structural information is needed to solve the CNF formula efficiently. Thus it is not strictly an algebraic method for test
generation. On the other hand, it is not a structural method because the search algorithm is executed over a formula
instead of a gate network, and the formula describes more than just the logical function of the gate network. The
heuristics described in [24, 25] analyze the formula to decide which variable to assign, and what value. Although
the results are much better than for algebraic techniques, the performance is still over 10 times worse than existing
structural algorithms.

We present new heuristics to solve the CNF formula which greatly improves the efficiency of Larrabee’s formulation.
The four most important differences are 1) to use the PODEM strategy of assigning values to primary inputs (but
applied to the formula, not the gate network), 2) using a dynamic variable ordering instead of static ordering, 3) using
a fast, greedy heuristic for choosing which variables to assign, and 4) iterating the computation of global implications
for hard to detect or redundant faults. As in [24] we try several different variable orderings in succession, each derived
using different heuristics.

It is rarely possible to prove that one heuristic is more efficient than another. Plausibility arguments are valuable for
developing intuition but because they are necessarily based on small fragments of networks, they have a correspondingly
small chance of being correct. Decisions based on local information, no matter how reasonable, can lead to conflicts. In
general, the only reliable means for comparing the efficiency of different heuristics is through the performance of actual
implementations on a suitable set of examples. However, in running an experiment to compare different heuristics
there are many pitfalls, such as using an inappropriate set of examples, overoptimizing for one set of examples, or not properly accounting for differences in computer performance. In addition, if some programs are not publicly available, reimplementation of another person's algorithm often lacks sufficient motivation to make the code as efficient as possible. Inability to reproduce some published results may be because of this or inaccuracies elsewhere.

To evaluate our heuristics, we compare an implementation of TEGUS against other published results using the ISCAS benchmark networks. The ISCAS '85 benchmarks are small, combinational networks which have been shown to be difficult for existing test generation algorithms[6]. The larger ISCAS '89 sequential networks[5] are tested assuming full scan of all latches. Only the eight largest ISCAS '89 benchmarks are reported since the smaller examples take negligible time and are not difficult for combinational test generation (as indicated by the results for network sl494).

The overall description of TEGUS is shown in Fig. 1. It is similar to existing systems, since most of our improvements are in the algorithm to solve the CNF formulas. The gate network is first converted into only AND gates with arbitrarily inverted inputs, similar to [42] which used only NAND gates. This simplifies the rest of the implementation such as the fault simulator, and the code to generate the CNF formulas. Note that this also increases the number of faults modeled for networks with XOR gates such as c432. The fault simulator uses a parallel pattern algorithm[44], with the fault effect propagation improved using radix sorting for events[34]. Pseudo random test patterns are optionally simulated to reduce the set of undetected faults, since this is more efficient for most networks. Then deterministic test generation is done on the remaining faults.

Most of the computation time is divided between fault simulation, extracting the CNF formulas, and satisfying the formulas. Table 1 summarizes the results of running TEGUS on the ISCAS benchmark networks. No attempt was made to minimize the test set, although the total number of patterns can be reduced from 7178 patterns to 4978 patterns using reverse fault simulation[39], which takes an additional 16 CPU seconds.

The first four columns show the number of faults detected by random tests, detected by deterministic tests, proved redundant, and aborted. The next two columns show the number of test patterns generated during the random and deterministic phases respectively. Column Mem shows the memory usage in Mbytes. The last five columns show the

<table>
<thead>
<tr>
<th>Network</th>
<th>Tested Faults</th>
<th>Untested Faults</th>
<th>Patterns</th>
<th>Mem (Mb)</th>
<th>Time (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RND</td>
<td>SAT</td>
<td>Red.</td>
<td>Ab.</td>
<td>RND</td>
</tr>
<tr>
<td>c432</td>
<td>359</td>
<td>14</td>
<td>40</td>
<td>0</td>
<td>69</td>
</tr>
<tr>
<td>c499</td>
<td>790</td>
<td>52</td>
<td>8</td>
<td>0</td>
<td>70</td>
</tr>
<tr>
<td>c880</td>
<td>667</td>
<td>36</td>
<td>0</td>
<td>0</td>
<td>92</td>
</tr>
<tr>
<td>c1355</td>
<td>977</td>
<td>73</td>
<td>8</td>
<td>0</td>
<td>70</td>
</tr>
<tr>
<td>c1908</td>
<td>938</td>
<td>155</td>
<td>9</td>
<td>0</td>
<td>93</td>
</tr>
<tr>
<td>c2670</td>
<td>1325</td>
<td>246</td>
<td>107</td>
<td>0</td>
<td>96</td>
</tr>
<tr>
<td>c3540</td>
<td>1986</td>
<td>70</td>
<td>121</td>
<td>0</td>
<td>70</td>
</tr>
<tr>
<td>c3515</td>
<td>3694</td>
<td>46</td>
<td>58</td>
<td>0</td>
<td>180</td>
</tr>
<tr>
<td>c6288</td>
<td>4801</td>
<td>0</td>
<td>34</td>
<td>0</td>
<td>43</td>
</tr>
<tr>
<td>c7552</td>
<td>4416</td>
<td>354</td>
<td>131</td>
<td>0</td>
<td>197</td>
</tr>
<tr>
<td>s1494</td>
<td>1093</td>
<td>115</td>
<td>12</td>
<td>0</td>
<td>145</td>
</tr>
<tr>
<td>s5378</td>
<td>2528</td>
<td>286</td>
<td>36</td>
<td>0</td>
<td>211</td>
</tr>
<tr>
<td>s9234</td>
<td>3151</td>
<td>197</td>
<td>327</td>
<td>0</td>
<td>238</td>
</tr>
<tr>
<td>s13207</td>
<td>5000</td>
<td>1955</td>
<td>131</td>
<td>0</td>
<td>231</td>
</tr>
<tr>
<td>s15850</td>
<td>7208</td>
<td>795</td>
<td>337</td>
<td>0</td>
<td>334</td>
</tr>
<tr>
<td>s15932</td>
<td>25150</td>
<td>0</td>
<td>3072</td>
<td>0</td>
<td>83</td>
</tr>
<tr>
<td>s38417</td>
<td>17955</td>
<td>3004</td>
<td>154</td>
<td>0</td>
<td>543</td>
</tr>
<tr>
<td>s38584</td>
<td>23355</td>
<td>1337</td>
<td>1316</td>
<td>0</td>
<td>718</td>
</tr>
<tr>
<td>TOTAL</td>
<td>105393</td>
<td>9735</td>
<td>5901</td>
<td>0</td>
<td>3610</td>
</tr>
</tbody>
</table>

Table 1: TEGUS results for ISCAS benchmarks, using random patterns followed by deterministic test generation. Full scan is assumed for the eight sequential networks. About 55% of the time is spent extracting the CNF formulas. Memory usage and CPU times are for an IBM RS/6000 320.
CPU times on an IBM RS/6000 320 with 32 Mbytes of memory. Column RND is the time for the random test generation phase (primarily fault simulation time). Columns CNF and SAT show the times for extracting and solving the CNF characteristic formulas respectively. Column SIM is the time to fault simulate the test patterns generated deterministically.

The final column, Total, is the time for the entire run including reading the network, initializing the data structures, etc. For the 18 benchmark networks the total time is 122 seconds, and the maximum memory used is 3.6 Mbytes. About 55% of the time is spent extracting the CNF formulas, 20% in fault simulation, and 15% satisfying the formulas. In [24] about 75% of the time was used for satisfying the formula and only 9% in extracting the formulas. The improved heuristics in TEGUS have changed the balance so that extracting the formula is now the most time consuming step. As shown in section 5, the performance of TEGUS is comparable to the best published results for structural algorithms.

3 Problem Formulation

This section reviews Larrabee’s formulation of test generation as a Boolean satisfiability problem. The formulation is based on expressing the characteristic equation of the method of Boolean differences [40] in CNF. Deriving the SAT formula using the method of Boolean differences as discussed below guarantees that the final algorithm using SAT is complete. The CNF formula can be constructed directly from the gate network, and is linear in the size of the network. The test generation problem then becomes the problem known as satisfiability [14]: is there an assignment to the variables which makes the formula true?

3.1 Boolean Differences

Let F(x₁,...,xₙ) be a single output logic function, and Fₖ(x₁,...,xₙ) be the corresponding function when a fault f is present. Then (3) is the characteristic function for all tests for fault f.

\[ T_f = F_f \oplus F \]

In other words, for any general fault f, Tᵢ is true for any combination of inputs which will cause the output of the faulty network to differ from the value of the good network. Thus test generation for fault f consists of getting Tᵢ to evaluate to true.

For the stuck-at fault model, let i be a network element I/O with modeled stuck faults i/0 and i/1. Express i in terms of the network primary inputs, i = G(x₁,...,xₙ), and then express F as F(x₁,...,xₙ,G). Using (3) for fault i/0 and applying the definition of a stuck-at zero fault gives the following equation.

\[ T_{i/0} = F_{i/0}(x₁,...,xₙ,G_{i/0}) \oplus F(x₁,...,xₙ,G) \]

\[ = F(x₁,...,xₙ,0) \oplus F(x₁,...,xₙ,G) \]

\[ = (F(x₁,...,xₙ,0) \oplus F(x₁,...,xₙ,1)) \cdot G(x₁,...,xₙ) \]

To check this last step, note that when G = 0, Tᵢ/0 = 0, and when G = 1 then Tᵢ/0 = F(x₁,...,xₙ,0)\oplus F(x₁,...,xₙ,1). Tᵢ/0 is the characteristic function for all tests of fault i/0. Likewise (7) characterizes all tests for fault i/1.

\[ T_{i/1} = (F(x₁,...,xₙ,1) \oplus F(x₁,...,xₙ,0)) \cdot \overline{G}(x₁,...,xₙ) \]

These two functions have in common the expression: (8) called the Boolean difference of F with respect to G.

\[ \frac{\partial F}{\partial G} = F(x₁,...,xₙ,0) \oplus F(x₁,...,xₙ,1) \]

As outlined in [40], Tᵢ can be manipulated algebraically to find a test for fault f. Using the Boolean difference for test generation in this manner is called the method of Boolean differences [40].
3.2 Formulating the Test Problem in CNF

In the standard method of Boolean differences, the characteristic function $T_f$ is derived in a factored form with the same structure as the network being tested. To find a test, $T_f$ is simplified using algebraic operations as much as possible, and then finally some element of the on-set of $T_f$ is found. As noted by Larrabee [24], this procedure is tedious at best and far less efficient than existing structural search methods. However, Larrabee proposed expressing $T_f$ directly in a form more suitable for analysis – conjunctive normal form. Generating $T_f$ directly in CNF avoids the algebraic manipulations which make the method of Boolean differences impractical.

To derive $T_f$ in CNF, we again use characteristic functions. First the characteristic function of each primitive is expressed in CNF. For example, an AND gate $E = B \cdot C$ has the characteristic function (9).

$$\overline{B} + \overline{C} + E)(B + \overline{E})(C + \overline{E}). \quad (9)$$

The characteristic function of a network is the conjunction of the characteristic functions of each primitive. A straightforward way to formulate $T_f$ in CNF is to consider the network representation of (3) and generate the corresponding characteristic equation. Recall that generating a test means finding an assignment for which $T_f = 1$. We can state this explicitly by adding the clause ($T_f$) to the formula which can only be satisfied when $T_f$ is true. Now the test generation problem has become “Is there an assignment to the variables for which the formula evaluates to true?” But this is precisely the problem known as satisfiability[14], or SAT.

**SATISFIABILITY**

*Instance:* A set $U$ of variables and a collection $C$ of clauses over $U$.

*Question:* Is there a satisfying truth assignment for $C$?

Cook's Theorem: SATISFIABILITY is NP-complete.

SAT is extremely important in algorithm complexity analysis. To prove that some new problem $X$ in NP is as hard as SAT, a reduction is found which converts any SAT problem into a corresponding $X$ problem. This is the technique used to prove that test generation is NP-complete. Larrabee’s problem formulation uses an inverse reduction to reduce a testing problem to a corresponding SAT problem.

3.3 Active Clauses

It is inefficient to satisfy (6) or (7) directly because the good and faulty network are only related at network inputs and outputs. The close correspondence between the two networks is only implicit in the SAT formula since the good and faulty network values are separate Boolean variables. Larrabee [24] showed how the SAT algorithm is speeded up significantly by making this information explicit with additional clauses. We present a modified derivation which uses fewer clauses than in [24].

For each signal $S$ in the transitive fanout of the fault site, define a new variable $S_a$ called an active variable [24]. If $F_g$ is the value of $F$ in the good network, and $F_f$ is the value of $F$ in the faulty network, then the definition of $F_a$ using clauses is given by (10).

$$\overline{F}_a + F_g + F_f)(\overline{F}_a + \overline{F}_g + \overline{F}_f) \quad (10)$$

In other words, if the fault effect is propagated through $F$, then $F_g$ and $F_f$ must have different values. With these definitions added to the formula, the following constraints can be added. State that the fault site $F$ is active with the 1-clause ($F_a$). Then for each signal $G$ in the transitive fanout of the fault site, add the clause defined by (11) to state that if $G$ is active then some fanout $H$ of $G$ must be active.

$$\sum_{H=\text{fanout } 1 \text{ of } G}^{\text{fanout } n \text{ of } G} H_a$$
For example, if gate F fans out to gates H and I, then the clause \((\overline{F_a} + H_a + I_a)\) would be added to the formula. These additional clauses prune the search space by explicitly representing the close relationship between the good and faulty networks. Thus the SAT solver is not required to drive values all the way to network outputs before recognizing a contradiction. This representation of the active paths uses fewer clauses than in [24] since only one active variable is defined per gate, and gives a small savings in memory and CPU time.

Adding the clauses in (11) captures the heuristic that at all times there must still be some path to propagate the fault effect to an output. If a partial assignment blocks all paths from the fault site to an output, a conflict will occur for some clause from (11) possibly even before any logic values have been propagated to a network output. Thus an important heuristic in structural search methods is translated into clauses which implicitly guide the solution of the CNF formula.

### 3.4 Example

The network in Fig. 2(a) will be used to show an example CNF formula for combinational test generation of one fault. When the network is read in, it is converted into INV-AND format and all one-input gates are eliminated except at primary outputs, as illustrated in Fig. 2(b). Complex gates such as XOR gates are also decomposed directly into two levels of INV-AND gates.

Now consider the stuck-at-one fault marked in Fig. 2(b). First the network is traced using a forward depth-first search (DFS) to see which outputs can be reached by the fault effect. In this example, the fault effect can reach outputs K and M, but not output N. Then a backward DFS is done from these outputs to generate clauses describing all the gates which are part of the test generation problem for the fault. In this small example the DFS reaches all gates except for N. Now for each n-input gate, its characteristic equation is extracted in the form of \(n\ 2\)-clauses (clauses with 2 literals) and one \((n+1)\)-clause.

- **Good Network, 42 literals:**
  \[
  (B_g + \overline{F_g})(C_g + \overline{F_g})(F_g + B_g + \overline{C_g}) \\
  (C_g + G_g)(D_g + G_g)(G_g + C_g + D_g) \\
  (A_g + H_g)(B_g + H_g)(F_g + H_g)(H_g + A_g + B_g + \overline{F_g}) \\
  (A_g + I_g)(\overline{F_g} + I_g)(G_g + I_g)(I_g + A_g + F_g + G_g) \\
  (K_g + H_g)(\overline{K}_g + H_g)(M_g + I_g)(\overline{M}_g + I_g)
  \]

Next, clauses are generated to describe the gates in the transitive fanout of the fault site, since the values of these gates may differ between the good and faulty networks. Since the fault is on the input of gate F, the transitive fanout of the fault site consists of gates F, H, I, K and M. The description of a gate in the faulty network uses the good variables for signals which cannot be affected by the fault. For example, the description of gate H uses \(A_g, B_g, F_f\) and \(H_f\).
Active variables are defined for each gate in the transitive fanout of the fault site. If the gate is active, then its good and faulty values must differ. The first ten clauses define the active variables. Then for each gate, if the gate is active, one of its fanout gates must be active. In this example, this results in the last three clauses.

- Active Clauses, 37 literals:
  \[(\overline{F_t} + F_g + F_f)(\overline{F_t} + F_g + F_f)(\overline{H_t} + H_g + H_f)(\overline{I_t} + I_g + I_f)(\overline{K_t} + K_g + K_f)(\overline{M_t} + M_g + M_f)(\overline{N_t} + N_g + N_f)(\overline{O_t} + O_g + O_f)(\overline{P_t} + P_g + P_f)(\overline{Q_t} + Q_g + Q_f)(\overline{R_t} + R_g + R_f)\]

Since the fault is a stuck-at-one, clauses are added to say that the fault site must have value zero in the good network and one in the faulty network, and that the gate with the fault is active. Finally, the objective is added that at least one of the reachable outputs must be active. This results in the following clauses.

- Fault Site and objective, 5 literals:
  \[(\overline{B_t})(\overline{F_t})(\overline{K_t} + M_t)\]

To describe this one fault from a six gate network takes 50 clauses containing 119 literals. This CNF formula is satisfiable by any assignment with A = 0, B = 0, C = 1, which detects the fault at output K. Using satisfiability, the entire CNF formula is extracted before a search is made for a test (this is a severe limitation to applying this technique directly to sequential test generation).

The overhead of generating a new formula for each fault does decrease the efficiency of TEGUS. Even for relatively small networks, the CNF formula can be many thousands of literals. Several of the CNF formulas for network c6288 have over 50 000 literals. As shown in Table 1, about half the total time is spent extracting the formulas.

Some of the time lost in extracting the formula is regained because the uniform CNF formula can be solved by a much simpler branch and bound algorithm. Another interesting benefit of extracting the formula is that gates which are not relevant to detecting a fault are not represented in the formula. In the previous example, gate N was not added to the formula because it cannot be used either to activate or propagate the fault on gate F. However, a structural test generation algorithm would propagate values to gate N when gate G changes. This benefit was canceled out in [24] by the inefficient heuristics used to solve the formula. Later, a structural algorithm used the same DFS tracing to create a reduced gate network for test generation[29], but with much less benefit since it does not simplify the branch and bound algorithm as it does in TEGUS.

4 Checking Satisfiability

After a CNF formula has been extracted for a fault, the next step is to find a satisfying assignment. If such a satisfying assignment exists, the set of values it assigns to the network primary inputs is a test for the fault. Finding an assignment is an NP-complete problem[14]. If no satisfying assignment exists, the fault is redundant. Proving this is a co-NP-complete problem[14].

This section describes the basic branch and bound algorithm used to search for a satisfying assignment or prove that none exists. The heuristics used to guide the branching are called a search strategy. Several greedy search strategies
are proposed and compared for effectiveness and efficiency. As in structural algorithms [1, 11, 21, 31, 33], the best results are achieved by trying several strategies in succession.

For redundant faults, switching strategies is not effective. To identify hard redundant faults, we use two types of global implications first introduced for structural test generation in [38]. We show how more of these global implications can be generated by iterating the basic procedure, and how in TEGUS they subsume many of the other important heuristics used in structural test generation such as the X-path check in PODEM, and unique sensitization in FAN.

Based on the experiments described in this section, we identify four greedy strategies which form the core of the TEGUS heuristics. These are tried in succession with low backtrack limits to detect nearly all testable faults and the easy redundant faults. For the few remaining faults, the formula is analyzed for global implications and the same greedy strategies are retried with a higher backtrack limit to prove the difficult redundant faults are indeed redundant.

4.1 Branch and Bound

Branch and bound is a standard technique for the exact solution of NP-complete problems. In SAT, branching consists of selecting an unassigned variable, setting it either true or false, and reversing the assignment (backtracking) if the first choice does not lead to any solution.

The search is bounded in three ways. First, if an unsatisfied clause has no unassigned literals, then the current partial assignment is contradictory and the search can be bounded. Second, if an unsatisfied clause has only one unassigned literal, that literal can be immediately asserted. This avoids branching on the corresponding variable. Third, if the previous step tries to assert A but A has already been asserted, the assignment is contradictory and the search can be bounded. Pseudo code for the bound procedure is shown in Fig. 3.

In spite of bounding the search in this way, we still may not realize immediately that a partial assignment cannot be extended to satisfy the formula. This is what leads to the worst case performance. For example, given a partial assignment which uniformly requires 4 additional assignments to detect a contradiction, a total of 24 partial assignments will be generated where ideally none would be required. Each of the heuristics described in this section can be seen as an attempt to minimize this explosion of the search space.

Like other test generation algorithms, TEGUS attempts to minimize the number of backtracks needed to generate a test. On the other hand, since the real objective is to minimize computation time, it is misleading to focus only on minimizing the number of backtracks. Using the previous example, a heuristic is not effective if it reduces the additional assignments from 4 to 0 but requires twice as much computation time as just doing the 16 backtracks.

4.2 Search Strategies

A set of heuristics used to guide the branch and bound search is called a search strategy. The heuristics for branch and bound can be categorized by three parameters (this is true for structural algorithms as well):

- Variable order for branching.
- What processing to do at each branch point (dynamic processing).
- How long to search before giving up (e.g. backtrack limit).

Variable order can be classified as static or dynamic. A static ordering fixes a single global order for all the variables and uses this for the entire search. The problem with a static ordering is that it generally does many unnecessary variable assignments. As explained previously, this exacerbates the worst case behavior of the search. For example setting one input of an AND gate to zero fixes the output to zero but does not force any value for the other inputs. Since these other inputs are unassigned, a fixed variable ordering may assign values to the other inputs, while the
branch (strategy)       // recursive binary branch and bound
          v = find_next_variable (strategy)
          if (none) return true

          sp = save_stacks ()
          if (bound(v,false) and branch(strategy)) return true

          if (++num_backtrack > backtrack_limit)
              gave_up = true
              return true
          end if
          undo_assign (sp)

          return (bound(-v,false) and branch(strategy))
end

bound (lit,add_nli)     // assign lit and bound the search on a contradiction
          if (opp(lit) == true) return false

          for each lit2 implied by lit
              if (bound(lit2,add_nli) == false) return false
          end for

          for each clause c containing lit
              mark c satisfied
          end for

          for each unsatisfied clause c containing -lit
              if c has no free literals return false
                if c has 1 free literal lit2
                    if (bound(lit2,add_nli) == false) return false;
                        if (add_nli) add implication (-lit2 => -lit)
                end if
              end if
          end for

          return true
end

find_next_var (strategy) // select next variable for branching
          if (strategy == G1)
              return first free literal in first unsatisfied clause of subformula
          if (strategy == G2)
              return last free literal in first unsatisfied clause of subformula
          if (strategy == G3)
              return most frequent free literal in unsatisfied clauses of subformula
          if (strategy == G4)
              return first free literal in last unsatisfied clause of subformula
          if (strategy == G5)
              return last free literal in last unsatisfied clause of subformula
end

Figure 3: Algorithm for branch and bound on CNF formula.
Table 2: Aborted faults for 12 different strategies, backtrack limit 50, no fault simulation. For comparison, there are 121,029 total faults. The last line shows the total time for each strategy in CPU hours.

<table>
<thead>
<tr>
<th>Network</th>
<th>LSAT</th>
<th>G1</th>
<th>G2</th>
<th>G3</th>
<th>G4</th>
<th>G5</th>
<th>Comb</th>
<th>NLI</th>
<th>ABC</th>
<th>G1R</th>
<th>G2R</th>
<th>G3R</th>
</tr>
</thead>
<tbody>
<tr>
<td>c432</td>
<td>82</td>
<td>5</td>
<td>3</td>
<td>3</td>
<td>184</td>
<td>25</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>126</td>
<td>103</td>
<td>3</td>
</tr>
<tr>
<td>c499</td>
<td>4</td>
<td>0</td>
<td>16</td>
<td>473</td>
<td>7</td>
<td>42</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>529</td>
<td>70</td>
<td>435</td>
</tr>
<tr>
<td>c880</td>
<td>3</td>
<td>8</td>
<td>0</td>
<td>28</td>
<td>14</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>27</td>
<td>35</td>
<td>0</td>
</tr>
<tr>
<td>c1355</td>
<td>3</td>
<td>0</td>
<td>40</td>
<td>0</td>
<td>73</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>630</td>
<td>41</td>
<td>115</td>
</tr>
<tr>
<td>c1908</td>
<td>342</td>
<td>8</td>
<td>2</td>
<td>26</td>
<td>21</td>
<td>27</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>605</td>
<td>372</td>
<td>84</td>
</tr>
<tr>
<td>c2670</td>
<td>19</td>
<td>29</td>
<td>23</td>
<td>93</td>
<td>111</td>
<td>81</td>
<td>5</td>
<td>7</td>
<td>1</td>
<td>1095</td>
<td>702</td>
<td>81</td>
</tr>
<tr>
<td>c3540</td>
<td>168</td>
<td>36</td>
<td>26</td>
<td>116</td>
<td>430</td>
<td>1200</td>
<td>5</td>
<td>0</td>
<td>1</td>
<td>1292</td>
<td>1348</td>
<td>180</td>
</tr>
<tr>
<td>c5315</td>
<td>400</td>
<td>43</td>
<td>28</td>
<td>277</td>
<td>626</td>
<td>318</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>805</td>
<td>344</td>
<td>452</td>
</tr>
<tr>
<td>c6288</td>
<td>4962</td>
<td>9</td>
<td>81</td>
<td>2078</td>
<td>1388</td>
<td>1236</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4698</td>
<td>4509</td>
<td>2904</td>
</tr>
<tr>
<td>c7552</td>
<td>842</td>
<td>233</td>
<td>70</td>
<td>418</td>
<td>312</td>
<td>472</td>
<td>28</td>
<td>0</td>
<td>0</td>
<td>1409</td>
<td>1563</td>
<td>621</td>
</tr>
<tr>
<td>s1494</td>
<td>0</td>
<td>0</td>
<td>12</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>8</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>s5378</td>
<td>0</td>
<td>0</td>
<td>43</td>
<td>26</td>
<td>13</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>119</td>
<td>25</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>s9234</td>
<td>134</td>
<td>101</td>
<td>83</td>
<td>371</td>
<td>223</td>
<td>417</td>
<td>59</td>
<td>18</td>
<td>7</td>
<td>695</td>
<td>233</td>
<td>319</td>
</tr>
<tr>
<td>s13207</td>
<td>5</td>
<td>2</td>
<td>26</td>
<td>131</td>
<td>328</td>
<td>559</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>177</td>
<td>37</td>
<td>0</td>
</tr>
<tr>
<td>s15850</td>
<td>6</td>
<td>1</td>
<td>6</td>
<td>13</td>
<td>647</td>
<td>224</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>905</td>
<td>173</td>
<td>1</td>
</tr>
<tr>
<td>s35932</td>
<td>51</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>293</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td>s38417</td>
<td>35</td>
<td>116</td>
<td>120</td>
<td>28</td>
<td>2560</td>
<td>1521</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>2907</td>
<td>1931</td>
<td>60</td>
</tr>
<tr>
<td>s38584</td>
<td>0</td>
<td>7</td>
<td>0</td>
<td>43</td>
<td>523</td>
<td>546</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>991</td>
<td>108</td>
<td>87</td>
</tr>
<tr>
<td>Total</td>
<td>7056</td>
<td>598</td>
<td>524</td>
<td>3982</td>
<td>7727</td>
<td>6772</td>
<td>124</td>
<td>25</td>
<td>16</td>
<td>17019</td>
<td>11599</td>
<td>9786</td>
</tr>
<tr>
<td>Time</td>
<td>4.2h</td>
<td>0.4h</td>
<td>0.4h</td>
<td>3.0h</td>
<td>0.5h</td>
<td>0.5h</td>
<td>0.5h</td>
<td>14.5h</td>
<td>14.1h</td>
<td>0.5h</td>
<td>0.4h</td>
<td>2.7h</td>
</tr>
</tbody>
</table>

actual conflict may be because the gate has an output value of zero. If the gate has four inputs, then at least $2^3$ partial assignments are wasted effort.

The results in [24] use static variable ordering. Three strategies are used which sort the variables based on the number of implications they have. These strategies are described further in [26]. Column LSAT of Table 2 shows our results of using these static variable ordering strategies without fault simulation. This static ordering is not effective or efficient, and is more complicated than the orderings presented below. Other algorithms using a static variable ordering give equally poor results [9].

A dynamic ordering chooses which variable to branch on at each branch point of the search. Generally, the strategies used in structural test generation algorithms use dynamic variable ordering. With this flexibility, the problems of a static ordering can be avoided, but it can be equally inefficient to use a complex strategy for choosing each variable. To try to improve the performance of satisfying the CNF formula, we experimented with several greedy strategies.

4.3 Greedy Variable Selection

One possible greedy strategy is to pick any remaining unsatisfied clause in the formula and satisfy it by assigning one of its literals to be true. This is a dynamic variable ordering which is fast to compute, but its effectiveness depends on the order that the clauses are searched. The intuition for a good clause ordering is found by considering the variable orderings used in effective structural algorithms. Note that the clause ordering is a heuristic to improve the average performance, and is not necessary to make the algorithm complete.

The most important improvement of PODEM over the D-algorithm was to do the implicit search by only assigning primary inputs. All other gate values are then defined by implications. PODEM is generally faster than the D-algorithm because this avoids a large number of unnecessary conflicts, especially in networks with a lot of reconvergence. Thus it would be best to order the clauses so that those with literals related to primary inputs were searched first. In the example from section 3.4, consider the following clauses from the good network.
• Subformula, 25 literals:
  \[(F_g + B_g + C_g)(G_g + A_g + B_g + F_g)(I_g + A_g + F_g + G_g)
  (F_f + B_f + C_g)(H_f + A_g + B_g + F_f)(I_f + A_g + F_f + G_g)\]

These are all the \( (n+1) \)-clauses (see section 3.4) which contain at least one literal from a primary input. If these clauses are searched first using a greedy strategy, values are assigned to primary inputs rather than to arbitrary network variables. For example, to satisfy the first clause, a greedy strategy could assign \( F_g \) to true. Because of clauses \((B_g + F_g)(C_g + F_g)\) in the formula, this would directly force inputs \( B \) and \( C \) to one. On the other hand, it could choose to satisfy the formula by assigning \( B_g \) to true, which means input \( B \) is assigned to zero. When the CNF formula for a fault is extracted, these clauses containing a literal for a primary input are specially designated as a subformula, since there is no direct way to identify these special clauses by looking only at the final formula.

This raises a second problem which is how to order the clauses of the subformula, i.e. how to order the primary inputs. From the analysis at the beginning of the section, if a variable assignment is going to lead to a conflict, we want to detect this as soon as possible. In Fig. 2, after input \( A \) is assigned, a conflict is more likely to be detected by assigning \( B \) next instead of \( E \) since inputs \( A \) and \( B \) converge immediately while \( A \) and \( E \) do not converge at all. In a large network, this effect can lead to many wasted backtracks and it is one of the reasons the backtrack limits in [24] needed to be so high. Thus we order the clauses of the subformula using a depth-first search from the reachable primary outputs. In a structural algorithm, this heuristic is embedded in the backtracing heuristics used to select a primary input, and in the ordering of objectives.

The ordering derived from the DFS depends on how the fanins of each gate are ordered. We experimented with several different orderings based on traditional testability measures but did not find an ordering which was consistently superior. Thus we simply use the gate fanin ordering given in the input file, and the DFS searches the fanins for each gate in first to last order. Starting with output \( K \), then \( M \) in Fig. 2, the DFS ordering of the inputs is \( A, B, C, D \).

In addition to avoiding conflicts while searching for a test, these clause orderings have a second important advantage. The SAT solver continues the branch and bound search until every clause is satisfied, even if the current partial assignment happens to be a test. This is the only way the SAT solver can guarantee that the formula has indeed been satisfied. If primary inputs are not assigned first, the search could encounter conflicts and have to backtrack. This can cause the SAT solver to abort even though a test has been found. For example, in Fig. 2 assume that input \( D \) is actually driven by some complicated logic, and that variables \( A_g, B_g \) and \( C_g \) have already been assigned false, false and true respectively. This partial assignment is a test, but clause \((G_g + C_g + D_g)\) has not been satisfied yet. If the next decision is to set \( G_g \) to true (the AND gate to a one), the solver may have to backtrack in order to justify a value of true for variable \( D_g \). This is another reason why such high backtrack limits are needed in [24]. On the other hand, if assignments are only made to primary inputs by first satisfying the subformula, all these needless backtracks are avoided.

Although a generic SAT solver cannot know a test has been generated until the entire formula has been solved, it is possible to modify the SAT solver to monitor the active variables to determine when a test has been generated and terminate the branch and bound early. This could be important for dynamic test compaction, but would probably decrease the performance of the SAT solver.

### 4.4 Comparison of Strategies

This section presents experimental results comparing the heuristics proposed in [24], several variations on the greedy strategy just described, and three strategies which the previous analysis predicts will not work well. In order to compare only the heuristics for deterministic test generation, no fault simulation is used for the results in Table 2.

The algorithm in [24] uses three static variable orderings tried in succession. These heuristics are described in more detail in [26]. Column LSAT of Table 2 shows the results of applying all three static orderings, each with a backtrack limit of 50 (the results in [24] use a backtrack limit equal to the number of variables in the formula). After 4.2 hours of CPU time, the algorithm still aborted on over 7000 faults. By increasing the backtrack limits, and by simulating random patterns to detect most of the faults, it is possible to get good coverage on the benchmark networks using the
static variable orderings. However, as shown in [24], it is much less efficient than existing structural algorithms.

Next we consider several greedy strategies. Strategy G1 (greedy 1), searches the subformula in order for the first unsatisfied clause, and then selects the first unassigned literal in this clause. It branches on the corresponding variable by first trying the assignment which satisfies the clause. Column G1 of Table 2 shows the number of aborted faults using this strategy with a backtrack limit of 50 and no fault simulation. It aborts on many fewer faults and is nearly an order of magnitude faster than the static variable ordering LSAT. Greedy strategy G2 selects the last unassigned literal in the first unsatisfied clause of the subformula. As shown in column G2 of Table 2, this does approximately as well as G1.

At each branching point, strategy G3 selects the literal which satisfies the most clauses which are still unsatisfied in the entire formula (not just the subformula). Ties are broken by picking the first such literal using the given clause ordering. Column G3 shows this strategy does much worse than G1 and G2, as well as being slower. Satisfying as many clauses as possible at each step tends to favor the variables associated with high fanout or high fanin gates. Branching early on these values does not seem to be effective, probably for the same reasons a static variable ordering is not.

Strategies G4 and G5 are similar to G1 and G2 respectively, except they search the subclauses in reverse order. Overall they do worse than G1 and G2. Since clauses in the subformula are ordered by DFS as previously described, the inputs at the end of the subformula usually do not all belong to the same cones of logic. Rather, they are whatever inputs were left over after the earlier cones were searched. Thus the inputs at the end of the subformula in general do not converge as directly if at all, and many backtracks are wasted changing assignments which are not the real cause of the contradiction.

To emphasize the importance of assigning input variables early, we ran three experiments which reversed the clause ordering, i.e. put clauses for network outputs first and clauses for inputs at the end, and then applied the greedy strategies to all the clauses in the formula. Columns G1R, G2R and G3R show the results of applying G1, G2 and G3 respectively to the reversed formula. In all three cases, this ordering makes the strategies much less effective. Even G3 is affected since it uses the clause ordering to break ties. For a structural algorithm, such a strategy corresponds to starting by assigning values to the network outputs. These experiments and others not shown in the table indicate that dynamic variable orderings which assign values to inputs in topological order are both more effective and efficient than static orderings or strategies which branch on internal network variables.

4.5 Orthogonal Strategies

Although the results in Table 2 for G1 and G2 are not bad (they abort on less than 0.5% of the faults without fault simulation in very reasonable time), current demands of test generation are for essentially no aborted faults. Increasing the backtrack limit for any of these strategies increases the coverage only very slowly and for enormous increase in computation time. But we can exploit the fact that each strategy may succeed on different faults by trying several strategies in succession.

One of the first suggestions to combine several different strategies is in [3]. Similar approaches are described in [11, 31, 33], and almost all algorithms have at least two or three different “phases” which use different search strategies. Of these, the work in [31] is particularly interesting since it develops an analytical expression to estimate when two strategies will be more efficient than one.

Min and Rogers defined the orthogonality of two search strategies [31] to measure how well two strategies can complement each other by detecting different sets of faults. Let S be the total set of faults in the networks used for the estimate. Let $S_A$ be the set of faults detected by strategy A (using some fixed number of backtracks) and likewise $S_B$ for strategy B. Then the orthogonality of A with respect to B is given by (12).

$$O_{A,B}(S) = \frac{|S_A - S_B|}{|S_A|} \quad (12)$$
Orthogonality as low as 0.026 can be enough to make two search strategies more cost effective than one [31]. Unfortunately the value of \( O_{A,B}(S) \) decreases rapidly when the number of easy faults in the network increases regardless of how effective the strategies are on hard faults. This makes it difficult to compare different combinations of strategies using orthogonality. However, the concept can be used to explain the improved results from combining several greedy strategies.

Since \( G_1 \) and \( G_2 \) both give excellent results, a first combination is to try \( G_1 \) followed by \( G_2 \), each with a backtrack limit of 50. This reduces the number of aborted faults to 253, with negligible increase in CPU time. Since the other three greedy strategies each aborted on many thousand faults, it might seem that they would be of very little use. However, trying \( G_4 \) or \( G_5 \) after \( G_1 \) and \( G_2 \) further reduces the number of aborted faults. Even though they are not effective by themselves, \( G_4 \) and \( G_5 \) are useful because they are somewhat orthogonal to \( G_1 \) and \( G_2 \). On the other hand, \( G_3 \) did not reduce the number of aborted faults significantly. Column Comb of Table 2 shows the number of aborted faults when strategies \( G_1, G_2, G_4 \) and \( G_5 \) are tried in succession. The number of aborted faults is reduced with a small decrease in performance.

The relatively high orthogonality of \( G_1 \) and \( G_2 \) can be explained by looking at how the clauses are formed and ordered. Consider the effect of \( G_1 \) and \( G_2 \) on the clauses for an AND gate in (9). If the 3-clause \((B + C + E)\) is not satisfied, strategy \( G_1 \) will try to assign \( B \) which sets the output of the AND gate to zero. On the other hand, strategy \( G_2 \) will try to assign \( E \) which sets the output of the gate to one. The orthogonality of \( G_4 \) and \( G_5 \) with respect to \( G_1 \) and \( G_2 \) is high because they start by assigning values to different primary inputs.

### 4.6 Solving Hard Formulas: Global Implications

A combination of greedy strategies still does not solve every CNF formula in the benchmark networks; strategy Comb still aborts on 124 faults. Almost all of them are redundant faults, so switching to yet another strategy or increasing the backtrack limit is not cost effective. For these remaining hard faults, additional information is needed to solve the CNF formula. Additional data used to improve the effectiveness of many test generation algorithms are called global implications because they are derived by analyzing the overall network structure (or formula structure in our case). The PAN algorithm introduced the use of dominators [13] to identify unique sensitization values as one type of global implication. Several additional global implications were introduced in [38]. This section describes the two global implications we have found most effective in TEGUS: nonlocal implications, and assignments by contradiction.

#### Implication Graph

Each 2-clause in the CNF formula is equivalent to two implications.

\[
(A \lor B) \Leftrightarrow (\overline{A} \rightarrow B) \land (\overline{B} \rightarrow A)
\]  

(13)

An implication graph is formed by associating a vertex with each literal in the formula, and letting the implications from 2-clauses define the edges. For example, the characteristic equation for the network in Fig. 4(a) has six 2-clauses.

![Figure 4: Use of implication graph. (a) Example network. (b) Corresponding implication graph.](image)
The corresponding implication graph is shown in Fig. 4(b). It is possible to analyze this graph to extract additional information about the formula. Strongly connected components (SCCs) of the graph indicate equivalent variables [24]. In Fig. 4(b), the two SCCs show that \( D = \overline{C} \). This corresponds to recognizing buffers and inverters in the original network. This analysis cannot detect more interesting cases, such as determining that the outputs of the two AND gates are equivalent. Thus there is no real benefit from performing this check.

Another use of the implication graph is to find a literal \( X \) such that there is a path from \( X \) to \( \overline{X} \) in the graph [8, 24], i.e. \( X \Rightarrow \overline{X} \). In this case, \( X \) can be assigned true immediately without branching. Unfortunately, this condition does not usually occur until after several variables have been branched on, dynamically creating some additional 2-clauses. In the previous example, if \( A \) is assigned true, then the clause \( (C + \overline{A} + \overline{B}) \) is reduced to \( (C + \overline{B}) \), and the corresponding implications \( C \Rightarrow \overline{B} \) and \( B \Rightarrow C \) can be added to the graph. In a more complicated example, adding such additional implications can create a path from \( X \) to \( \overline{X} \) for some literal \( X \). The major drawback is that at each branching point of the search, the implication graph must be temporarily updated using any new reduced clauses, and an \( O(n^2) \) processing step must be used to detect contradictions in the graph. Any assignments found by analyzing the implication graph are dependent on the previous assignments, so if the search backtracks, the temporary implications must be removed from the graph, and any information derived from the graph must be discarded. This leads to the poor performance reported in [8].

We tried analyzing the implication graph for the more general condition \((X \rightarrow A) \land (X \rightarrow \overline{A}) \Rightarrow \overline{X}\), and tried to reduce the overhead using heuristics such as only analyzing the implication graph on every other branching point. This did not appreciably improve the effectiveness or the performance. Although other nonstructural algorithms [8, 24] place great emphasis on information derived from the implication graph, we found no benefits from using this costly procedure.

Nonlocal Implications

The two implications derived from each 2-clause can be considered local implications since in the original network they relate the input and output values of a single primitive, or the stem and branch values of a fanout point. While this locality makes it easy to construct the formula, more global information is needed to solve difficult CNF formulas, particularly for proving there are no solutions (i.e. a redundant fault). One form of global information is derived using (15). This rule was applied to only the good network values for structural test generation in [38], and applied to the entire CNF formula in [24]. For each literal \( A \) in the formula, assert \( A \) and check for condition (15).

\[(A \rightarrow B) \Rightarrow (\overline{B} \rightarrow \overline{A})\]  

(15)

Chains of local implications satisfy (15), but because they were derived from 2-clauses originally, the consequent implication is already represented in the implication graph. However if assigning \( A \) reduces some \((3+)\)-clause to a 1-clause \((F)\), i.e. \((A \Rightarrow F)\), then the implication \((\overline{F} \Rightarrow \overline{A})\) is likely to be new information. For example, in (16), the chain of implications from asserting \( A \) is listed in (17).

\[(\overline{A} + B)(B + \overline{X})(\overline{B} + \overline{Y})(X + Y + F)\]  

(16)

\[A \Rightarrow B, \ B \Rightarrow \overline{X}, \ \overline{X} \Rightarrow (Y + \overline{F}), \ B \Rightarrow \overline{Y}, \ \overline{Y} \Rightarrow (F)\]  

(17)

In this example, literal \( A \) has 4 implication: \( A \Rightarrow B, A \Rightarrow \overline{X}, A \Rightarrow \overline{Y}, \) and \( A \Rightarrow \overline{F} \). The first three implications resulted from chains of local implications and are ignored. However the conclusion \( \overline{F} \) of the last implication came from the 3-clause \((X + Y + \overline{F})\), and so \( F \Rightarrow \overline{A} \) is added to the formula.
branch_and_bound () // top level

for i from 1 to 2

    if i = 2 then
        if (find_global_impl() == false) return false
    endif

    foreach strategy s in {G1,G2,G4,G5}
        gave_up = false
        result = branch(s)
        if (gave_up == false) return result
    end for

end for

return gave_up // all strategies gave up

find_global_impl () // Find nonlocal impl, and assignments by contradiction

foreach literal lit
    sp = save_stacks ()
    if (bound(lit,true) == false)
        if (bound(-lit,false) == false) return false
    else
        undo_assign (sp)
    endif
end for

Figure 5: Trying several strategies in succession on the same formula.

Column NLI in Table 2 shows the results when nonlocal implications are computed for each formula before trying the strategies G1, G2, G4 and G5 in succession. The number of aborted faults is reduced by a factor of five, but the CPU time is increased 30 times. Since this is so time consuming, we first try the four greedy strategies without nonlocal implications. If all these strategies abort, then nonlocal implications are computed for all variables and the greedy strategies are retried, as shown in Fig. 5. With this approach, the total time is only slightly longer than that for strategy Comb. The backtrack limits used in [24] were much higher (up to 10 000) so nonlocal implications were not as useful as they are in TEGUS.

Nonlocal implications are more difficult to find in a structural algorithm because there are several types of implications: forward and backward implications, good and faulty network implications, and implications including the different fault effect paths (captured in TEGUS by the active variables). To make nonlocal implications as powerful as in TEGUS, a structural algorithm would have to handle all of these different cases. Thus the uniformity of the CNF representation is a tremendous advantage in the simplicity of the algorithm and the power of the heuristics.

Assignments by Contradiction

Another type of global information is unique variable assignments found by contradiction. For each literal A in the formula, assert A and check for the implication of (18).
\((A \rightarrow \text{false}) \Rightarrow \overline{A}\)  \hspace{1cm} (18)

To detect such an implication for literal A, assert A and apply the bounding steps described earlier. If this leads to a contradiction, then \(\overline{A}\) is implied. Unlike the contradictions found using the implication graph, this also makes use of clauses with more than 2 literals, and consequently will find more assignments.

Column ABC of Table 2 shows the number of aborted faults when assignments by contradiction are applied in the same manner as described for nonlocal implications. Socrates applied (18) to structural test generation[38] but, as with nonlocal implications, it is more powerful when applied to the CNF formula since it is automatically applied to all literals in the formula.

Iterating the Global Implications Computation

In Socrates[38], global implications are searched for in two different phases. Initially the network is preprocessed to compute nonlocal implications for the good network. These implications are used in search phase DYN1. After this phase, any remaining faults are retried by phase DYN2 which computes global implications dynamically at each branching point of the search. Phase DYN2 is only needed for a few very difficult faults in the ISCAS networks. Similar results are reported in [29].

We have improved the global implication procedure in [38] after observing that the results of the implication search can depend on what order the variables are processed. As an example, consider the network in Fig. 2, for the fault stuck-at 1 on the first input of gate F (recall that in TEGUS, global implications for a formula are specific to one fault). Assume input C is processed first. Assigning \(C_g\) to either true or false results in neither a conflict nor any nonlocal implications. Later input A is processed. When \(A_g\) is true, variables \(I_g, I_f, H_g\) and \(H_f\) are all forced to false which forces \(H_g\) and \(F_g\) both to false. Then to satisfy clause \((F_g + H_g + I_g)\), it must be that \(F_g\) is false, which contradicts the objective clause \((F_g)\). Thus, by contradiction, \(A_g\) must be assigned the value false. But now it is possible to find a nonlocal implication for C, namely that setting \(C_g\) false forces \(I_g\) to true, so the nonlocal implication \(I_g \Rightarrow C_g\) can be deduced. To find this nonlocal implication in one pass, the variable \(A_g\) must be processed before \(C_g\).

More complex ordering dependencies can be demonstrated, including interdependencies such that no ordering will find all the global implications on a single pass. Thus we iterate the processing until some pass results in no new implications. For the ISCAS benchmark networks, this usually terminates after 3 or 4 iterations with a contradiction, proving the fault is redundant.

It is likely that the benefits of dynamic processing shown in [38] were actually a result of this ordering dependence. Continuing the same example, assume that in the static phase C was processed before A, and that the basic strategies aborted on the fault. When the dynamic processing phase is invoked, if some variable besides C is selected as the first variable to branch on, then the dynamic processing at this first branch point will now detect the nonlocal implication \(\overline{I} \Rightarrow C\). Although the implication was not detected as soon as possible, with luck it may still be soon enough to avoid some backtracking. There may be some examples where dynamic processing is helpful, but so far we have not found any cases which are not handled by iterating the static processing.

4.7 Comparison with Unique Sensitization

In this section we compare the various unique sensitization conditions used in structural test generation algorithms with the global implications computed by TEGUS. When both nonlocal implications and assignments are iterated to completion on a formula containing the active variables, the resulting global implications subsume the unique sensitization conditions used by structural algorithms.

PODEM used a very simple condition called an X-check: it makes sure there is at least one path from an active gate to a primary output, such that all the gates on this path have not been assigned a value yet. If there is no such path, this implies the fault effect cannot possibly be propagated to an output and the search can backtrack.
FAN[13] and TOPS[23] analyze the network topology to identify dominator gates for each fault. Given gates G1 and G2, G2 is a dominator of G1 if all paths from G1 to a primary output pass through G2. In Fig. 6, for the input fault on gate 1 there are two dominator gates: 1 and 4. Because the fault effect must pass through these two gates, any inputs which cannot be reached from the fault site must have a noncontrolling value. Thus the FAN algorithm would immediately assign signals A and B to the value 1. During test generation, whenever the fault effect is only being propagated by a single gate, the dominators of that gate are checked for possible unique value assignments.

Socrates[39] finds additional unique assignments by checking if a dominator gate fans out to multiple gates which are in turn controlled by another single gate. In Fig. 6, dominator gate 4 fans out to gates 6 and 7, a path dominator set, which are both controlled by gate 5, the path controller. If the path controller cannot be reached from the fault site, then it also must be set to a noncontrolling value. In this example, Socrates would immediately set signal C to 1. FAN would not identify this since neither 6 nor 7 are dominators.

A further improvement made in [22] is to identify additional path dominator sets which are not direct fanouts of a dominator. Gates 9 and 10 form such a set, and consequently signal D must also be set to 1. Socrates would not find this because gates 9 and 10 do not have a common fanin which is on a fault path.

Yet a further extension is described in [29], where the path controller gate itself may fan out before reaching the fault paths. Gate 11 is a path dominator which fans out through gates 12 and 13 before reaching 14 and 15 which together dominate all paths from the fault site. If gates 12 and 13 are just inverters or buffers, the algorithm in [29] would determine that signal E must be set to 1. If these gates have other inputs, the unique assignment is not detected. The algorithm in [22] would not identify gates 14 and 15 as a path controller set because they have no common fanin gate.

In TEGUS, the assignments by contradiction described previously will determine every single literal $X$ such that assigning $\overline{X}$ causes a contradiction. When active clauses are added to the CNF formula as described in section 3, these global implications subsume all possible dominator and path controller assignments, including the PODEM X-path check. To see this, consider the result of assigning $E_8$ false (since the global implications processing is applied to every literal in the CNF formula). This forces $12_g, 12_f$ to true, and $13_g, 13_f, 14_g, 14_f, 15_g$ and $15_f$ to false. The active variable for gate 14 is defined as follows (see section 3.3).

$$ (14_a + 14_g + 14_f)(14_a + 14_g + 14_f)) $$

Since both $14_a$ and $14_f$ are false, the only way the first clause can be satisfied is for $14_a$ to be false, i.e. the fault effect does not propagate through gate 14, and likewise for gate 15. Now consider the following active path clauses generated by (11).

$$ (a_a + 6_a + 7_a)(6_a + 9_a)(6_a + 14_a) $$
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Since $14$, is false, the third clause forces $9$ to false, and then the second clause forces $6$ to false. Similarly $10$ and $7$ will be forced to false because $15$ is false. Now by the first clause, $4$ is forced to false, and by similar arguments, $2$, $3$, and then $1$ are all forced to false. But this is a contradiction since one of the goal clauses states that the faulty gate must be active, i.e. $(1\lambda)$. A similar contradiction occurs if a partial assignment would eliminate the D-frontier, thus giving the same results as the PODEM X-path check.

This entire chain of implications is carried out by procedure bound of Fig. 3, and since a contradiction is a result, $E_\lambda$ can be immediately assigned true. It is straightforward to show that this will also find the unique assignments for $A_\lambda$, $B_\lambda$, $C_\lambda$, and $D_\lambda$. In TEGUS, these are all determined using the simple procedure find_global_impl of Fig. 5, without any topological analysis of the network. Some of the dominator and path controller information may be derived more than once as different faults are processed, but since these global implications are only needed for a few faults, the overall performance is hardly affected.

### 4.8 Combined Heuristics

Pseudo code for the branch and bound algorithm to solve a CNF formula is listed in Fig. 3. At each level of recursion, some unassigned variable is selected and branched on. Function bound assigns a literal to be true and then bounds the search by following up with all direct implications of this assignment. If any contradiction is found, the branching is stopped and the most recent decision is reversed.

Fig. 5 describes how four basic greedy strategies are tried in succession. Given the CNF formula, the clauses of the subformula are put in DFS order and the four basic greedy strategies are tried in succession, each with a backtrack limit of 15. If all four strategies abort, global implications are computed for all literals in the formula and the four strategies are retried with a higher backtrack limit of 500. This is preferred to computing the global implications immediately for all formulas because, as shown in Table 2, most formulas can be solved without this very expensive procedure. In a practical test generation algorithm, a good balance between robustness and efficiency is crucial.

Since the four basic strategies might each be applied up to two times, TEGUS can be considered to have in effect 8 different search strategies. Because of the uniformity of the CNF formula, it is very straightforward to implement so many different strategies. One weakness of the current heuristics is that the backtrack limits are not adjusted for changes in problem size. Further experiments are needed to determine a good heuristic for scaling the backtrack limits. A constant limit works well for the ISCAS benchmark networks because the larger networks primarily get wider (more cones of logic) but not much deeper (more levels of logic). For example, the average CNF formula size for c2670 is 3 700 literals, while for s35932 it is only 630 literals, even though the latter has 16 times more gates. This is the basis for the misleading observation that "ATPG CPU time increases linearly with gate count" [43]. A more appropriate measure would be time versus the size of the subnetwork formed by the cones of logic containing the fault, which is what is measured by the CNF formula size.

### 5 Results

In this section, we compare the experimental results from our implementation of TEGUS to other results in the literature. Since the heuristics are a tradeoff of robustness, simplicity, and efficiency, we will consider each of these separately. From the results on the ISCAS benchmark networks, TEGUS is a good balance of these three factors.

For a reasonable evaluation of a new test generation algorithm, it is necessary to consider both the total time and number of aborted faults, each with and without fault simulation. The execution times should be the total run time, including all preprocessing. The results should be compared to the best known results, not to an attempted reimplementation of another algorithm. For comparison, the times should be normalized based on direct execution (not extrapolated from MIPS or other performance measures), and absolute times should be reported as well to allow future direct comparisons. Until a fundamental improvement in algorithm complexity is achieved, such experimental comparisons are crucial for comparing different algorithms. Unfortunately very few published results meet these conditions.
### Table 3: Applying TEGUS without fault simulation demonstrates its robustness. Extracting the formulas takes over 3 times as long as solving them, since no easy faults were dropped by random tests.

<table>
<thead>
<tr>
<th>Network</th>
<th>Time (sec)</th>
<th>CNF</th>
<th>SAT</th>
<th>Total</th>
<th>Aborted</th>
<th>Faults</th>
<th>Time (sec)</th>
<th>CNF</th>
<th>SAT</th>
<th>Total</th>
<th>Aborted</th>
<th>Faults</th>
</tr>
</thead>
<tbody>
<tr>
<td>c432</td>
<td>2.</td>
<td>1.</td>
<td>3.</td>
<td>0</td>
<td></td>
<td></td>
<td>c7552</td>
<td>62.</td>
<td>23.</td>
<td>86.</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>c499</td>
<td>8.</td>
<td>3.</td>
<td>11.</td>
<td>0</td>
<td></td>
<td></td>
<td>s1494</td>
<td>2.</td>
<td>1.</td>
<td>3.</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>c880</td>
<td>2.</td>
<td>1.</td>
<td>3.</td>
<td>0</td>
<td></td>
<td></td>
<td>s5378</td>
<td>7.</td>
<td>2.</td>
<td>9.</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>cl355</td>
<td>14.</td>
<td>5.</td>
<td>19.</td>
<td>0</td>
<td></td>
<td></td>
<td>s9234</td>
<td>32.</td>
<td>15.</td>
<td>48.</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>cl908</td>
<td>11.</td>
<td>3.</td>
<td>14.</td>
<td>0</td>
<td></td>
<td></td>
<td>s13207</td>
<td>46.</td>
<td>8.</td>
<td>56.</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>c2670</td>
<td>16.</td>
<td>6.</td>
<td>22.</td>
<td>0</td>
<td></td>
<td></td>
<td>s15850</td>
<td>100.</td>
<td>25.</td>
<td>125.</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>c3540</td>
<td>47.</td>
<td>21.</td>
<td>68.</td>
<td>0</td>
<td></td>
<td></td>
<td>s35932</td>
<td>48.</td>
<td>11.</td>
<td>61.</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>c5315</td>
<td>32.</td>
<td>9.</td>
<td>42.</td>
<td>0</td>
<td></td>
<td></td>
<td>s38417</td>
<td>145.</td>
<td>46.</td>
<td>193.</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>c6288</td>
<td>274.</td>
<td>84.</td>
<td>360.</td>
<td>0</td>
<td></td>
<td></td>
<td>s38584</td>
<td>77.</td>
<td>18.</td>
<td>98.</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>TOTAL</td>
<td>930.</td>
<td>280.</td>
<td>1220.</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The final test set size is one factor we are not considering in this report. Techniques for test compaction can be applied to reduce the test set, but with some penalty in performance, and usually requiring a more complicated algorithm. As one extreme example, in [35] a test set of 13 patterns is generated for network s35932. This is six times smaller than the test set in Table 1, but it takes about 400 times more CPU time to generate this smaller test set. Because this tradeoff varies so widely, and since many compaction techniques are independent of the test generation heuristics, we will not compare the number of patterns generated by TEGUS except to note that it is about the same as other published results using no special compaction techniques (see Table 1).

#### 5.1 Robustness

Algorithms such as the D-algorithm and PODEM are complete, meaning that given enough time, a test will be generated for each non-redundant fault. However, practical implementations of these algorithms add limits to prevent exorbitant amounts of time being spent on difficult faults. Commonly, a limit is placed on the number of backtracks allowed for each fault, i.e. the number of times the branching procedure is allowed to change a decision. Another approach is to impose a time limit for each fault (this can make it difficult to reproduce results on the same machine as system loads vary, much less across different machines). If such a limit is exceeded for a fault, the fault is aborted, i.e. neither detected nor proved redundant.

Decreasing the number of aborted faults, even by a small amount, is expensive. If not aborted, the time used for just one fault exhibiting the exponential worst case can dominate the total test generation time. Thus the first consideration in comparing two test generation algorithms is how many faults they abort on. It is generally not possible to prove the heuristics of one test generation algorithm will abort less frequently than another, so if one algorithm empirically aborts on fewer faults than another, we will call the former more robust.

Ideally, robustness measures how well an algorithm will do on examples not yet seen, as well as on the benchmark suite. When fault simulation is used (with or without random patterns), many algorithms have no aborted faults for the ISCAS '85 benchmarks, and several algorithms have none for the ISCAS '89 benchmarks. This is an unreliable evaluation of robustness because when fault simulation is used, tests are deterministically generated only for 5-10% of the faults. Since most of the ISCAS benchmarks have fewer than 4000 gates (not counting one-input gates), this does not provide enough data for a valid comparison. The smaller set of faults is also not easily reproduced, which can affect the results since different algorithms have trouble with different sets of faults, as shown in section 4.5. Thus algorithm robustness should be evaluated without using fault simulation.

Table 3 shows that without fault simulation or random patterns, TEGUS either detects or proves redundant every fault in the ISCAS benchmarks. Fig. 7 shows the corresponding distribution of backtracks. To be consistent with other reported results, this shows only the number of backtracks for the strategy which was successful. For example, if G1 and G2 both aborted on a formula after 25 backtracks and then G4 satisfied it with 3 backtracks, this is counted as 3
backtracks instead of 53. Since nearly 98% of the faults took three or less backtracks, it is apparent that if a strategy is going to be successful it is usually successful quite early.

To evaluate the robustness of TEGUS, Table 4 compares it with seven other recent algorithms. No fault simulation was used for any of the results in this table. A reminder of the central idea for each algorithm follows; the references should be consulted for details. Algorithm CHE88 uses the D-algorithm with a modified 9-valued algebra. Algorithm CHN89 uses five different search strategies in succession, based on different testability measures such as SCOAP, CAMELOT, and random. Algorithm JAC89 uses an improved unique sensitization procedure in a 9-valued algebra. Algorithm GIR90 extends the concept of a D-frontier to an E-frontier of 0 and 1 values as well as D and N. These frontiers are stored in a hash table to reuse search state information across different faults. For GIR91 this algorithm was augmented with an improved backtrace procedure. Algorithm ABR90 uses a new testability measure GLOBAL which is an improvement on FAST and SCOAP. Finally, algorithm RAJ90 uses a 16-valued algebra to identify necessary assignments during the search.

Only two algorithms detect or prove redundant every fault in the ISCAS benchmark networks: TEGUS, and the EST algorithm by Giraldi and Bushell. We reiterate that because of backtrack limits, all the algorithms in Table 4 are incomplete, so it should not be inferred that TEGUS or EST will never abort on any fault. Of the remaining five algorithms, four aborted on more faults than even the greedy strategies G1 or G2 from Table 2. Any more complicated algorithm which is not as robust as a single greedy strategy is of questionable value.

5.2 Efficiency

Assuming that two algorithms are equally robust, the second question is how they compare in efficiency. Tables 1 and 3 show the performance of TEGUS with and without random patterns respectively. To compare our results with other algorithms, for each algorithm A we performed the following experiment.

- Port the code for TEGUS to the same model of computer used for the published results of algorithm A.
- Run TEGUS on the ISCAS benchmark examples using the same options reported for algorithm A (e.g. with/without fault collapsing, with/without random patterns, with/without reverse pattern simulation).
- Normalize the reported times for algorithm A to those obtained for TEGUS, taking into account whether the reported times for A included preprocessing or fault simulation time.

In order to guarantee identical results for TEGUS across different machines, we used the portable pseudo random number generator described by Park and Miller. The variety of DEC, Sun, Apollo, Amdahl and IBM computers used all supported 32 bit integers. Consequently even the results for random test generation are identical for TEGUS across all machines. In all cases, the native C compiler was used with full optimizations enabled. Variations caused
<table>
<thead>
<tr>
<th>Network</th>
<th>CHE88</th>
<th>CHN89</th>
<th>JAC89</th>
<th>GIR90</th>
<th>ABR90</th>
<th>RAJ90</th>
<th>GIR91</th>
<th>TEGUS</th>
</tr>
</thead>
<tbody>
<tr>
<td>ab time</td>
<td>ab time</td>
<td>ab time</td>
<td>ab time</td>
<td>ab time</td>
<td>ab time</td>
<td>ab time</td>
<td>ab time</td>
<td>ab time</td>
</tr>
<tr>
<td>c432</td>
<td>0.9</td>
<td>1.8</td>
<td>2.6</td>
<td>7.7</td>
<td>24.</td>
<td>13.</td>
<td>13.</td>
<td>1.0</td>
</tr>
<tr>
<td>c499</td>
<td>0.5</td>
<td>17.6</td>
<td>20</td>
<td>11.</td>
<td>2.5</td>
<td>11.</td>
<td>13.</td>
<td>1.0</td>
</tr>
<tr>
<td>c880</td>
<td>122.4</td>
<td>26.</td>
<td>2.4</td>
<td>3.9</td>
<td>4.2</td>
<td>2.1</td>
<td>4.2</td>
<td>1.0</td>
</tr>
<tr>
<td>c1355</td>
<td>1900</td>
<td>125</td>
<td>15.</td>
<td>85.</td>
<td>7.2</td>
<td>6.7</td>
<td>6.7</td>
<td>1.0</td>
</tr>
<tr>
<td>c1908</td>
<td>52</td>
<td>4.5</td>
<td>4.5</td>
<td>130</td>
<td>-</td>
<td>3</td>
<td>58.</td>
<td>1.0</td>
</tr>
<tr>
<td>c2670</td>
<td>0.5</td>
<td>17.6</td>
<td>15.</td>
<td>85.</td>
<td>2.4</td>
<td>20.</td>
<td>26.</td>
<td>9.7</td>
</tr>
<tr>
<td>c3540</td>
<td>1.2</td>
<td>662</td>
<td>9.1</td>
<td>118</td>
<td>2.7</td>
<td>49.</td>
<td>27.</td>
<td>10.</td>
</tr>
<tr>
<td>c5315</td>
<td>4.5</td>
<td>4.5</td>
<td>4.5</td>
<td>130</td>
<td>-</td>
<td>3</td>
<td>58.</td>
<td>1.0</td>
</tr>
<tr>
<td>c6228</td>
<td>0.5</td>
<td>17.6</td>
<td>15.</td>
<td>85.</td>
<td>2.4</td>
<td>20.</td>
<td>26.</td>
<td>9.7</td>
</tr>
<tr>
<td>c7552</td>
<td>0.5</td>
<td>17.6</td>
<td>15.</td>
<td>85.</td>
<td>2.4</td>
<td>20.</td>
<td>26.</td>
<td>9.7</td>
</tr>
<tr>
<td>s1494</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>s5378</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

**Table 4:** Results without using any fault simulation (dash indicates not available). For each algorithm, column ab is the number of aborted faults, column time is the execution time normalized to TEGUS. Backtrack limits range from 25 for TEGUS to $2 \times 10^6$ for GIR90.

<table>
<thead>
<tr>
<th>Network</th>
<th>SIM89</th>
<th>SCH89</th>
<th>MIN89</th>
<th>LAR89</th>
<th>JAC89</th>
<th>SCH90</th>
<th>WAI90</th>
<th>MAH90</th>
<th>CHK91</th>
<th>GIR91</th>
<th>MAT92</th>
<th>TEGUS</th>
</tr>
</thead>
<tbody>
<tr>
<td>ab time</td>
<td>ab time</td>
<td>ab time</td>
<td>ab time</td>
<td>ab time</td>
<td>ab time</td>
<td>ab time</td>
<td>ab time</td>
<td>ab time</td>
<td>ab time</td>
<td>ab time</td>
<td>ab time</td>
<td>ab time</td>
</tr>
<tr>
<td>c432</td>
<td>15.</td>
<td>0.7</td>
<td>4.0</td>
<td>9.0</td>
<td>3.2</td>
<td>1.0</td>
<td>0.6</td>
<td>1.1</td>
<td>2900.</td>
<td>14.</td>
<td>0.5</td>
<td>1.0</td>
</tr>
<tr>
<td>c499</td>
<td>49.</td>
<td>3.9</td>
<td>11.</td>
<td>6.3</td>
<td>1.7</td>
<td>0.4</td>
<td>2.9</td>
<td>-</td>
<td>11.</td>
<td>0.4</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>c880</td>
<td>50.</td>
<td>1.6</td>
<td>7.3</td>
<td>65.</td>
<td>5.4</td>
<td>2.4</td>
<td>0.8</td>
<td>0.6</td>
<td>-</td>
<td>25.</td>
<td>0.7</td>
<td>1.0</td>
</tr>
<tr>
<td>c1355</td>
<td>51.</td>
<td>1.8</td>
<td>9.9</td>
<td>17.</td>
<td>4.9</td>
<td>2.7</td>
<td>0.9</td>
<td>5.1</td>
<td>-</td>
<td>20.</td>
<td>1.1</td>
<td>1.0</td>
</tr>
<tr>
<td>c1908</td>
<td>76.</td>
<td>-</td>
<td>14.</td>
<td>52.</td>
<td>5.9</td>
<td>3.2</td>
<td>1.0</td>
<td>2.9</td>
<td>-</td>
<td>44.</td>
<td>0.9</td>
<td>1.0</td>
</tr>
<tr>
<td>c2670</td>
<td>20.</td>
<td>1.0</td>
<td>12.</td>
<td>37.</td>
<td>4.9</td>
<td>1.4</td>
<td>0.5</td>
<td>3.7</td>
<td>-</td>
<td>12.</td>
<td>0.3</td>
<td>1.0</td>
</tr>
<tr>
<td>c3540</td>
<td>1.2</td>
<td>5.4</td>
<td>37.</td>
<td>3.6</td>
<td>4.0</td>
<td>0.6</td>
<td>1.4</td>
<td>-</td>
<td>18.</td>
<td>0.7</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>c5315</td>
<td>2.1</td>
<td>16.</td>
<td>32.</td>
<td>13.</td>
<td>3.9</td>
<td>1.0</td>
<td>1.9</td>
<td>-</td>
<td>59.</td>
<td>1.1</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>c6288</td>
<td>1.3</td>
<td>-</td>
<td>15.</td>
<td>1.8</td>
<td>1.4</td>
<td>0.5</td>
<td>2.8</td>
<td>-</td>
<td>13.</td>
<td>0.5</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>c7552</td>
<td>2.5</td>
<td>40.</td>
<td>36.</td>
<td>12.</td>
<td>7.6</td>
<td>0.7</td>
<td>6.7</td>
<td>-</td>
<td>38.</td>
<td>0.5</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>s1494</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>12.</td>
<td>3.5</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1.7</td>
<td>1.0</td>
</tr>
<tr>
<td>s5378</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>11.</td>
<td>2.5</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1.5</td>
<td>1.0</td>
</tr>
<tr>
<td>s9234</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>65.</td>
<td>1.1</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>s13207</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>45.</td>
<td>0.9</td>
<td>6.5</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.8</td>
<td>1.0</td>
</tr>
<tr>
<td>s15850</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>17.</td>
<td>0.8</td>
<td>5.0</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.7</td>
<td>1.0</td>
</tr>
<tr>
<td>s35932</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>38.</td>
<td>1.0</td>
<td>6.4</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1.1</td>
<td>1.0</td>
</tr>
<tr>
<td>s38417</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>13.</td>
<td>1.0</td>
<td>17.</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.9</td>
<td>1.0</td>
</tr>
<tr>
<td>s38584</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>120.</td>
<td>1.6</td>
<td>15.</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1.3</td>
<td>1.0</td>
</tr>
</tbody>
</table>

**Table 5:** Execution time when random patterns are included, normalized to TEGUS (dash indicates not available). Each algorithm uses slightly different limits for terminating the random pattern phase, and for aborting the deterministic test generation for a fault.
by changes in the compilers and operating systems since the original results were reported could not be avoided since these details are rarely available. Also, since fault simulation was used for Table 5, deterministic test generation was not applied to the same set of faults in all algorithms. The total times for TEGUS on the different machines used in these experiments varied by a factor of 17, indicating how meaningless it is to compare the unnormalized CPU times.

Tables 4 and 5 show the results of these experiments. The algorithms in Table 4 and JAC89, GIR91 of Table 5 were mentioned previously. Algorithm SIM89[41] uses the general problem solving mechanism built into Prolog, augmented with special guidance procedures called demons. It is not clear if any redundant faults were actually proved redundant, nor why results are not provided for the larger networks. Algorithm SCH89[38] is the version of Socrates which includes nonlocal implications, both static and dynamic. The reported times do not include preprocessing, which can be significant in structural algorithms. Algorithm MIN89[31] uses a combination of two search strategies, one of which tries to justify values first and then propagate the fault effect, the other tries propagation first. With a backtrack limit of 100, there are still 16 aborted faults which is close enough to be comparable. Algorithm LAR89[24] is Larrabee's SAT-based algorithm. Column SCH90 shows the results from running the program Socrates 4.0[15]. This comparison uses the total run time including preprocessing. Algorithm WAI90[43] is an improved implementation of several existing heuristics, primarily those from Socrates[38]. Algorithm MAH90[28] revisits network partitioning to improve performance, as described earlier in [4]. Algorithm CHK91[8] applies some of the implication graph computations from [24] to a structural algorithm. It is understandable why results are only available for the smallest benchmark network. Algorithm mat92[29] improves the unique sensitization procedure from [22], and adds the subnetwork extraction technique from [24] to improve performance.

Although many of these report improved performance over other algorithms, it is not clear on what data these claims are based. Some do not use the ISCAS benchmark networks [9, 10]. Other reports either make no experimental comparison [8, 24, 29, 36, 38, 39, 41, 43], or compare against other heuristics of their own implementation [1, 2, 13, 16, 17, 18, 23, 25, 28, 31]. Neither of these approaches give a meaningful comparison. A noteworthy exception is Cheng[12] who reported actual run times, permitting future comparisons with his results, and also ran the new algorithm on the same computer as in [11] for accurate normalized comparison with previous work.

From these tables, TEGUS performance is as good as the best results published for structural algorithms. It is important to note that the same strategies and backtrack limits were used for TEGUS in both tables. Since some algorithms were not run on the complete set of networks, the total times must be compared with care. TEGUS is 12 times faster than the one algorithm which has been shown to be as robust. Unfortunately, for the two algorithms WAI90 and mat92 which are as efficient as TEGUS, there are no results without using fault simulation to compare their robustness.

The dynamic ordering of primary input variables used by TEGUS is the main reason it is faster than the heuristics used by Larrabee. The improved global implications procedure also makes it more effective. Overall the performance of TEGUS is very close to the best published results for structural algorithms. Although CPU time is the primary concern, the memory requirements are also quite modest as shown in Table 1. Thus even with the overhead of generating the CNF formulas, TEGUS is practical and competes with the best structural methods for combinational test generation.

5.3 Simplicity

We claim as well an advantage of simplicity for TEGUS. Simplicity of an algorithm is very subjective, but it is important to consider since it balances the tradeoffs of efficiency and robustness. Many of the algorithms in Tables 4 and 5 can probably be made more efficient or robust, but usually requiring a more complicated implementation. For example, the authors of algorithm GIR91[17] claim that their algorithm is 5.81 times faster than Socrates[38]. However, as Table 5 makes evident, they do not actually compare with the published results for Socrates, but against another algorithm they implemented which they believe is similar to Socrates. When GIR91 is compared directly to SCH89 taking into account the difference in performance of the two computers used, Socrates is shown to be 13.5 times faster. If it is even possible to improve the performance of algorithm GIR91 by nearly two orders of magnitude (the factor needed to make GIR91 5.8 times faster than SCH89), it will require a carefully optimized, and probably more complicated, implementation. Similar comments apply to the other algorithms, which range from 1.1 to 3200 times slower than the fastest algorithm, mat92. Thus the simplicity of an algorithm is an important factor.
The only operation in TEGUS is that of assigning a value to a binary variable, so the branch and bound algorithm is much simpler than for structural algorithms, as shown in Fig. 3. By using separate binary variables for the good and faulty values of a gate, the algorithm is equivalent to the 9-valued algebras used in structural algorithms. The greedy heuristics are generally simpler than the testability measures and backtrace procedures used with other algorithms. The computation of global implications is also much simpler using the CNF formula, and subsumes all the unique sensitization conditions used in structural algorithms.

Our implementation of TEGUS is about 3,000 lines of C code. Of this, about 800 lines implement the general SAT package for constructing and solving a CNF formula. Much of this is for efficient memory management, since a different CNF formula is extracted for each fault and this must be carefully optimized (consequently making it more complex). About 300 lines are for the code which specifically extracts a formula for a stuck-at fault. The fault simulator is about 80 lines. The rest of the code is for program control and I/O. TEGUS can be applied to other fault models by changing the fault extraction code. Given a characteristic equation for the fault and the network elements, this is relatively straightforward, which is an advantage of using the generic SAT problem formulation. In contrast, consider the extensive changes which must be made to a conventional algorithm when the fault model or network elements are changed, such as the switch-level test generation algorithm in [27].

TEGUS does not require many of the heuristics added to structural algorithms. It does not use testability measures, multiple backtracing, special processing of fanout-free regions, head lines, dominators, or dynamic global implications. Some of these may improve the performance of TEGUS a small amount, but the greatest gain would be to speed up the formula extraction. Using a cache or some other heuristic to reuse parts of the formula might save some time, but would increase the memory usage, and make the implementation more complicated. Overall, the current implementation is a good balance of robustness, efficiency and simplicity.

6 Conclusions

We have described TEGUS, an algorithm for combinational test generation based on satisfiability. Applying branch and bound to the CNF formula results in a simple, elegant framework for test generation which makes it easy to experiment with different heuristics. This is to be compared with other algorithms which must use multiple backtracing, testability measures, special cases for different gates, 5-, 9- or 16-valued algebras, etc. Using our heuristics, this approach is also competitive with the best structural algorithms.

We have identified several greedy search strategies using dynamic variable ordering that, when used in concert, solve the CNF formulas derived for combinational test generation much more efficiently than Larrabee's static heuristics. Formulas for hard faults are solved efficiently using an improved static global implications procedure. This can also be applied dynamically although we have not found examples where this is helpful.

Based on the results in this report, TEGUS is an excellent balance of robustness, simplicity and efficiency. It is also robust; as shown in Table 4, TEGUS either detects or proves redundant every fault in the ISCAS benchmark networks without using fault simulation, and furthermore does so more efficiently than previously published results. Doing this comparison without fault simulation is essential to determine the real strength of the deterministic algorithm, and it is unfortunate that most recent algorithms have been published without this information.

From Table 5, overall TEGUS performance is comparable to the best published results for structural algorithms in spite of the overhead of extracting a new CNF formula for each fault. Since all existing algorithms for deterministic test generation have the same worst case time complexity, accurate comparisons of average case performance must be measured using a real implementation. A reliable comparison must take into account differences in computer performance and should be based on a direct comparison with existing results, not on extrapolations from a related algorithm implemented by the experimenters.

The TEGUS algorithm would be improved by finding good heuristics to scale the backtrack limits based on formula size. Since over half the time is spent extracting a new CNF formula for each fault, finding more efficient methods for doing this would greatly benefit TEGUS.
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