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1. INTRODUCTION

We consider the problem:

\[ P: \min_{x \in \mathbb{R}^n} \max_{j \in \mathbb{N}} f^j(x), \]  

where the \( f^j: \mathbb{R}^n \to \mathbb{R} \) have locally Lipschitz continuous second derivatives and \( \mathbb{N} \) denotes the set \( \{1, \ldots, n\} \). This problem arises frequently in optimization-based design, see, e.g., [8], but can also arise indirectly when, for example, a constrained optimization problem is converted into an unconstrained problem by the use of an exact penalty function, see e.g., [9]. In work on optimization-based control system design, see [12,19,17] for example, it has become evident that existing algorithms perform badly on problems with poor scaling. To mitigate these problems we have developed algorithms which incorporate second derivative information in the search direction calculation. The resulting search directions are well scaled, and the algorithms are, under reasonable assumptions, superlinearly convergent.

Problem \( P \) can be written in the equivalent form:

\[ \min_{x \in \mathbb{R}^n} \varphi(x), \]  

where \( \varphi: \mathbb{R}^n \to \mathbb{R} \) is defined by:

\[ \varphi(x) \triangleq \max_{j \in \mathbb{N}} f^j(x). \]  

Since \( \varphi \) is non-differentiable, \( P \) is a non-differentiable optimization problem and it is not immediately evident that a superlinearly convergent algorithm can be devised. The problem can, of course, be converted into a constrained optimization problem through the employment of an additional variable. The following problem is equivalent to \( P \):

\[ \min_{(x,w) \in \mathbb{R}^{n+1}} \{ w \mid f^j(x) - w \leq 0, j \in \mathbb{N} \}. \]  

This formulation reveals that standard algorithms, such as the feasible directions algorithm [11], or the sequential quadratic programming algorithm [9], may be employed to solve \( P \). However it is possible and preferable to employ the original formulation. In particular, the drawbacks of using a sequential
quadratic programming algorithm (such as [9]) in solving (4) are (i) one must employ a curvilinear step size rule to ensure quadratic convergence, and (ii) the sequential quadratic programming algorithms are not invariant under invertible affine transformations of the parameter space. As we shall see, the algorithm that we shall describe, addresses the original formulation \( P \), and does not suffer from these disadvantages.

There is an extensive literature dealing with methods for solving problem \( P \). Here we briefly summarize some related work. One of the earliest approaches to solving the problem \( P \) is Pshenichnyi's linearization method [15], which is a phase I version of the Pironneau-Polak method of centers [10], uses first order expansions of the functions \( f^j \) and a fixed quadratic term to obtain a search direction. It is straightforward to demonstrate that, with a suitable step length calculation, any accumulation point produced will satisfy first order optimality conditions. In [15] Pshenichnyi noted that near a Chebyshev point (also called a vertex minimum and a Haar point by other authors) the search direction returned by his method is the same as Newton's method for equalizing the maxima, and hence it follows that if a step size of unity is accepted, then the sequence of iterates converges quadratically. In [2] this result was completed by showing that near such a point that an Armijo step size calculation returns unity. In [1] another first order method is presented, but no rate of convergence is stated. In [6] a method is presented which uses first order expansions of the \( f^j \) and a trust region to compute the step size. They note that under conditions similar to those of [2], the method is essentially Newton's method, and so obtain quadratic convergence. In [4] this method is extended by switching to and from a quasi-Newton iteration scheme under certain conditions, in an effort to relax the Chebyshev point assumption. This algorithm has the potentially undesirable property that it is not a descent algorithm, and the convergence properties are somewhat weaker than those of the original algorithm. Another trust region method for minimizing composite functions (of which max functions are a special case) is presented in [3]. The algorithm uses previous multipliers and second order information in the search direction subproblem. The main result of the paper is to show that under suitable assumptions an accumulation point exists at which first order optimality conditions hold. A local quadratic convergence result is also stated, but it is observed that the so called Maratos effect [7] could cause problems by rejecting a unit step near a solution. An active set method which uses reduced Hessian information is proposed in [18].
It is shown that under suitable assumptions any accumulation point satisfies first order optimality conditions. The algorithm is shown to have finite convergence when the $f^j$ are quadratic with identical convex second order terms, and local 2-step superlinear convergence is obtained in certain circumstances. As in [3] it is noted that the Maratos effect could inhibit the superlinear convergence. A general discussion of first order minimax algorithms can be found in [13].

The algorithms presented in this paper employ quadratic approximations to $\psi$ to determine suitable search directions. The first algorithm applies to problems in which the $f^j$ are convex, and has quadratic convergence to Danskin points (points which satisfy first order necessary conditions for problem $P$) satisfying second order sufficiency conditions. It solves quadratic problems (i.e. each $f^j$ is a convex quadratic) in one step, and under certain conditions the algorithm is scale invariant under invertible affine transformations of the domain. The second algorithm is a modified version for non-convex problems. It is not scale invariant, but it does converge quadratically under appropriate conditions. A third algorithm (also not scale invariant) is presented which yields superlinear convergence under less restrictive conditions. Numerical results are presented which compare the performance of the first algorithm with that of the Pshenichnyi linearization method, showing a significant decrease in the number of iterations required to solve various problems.

2. THE ALGORITHM (Convex Problems)

An obvious quadratic approximation to $\psi(\cdot)$ at $x$ is given by:

$$\psi(x_*) - \psi(x) = \max_{j \in m} \tilde{f}^j(x) + (\nabla f^j(x), (x_* - x)) + \frac{1}{2} ((x_* - x), f^j_*(x_*) (x_* - x)).$$

(2.1)

where

$$\tilde{f}^j(x) \triangleq f^j(x) - \psi(x), j \in m. \quad (2.2)$$

As in Newton's method for differentiable functions, a search direction for minimizing $\psi(x)$ can be obtained by minimizing (2.1) with respect to $x_*$, i.e. by solving

$$\min_{x_* \in \mathbb{R}^n} \max_{j \in m} \left[ \tilde{f}^j(x) + (\nabla f^j(x), x_* - x) + \frac{1}{2} ((x_* - x), f^j_*(x_*) (x_* - x)) \right].$$
where

\[ \Sigma \triangleq \left\{ \mu \in \mathbb{R}^m \mid \mu \geq 0, \sum_{j=1}^{m} \mu_j = 1 \right\}. \]  

\[ l(x, \mu) \triangleq \langle \mu, f(x) \rangle. \]  

\[ f(x) \triangleq \left[ f^1(x), \ldots, f^m(x) \right]^T. \]

One of the ways of solving this search direction problem is to apply to its dual a gradient projection method or constrained Newton method [14]. We define the optimality function \( \theta(\cdot) \) and the search direction map \( H(\cdot) \) as follows:

\[ \theta(x) \triangleq \min_{\lambda \in \mathbb{R}^m} \max_{\mu \in \Sigma} \left\{ \sum_{j=1}^{m} \mu_j f^j(x) + \langle \hat{\Sigma}, \mu \rangle + \frac{1}{2} \langle \mu, \dot{f}^*(x) \rangle \right\}, \]

\[ H(x) \triangleq \arg\min_{\lambda \in \mathbb{R}^m} \max_{\mu \in \Sigma} \left\{ \sum_{j=1}^{m} \mu_j f^j(x) + \langle \hat{\Sigma}, \mu \rangle + \frac{1}{2} \langle \mu, \dot{f}^*(x) \rangle \right\}. \]

The algorithm for solving \( P \) (where each \( f^j \) is convex) may now be stated.

**Algorithm 2.1.**

Data: \( x_0 \in \mathbb{R}^n, \alpha, \beta \in (0,1), S \triangleq \{ 1, \beta, \beta^2, \ldots \}. \)

Step 0: Set \( i = 0. \)

Step 1: Compute \( \theta(x_i) \) and \( h_i \in H(x_i). \)

Step 2: Compute the step size

\[ \lambda_i \triangleq \max\{ \lambda \in S \mid \psi(x_i + \lambda h_i) - \psi(x_i) \leq \lambda \alpha \theta(x_i) \}. \]

Step 3: Set \( x_{i+1} = x_i + \lambda_i h_i. \)

Step 4: Replace \( i \) by \( i+1 \) and go to Step 1.
To establish global convergence we make the following assumptions:

**Assumption 2.1:** The functions \( f^j : \mathbb{R}^n \to \mathbb{R} \), \( j \in \mathbb{N} \), are twice locally Lipschitz continuously differentiable.

**Assumption 2.2:** There exist \( j \in \mathbb{N} \) and \( \eta > 0 \) such that
\[
\langle h, f^j_x(x)h \rangle \geq \eta \|h\|^2 \quad \forall \ x, h \in \mathbb{R}^n.
\] (2.10)

**Assumption 2.3:** Each function is convex, i.e.
\[
\langle h, f^j_x(x)h \rangle \geq 0 \quad \forall \ x, h \in \mathbb{R}^n, \forall \ i \in \mathbb{N}.
\] (2.11)

The main result of this section is that any accumulation point generated by Algorithm 2.1 satisfies a necessary condition of optimality for \( P \). Assumption 2.2 ensures that the optimality function \( \theta(\cdot) \) is continuous, and that the search direction map \( H(\cdot) \) is u.s.c. Assumption 2.3 is sufficient to prove that the resulting directions yield descent directions for \( \psi(\cdot) \). A few preliminary results are necessary. First, we introduce a notation for open balls: \( B(x, \rho) \triangleq \{ x' \mid \|x' - x\| < \rho \} \).

**Lemma 2.1:** Suppose Assumptions 2.1, 2.3 are satisfied, then the function \( \theta : \mathbb{R}^n \to \mathbb{R} \) is continuous, and the search direction map \( H : \mathbb{R}^n \to 2^{\mathbb{R}^n} \) is u.s.c.

**Proof:** By Assumptions 2.1, 2.2, it is clear that for all bounded sets \( K \subset \mathbb{R}^n \) there exists a \( \delta > 0 \) such that for all \( x \in K \) the definitions of \( \theta(\cdot) \) and \( H(\cdot) \) may be replaced by:

\[
\theta(x) \triangleq \min_{h \in B(0, \delta)} \max_{\mu \in \Sigma} \left\{ \sum_{j=1}^n \mu_j f^j_x(x) + \langle \sum_{j=1}^n \mu_j \nabla f^j(x), h \rangle + \frac{1}{2} \langle h, l_{xx}(x, \mu)h \rangle \right\},
\] (2.12)

\[
H(x) \triangleq \arg\min_{h \in B(0, \delta)} \max_{\mu \in \Sigma} \left\{ \sum_{j=1}^n \mu_j f^j_x(x) + \langle \sum_{j=1}^n \mu_j \nabla f^j(x), h \rangle + \frac{1}{2} \langle h, l_{xx}(x, \mu)h \rangle \right\}.
\] (2.13)

Hence by Proposition 3.1 and Corollary 3.1 of [13], \( \theta(\cdot) \) is continuous, and by Proposition 3.2 of same, \( H(\cdot) \) is u.s.c.

Let \( d\psi(x; h) \) denote the directional derivative of \( \psi(\cdot) \) at \( x \) in the direction \( h \).

**Lemma 2.2:** Suppose Assumptions 2.1-2.3 are satisfied. Then the following are true:
\[ \theta(x) \geq d\psi(x; h) \quad \forall \, h \in H(x); \] 
\[ \theta(x) = 0 \quad \text{if and only if} \quad 0 \in \partial \psi(x). \] 

Proof: (i) Let the active index set be defined by 
\[ A(x) \triangleq \{ \, j \in \mathcal{M} \mid f^j(x) = \psi(x) \, \}. \]

Then for all \( h \in H(x) \) we have that 
\[ \theta(x) \geq \max_{j \in A(x)} \left( \nabla f^j(x), h \right) + \frac{1}{2} \langle h, f^j_{xx}(x) h \rangle. \] 

Because of (2.7), this results in 
\[ \theta(x) \geq \max_{j \in A(x)} \left( \nabla f^j(x), h \right) = d\psi(x; h). \] 

Hence (2.14) is true.

(ii) \((\Leftarrow \Rightarrow)\) First, \( 0 \in \partial \psi(x) \) holds if and only if \( d\psi(x; h) \geq 0 \) for all \( h \in \mathbb{R}^n \). Hence it follows from (2.14) that if \( 0 \in \partial \psi(x) \) and \( h \in H(x) \), then \( 0 \leq d\psi(x; h) \leq \theta(x) \leq 0 \), which implies that \( \theta(x) = 0 \).

\((\Rightarrow \Leftarrow)\) Note that if \( \theta(x) = 0 \) then for all \( h \in \mathbb{R}^n \), 
\[ \max_{j \in \mathcal{M}} \left( f^j(x) - \psi(x) + \nabla f^j(x), h \right) + \frac{1}{2} \langle h, f^j_{xx}(x) h \rangle \geq 0. \] 

Consequently, for some \( \rho > 0 \) and any \( h \in B(0, \rho) \), we have 
\[ \max_{j \in A(0)} \left( \nabla f^j(x), h \right) + \frac{1}{2} \langle h, f^j_{xx}(x) h \rangle \geq 0. \] 

Hence there exists a \( L > 0 \) such that for any \( h \in B(0, \rho) \), 
\[ L \lambda h^2 + \max_{j \in A(0)} \left( \nabla f^j(x), h \right) \geq 0. \] 

Therefore for all \( \lambda \in [0, 1] \) and \( h \in B(0, \rho) \), 
\[ \lambda^2 L \lambda h^2 + \lambda \max_{j \in A(0)} \left( \nabla f^j(x), h \right) \geq 0, \] 
from which we may conclude that \( d\psi(x; h) \geq 0 \) for all \( h \in B(0, \rho) \). Since \( d\psi(x; \cdot) \) is positive homogeneous, it follows that \( d\psi(x; h) \geq 0 \) for all \( h \in \mathbb{R}^n \), and hence that \( 0 \in \partial \psi(x) \).
Theorem 2.3: Suppose Assumptions 2.1-2.3 are satisfied. Then any accumulation point \( \hat{x} \) of an infinite sequence \( \{ x_k \}_{k=0}^{\infty} \) generated by Algorithm 2.1, satisfies \( 0 \in \partial \psi(\hat{x}) \).

Proof: Suppose \( x_1 \to \hat{x} \) where \( K \) is some infinite subset of \( \mathbb{N} \) and that \( 0 \in \partial \psi(\hat{x}) \) (equivalently that \( \theta(\hat{x}) < 0 \)). Let \( \{ h_i \}_{i=0}^{\infty} \) be the sequence of search directions produced by Algorithm 2.1. As in Lemma 2.1 we note that on bounded sets, the search directions are bounded and, without loss of generality, we assume that \( h_i \to \hat{h} \). Since \( H(\cdot) \) is u.s.c., we have \( \hat{h} \in H(\hat{x}) \). Since \( \theta(\hat{x}) < 0, \psi(\hat{x} ; \hat{h}) < 0. \) Hence by Lemma 2.2 (ii) and by definition of the directional derivative, there exists a \( \lambda \in S \) such that

\[
\psi(\hat{x} + \lambda \hat{h}) - \psi(\hat{x}) < \lambda \alpha \psi(\hat{x}; \hat{h}) \leq \lambda \alpha \theta(\hat{x}).
\] (2.23)

By continuity of \( \psi(\cdot) \) and \( \theta(\cdot) \), there exists an \( i_0 \in \mathbb{N} \) such that for all \( i \geq i_0, i \in K \),

\[
\psi(x_i + \lambda h_i) - \psi(x_i) < \lambda \alpha \theta(x_i).
\] (2.24)

Therefore \( \lambda \geq \hat{\lambda} \) for all \( i \geq i_0, i \in K \). Furthermore, since \( \theta(\hat{x}) < 0 \), we may assume, without loss of generality, that \( \theta(x_i) \leq \hat{\theta} < 0 \), for all \( i \geq i_0, i \in K \). Therefore we obtain that

\[
\psi(x_{i+1}) - \psi(x_i) \leq \hat{\lambda} \alpha \hat{\theta} \quad \forall i \geq i_0, i \in K.
\] (2.25)

Combining (2.25) with the fact that the sequence \( \{ \psi(x_i) \}_{i=0}^{\infty} \) is monotonically decreasing, we conclude that \( \psi(x_i) \to -\infty \), which contradicts the continuity of \( \psi(\cdot) \) at \( \hat{x} \).

Clearly, \( 0 \in \partial \psi(\hat{x}) \) if and only if there exists a \( \hat{\mu} \in \mathbb{R}^m \) satisfying

\[
\sum_{j=1}^{m} \hat{\mu}_j \nabla f_j(\hat{x}) = 0,
\] (2.26)

\[
\hat{\mu} \geq 0,
\] (2.27)

\[
\sum_{j=1}^{m} \hat{\mu}_j = 1,
\] (2.28)

\[
\hat{\mu}_j [\psi(\hat{x}) - f_j(\hat{x})] = 0 \quad \forall j \in \mathbb{N}.
\] (2.29)
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Hence, to honor John Danskin who pioneered many results in the theory of minimax, we introduce the following:

Definition 2.1: A point \((\bar{x}, \bar{y})\) satisfying conditions (2.26) to (2.29) will be referred to as a Danskin point for problem P.

To demonstrate scale invariance of Algorithm 2.1, we require an additional hypothesis:

Assumption 2.4: The search direction set \(H(\cdot)\) is a singleton for all \(x \in \mathbb{R}^n\).

Theorem 2.4: Suppose Assumptions 2.1-2.4 are satisfied, and that \(L: \mathbb{R}^n \to \mathbb{R}^n\) is an invertible affine transformation. For \(j \in m\), let \(g^j \triangleq f^j \circ L\). Let \(y_0 \in \mathbb{R}^n\) be arbitrary and let \(x_0 = L(y_0)\). Suppose that Algorithm 2.1 is applied to the functions \(\psi^j(x) \triangleq \max_{j \in m} g^j(x)\) and \(\psi(x) \triangleq \max_{j \in m} f^j(x)\), respectively, from the initial points be \(y_0\) and \(x_0\), respectively, and suppose that it produces the sequences \(\{y_i\}_{i=0}^\infty\) and \(\{x_i\}_{i=0}^\infty\). Then \(x_i = L(y_i)\) for all \(i \in \mathbb{N}\).

Proof: It is sufficient to show that \(x_1 = L(y_1)\), since the rest of the proof then follows by induction.

Let \(A\) and \(b\) be such that \(L(y) = Ay + b\). By assumption \(A\) is invertible. Let \(h_y\) and \(h_x\) be the search directions produced by Algorithm 2.1 at \(y_0, x_0\), respectively. Next we show that \(h_y = Ah_x\). For \(j \in m\), let \(\bar{g}^j(y) \triangleq g^j(y) - \psi^j(y)\). Then

\[
\begin{align*}
    h_x &= \arg\min_{h \in \mathbb{R}^n} \max_{i \in m} \left\{ \tilde{g}^i(y_0) + \langle \nabla \tilde{g}^i(y_0), h \rangle + \frac{1}{2} \langle h, g^i_y(y_0)h \rangle \right\} \\
    &= \arg\min_{h \in \mathbb{R}^n} \max_{i \in m} \left\{ \tilde{f}(L(y_0)) + \langle A^T \nabla f^j(L(y_0)), h \rangle + \frac{1}{2} \langle h, A^T g^j_y(L(y_0))Ah \rangle \right\} \\
    &= A^{-1} \arg\min_{A \in \mathbb{R}^n, h \in \mathbb{R}^n} \max_{i \in m} \left\{ f^i(x_0) + \langle \nabla f^i(x_0), Ah \rangle + \frac{1}{2} \langle Ah, f^i_y(x_0)Ah \rangle \right\}.
\end{align*}
\]

Because of Assumption 2.4, this implies that \(h_y = Ah_x\). Finally, since \(L(y_0 + \lambda h_y) = x_0 + \lambda h_y\), it is clear that the same step size is returned in both cases. Hence \(x_1 = L(y_1)\).

3. QUADRATIC CONVERGENCE (Convex Problems)

To establish superlinear convergence we require additional assumptions.
Assumption 3.1: Strict complementarity holds at any Danskin point \((\tilde{x}, \tilde{\mu})\), i.e., \(f'(\tilde{x}) = \psi(\tilde{x})\) implies \(\tilde{\mu}' > 0\).

Assumption 3.2: At any Danskin point \((\tilde{x}, \tilde{\mu})\) second order sufficiency conditions are satisfied, i.e., there exists a \(m_0 > 0\) such that
\[
\langle h, \{ (\tilde{x}, \tilde{\mu}) h \} \rangle \geq m_0 |h|^2.
\] (3.1)
for all \(h \in \mathbb{R}^n\) satisfying
\[
\langle \nabla f'(\tilde{x}), h \rangle = 0, \quad \forall j \in A(\tilde{x}).
\] (3.2)
where \(A(\cdot)\) is the active function set defined by (2.16).

There are two main results in this section, the first shows that if algorithm 2.1 is started sufficiently close to a Danskin point and the step size in step 2 is set to 1, then the sequence of iterates converges quadratically to the Danskin point. The second result shows that near a Danskin point satisfying Assumptions 3.1-3.2, the step size \(\lambda_i\) becomes 1. Combining these results with Theorem 2.2 shows that if the sequence of points generated by the algorithm has an accumulation point, then, in fact, it converges quadratically to this point. Observe that Assumption 3.1 implies that at a Danskin point the active gradients are affinely independent (a set of vectors \(\{ p_i \} \) are said to be affinely independent if and only if the set of vectors \(\{ (1, p_i) \} \) are linearly independent). We now establish that Assumption 3.2 is, in fact, a second-order sufficiency condition.

Proposition 3.1: Let \((\tilde{x}, \tilde{\mu})\) be a Danskin point for problem \(P\) at which Assumptions 2.1, 3.1 and 3.2 hold. Then \(\tilde{x}\) is a local minimizer for problem \(P\).

Proof: Suppose \(\tilde{x}\) is not a local minimizer for \(P\). Then there exists a sequence \(\{ x_i \}_{i=0}^\infty\) such that \(x_i \to \tilde{x}\) and
\[
\psi(x_i) < \psi(\tilde{x}) \quad \forall i.
\] (3.3)
Let \(\delta x_i \triangleq x_i - \tilde{x}\) and \(u_i \triangleq \delta x_i / \| \delta x_i \|\). Without loss of generality, we may assume that \(u_i \to \hat{u}\). Then we must have that
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\[ f'(x_i) - f'(x) = \langle \nabla f'(x + s\delta x_i), \delta x_i \rangle < 0, \]  
\begin{align}
(\forall j \in A(x), i \in \mathbb{N} \text{ and some } s_i \in (0, 1). \text{ Hence, in the limit we must have that} \\
\langle \nabla f'(x), \delta x_i \rangle \leq 0 \quad \forall j \in A(x). \tag{3.5} \end{align}

(i) Suppose \( \hat{u} \) satisfies \( \langle \nabla f'(x), \hat{u} \rangle = 0 \) for all \( j \in A(x) \). By Assumption 3.2, we have

\[ \langle \hat{u}, l_{x_a}(x, \hat{u}) \rangle \geq m_0 > 0. \tag{3.6} \]

Then

\[
\psi(x_i) - \psi(\hat{x}) = \max_{\mu \in Z} \sum_{j=1}^{m} \mu [f'(x) - \psi(x)]
\]

\[ = \max_{\mu \in Z} \left\{ \sum_{j=1}^{m} \mu [f'(x) - \psi(x)] + \sum_{j=1}^{m} \mu \nabla f'(x), \delta x_i \right\} + \int_0^1 (1-s)(\delta x_i, l_{x_a}(x + s\delta x_i, \mu)\delta x_i) ds. \]  
\begin{align}
\geq \sum_{j=1}^{m} \mu [f'(x) - \psi(x)] + \sum_{j=1}^{m} \mu \nabla f'(x), \delta x_i \right\} + \int_0^1 (1-s)(\delta x_i, l_{x_a}(x + s\delta x_i, \mu)\delta x_i) ds. \tag{3.7} \end{align}

The first and second terms are zero by assumption. Hence

\[ \psi(x_i) - \psi(\hat{x}) \geq \frac{m_0}{2} \delta x_i^2. \tag{3.8} \]

for all \( i \) sufficiently large, which is a contradiction.

(ii) Suppose \( \langle \nabla f'(x), \hat{u} \rangle < 0 \) for some \( k \in A(x) \). Then

\[ \sum_{j \in A(x)} \hat{u} \nabla f'(x) = 0, \tag{3.9} \]

\[ \hat{u} > 0, \tag{3.10} \]

\[ \langle \nabla f'(x), \hat{u} \rangle < 0, \tag{3.11} \]

imply that

\[ 0 > \langle \nabla f'(x), \hat{u} \rangle = - \sum_{j \in A(x)} \langle (\hat{u}/\hat{u}^k) \nabla f'(x), \hat{u} \rangle \geq 0, \tag{3.12} \]

which contradicts (3.5). Hence \( \hat{x} \) is a local minimizer for \( P \).
The proof of local quadratic convergence follows the ideas in [16]. It differs in that our proof deals directly with the max function formulation, whereas the proof in [16] centers around a constrained differentiable problem. A version of the Implicit Function Theorem given in [5] is utilized, and is restated here for convenience. In fact, the statement of the Implicit Function Theorem in [5] can be strengthened slightly without any change in the proof, and this modification is included below.

Theorem 3.2: ([5, Theorem 1, section 4.XVII]) Suppose that (i) \( \Omega \subset \mathbb{R}^n \times \mathbb{R}^m \) is a neighborhood of the point \((\hat{x}, \hat{y})\), (ii) the function \( g: \Omega \to \mathbb{R}^n \) is continuous at \((\hat{x}, \hat{y})\), and (iii) the following hold

\[
g(\hat{x}, \hat{y}) = 0; \quad (3.13)
\]

\[
g(C, \cdot) \text{ exists on } \Omega \text{ and is continuous at } (\hat{x}, \hat{y}); \quad (3.14)
\]

\[
g(C, \hat{y}) \text{ is invertible.} \quad (3.15)
\]

Then there exist neighborhoods \( N \subset \mathbb{R}^n \) and \( M \subset \mathbb{R}^m \) of \( x \) and \( y \) respectively, such that \( N \times M \subset \Omega \), and a function \( Z: M \to N \) with the following properties:

\[
g(Z(y), y) = 0 \quad \forall y \in M; \quad (3.16)
\]

\[
Z(\hat{y}) = \hat{x}; \quad (3.17)
\]

\[
Z(\cdot) \text{ is continuous at } \hat{y}; \quad (3.18)
\]

\[
\forall y \in M, \ Z(y) \text{ is the unique zero of } g(\cdot, y) \text{ in } N. \quad (3.19)
\]

For convenience we adopt the notation \( z = (x, \mu) \in \mathbb{R}^{n+m} \). To continue, we observe that if, with

\[
h = (x_\ast - x), (x_\ast - x), \mu_\ast \) is a Danskin point for the search direction problem (2.8), then

\[
\sum_{j=1}^{m} \mu_j \left( \nabla f_j(x) + f_{2j}(x)(x_\ast - x) \right) = 0. \quad (3.20)
\]

\[
\mu_\ast \geq 0. \quad (3.21)
\]

\[
\sum_{j=1}^{m} \mu_j = 1. \quad (3.22)
\]

\[
\mu_j \left( \theta(x) - [f_j(x) - \psi(x) + \langle \nabla f_j(x), x_\ast - x \rangle + \frac{1}{2} \left( (x_\ast - x) \cdot f_{2j}(x)(x_\ast - x) \right) ] \right) = 0, \quad \forall j \in m. \quad (3.23)
\]
Furthermore, summing (3.23) over \( j \in M \), we obtain that

\[
\theta(x) = \sum_{j=1}^{m} \left[ f'(x) - \psi(x) + \langle \nabla f'(x), x_j - x \rangle + \frac{1}{2} \langle (x_j - x), f''_{\infty}(x)(x_j - x) \rangle \right].
\]  

(3.24)

Condition (3.23) is equivalent to:

\[
\mu_j \left[ f'(x) - \psi(x) + \langle \nabla f'(x), (x_j - x) \rangle + \frac{1}{2} \langle (x_j - x), f''_{\infty}(x)(x_j - x) \rangle \right] - \\
\left[ f'(x) - \psi(x) + \langle \nabla f'(x), (x_j - x) \rangle + \frac{1}{2} \langle (x_j - x), f''_{\infty}(x)(x_j - x) \rangle \right] \leq 0, \quad \forall j, k \in M.
\]  

(3.25)

In addition, it should be clear that if the convexity Assumption 2.3 is satisfied, then conditions 3.20-3.23 are also sufficient for \( x^* - x \) to solve the search direction problem.

Suppose that \( \hat{x} \) is a Danskin point for problem P at which Assumption 2.1 holds. Without loss of generality, we may assume that \( A(\hat{x}) = \{ 1, \ldots, r \} \). We now define the function \( g: \mathbb{R}^{n \times m} \times \mathbb{R}^{n \times m} \rightarrow \mathbb{R}^{n \times m} \) as follows:

\[
g(x_1, x_2) \triangleq \begin{bmatrix}
\sum_{j=1}^{m} \mu_j \left[ \nabla f'(x_2) + f''_{\infty}(x_2)(x_1 - x_2) \right] \\
\mu_j \left[ \nabla f'(x_2) + \langle \nabla f'(x_2), x_1 - x_2 \rangle + \frac{1}{2} \langle (x_1 - x_2), f''_{\infty}(x_2)(x_1 - x_2) \rangle \right] \\
\vdots \\
\mu_j \left[ \nabla f'(x_2) + \langle \nabla f'(x_2), x_1 - x_2 \rangle + \frac{1}{2} \langle (x_1 - x_2), f''_{\infty}(x_2)(x_1 - x_2) \rangle \right] \\
\sum_{j=1}^{m} \mu_j - 1 \\
\mu_j \left[ \nabla f'(x_2) + \langle \nabla f'(x_2), x_1 - x_2 \rangle + \frac{1}{2} \langle (x_1 - x_2), f''_{\infty}(x_2)(x_1 - x_2) \rangle \right] \\
\vdots \\
\mu_j \left[ \nabla f'(x_2) + \langle \nabla f'(x_2), x_1 - x_2 \rangle + \frac{1}{2} \langle (x_1 - x_2), f''_{\infty}(x_2)(x_1 - x_2) \rangle \right] \\
\end{bmatrix}
\]  

(3.26)

where \( f' \triangleq f^i - f^j \) and \( \nabla f' \) and \( f''_{\infty} \) are defined similarly. The following result summarizes the useful characteristics of the function \( g(\cdot, \cdot) \).

**Proposition 3.3:** Let \( \hat{x} \) be a Danskin point for P, and suppose that Assumptions 2.1-2.3 and 3.1-3.2
are satisfied. Let $g(\cdot)$ be defined as in (3.26). Then the following are true:

(i) $g(x, \hat{x}) = 0$;

(ii) $g_\mu(\cdot)$ exists and is continuous in some neighborhood of $(\hat{x}, \hat{x})$ and is invertible at $(\hat{x}, \hat{x})$;

(iii) There exist neighborhoods $M$ and $N$ of $\hat{x}$ and a function $Z(\cdot)$ satisfying (3.16) - (3.19);

(iv) $Z((x, \mu)) = Z((\hat{x}, \hat{\mu})) \quad \forall \mu, \hat{\mu} \in \mathbb{R}^m$ such that $(x, \mu), (\hat{x}, \hat{\mu}) \in M$;

(v) There exists a neighborhood $U \subset M$ containing $\hat{x}$ such that $\forall x \in U, Z(x)$ is the (unique) solution to the search direction problem (2.8);

(vi) There exists a neighborhood $G$ of $\hat{x}$ such that $\forall x \in G, \text{the search direction map } H(x)$ is a singleton. Furthermore, $H(\hat{x}) = \{0\}$ and $H(\cdot)$ is continuous at $\hat{x}$;

(vii) The multiplier vector $\mu_\lambda$ defined by $(x_\lambda, \mu_\lambda) = Z((x, \mu))$ are continuous in $x$ at $\hat{x}$.

(viii) The vector $(x_\lambda, \mu_\lambda) = Z((x, \mu))$ satisfies (3.20) - (3.23).

**Proof:** That (i) is true follows immediately from the definition of a Danskin point and the fact that $A(\hat{x}) = \{1, \ldots, r\}$. It is straightforward to verify that $g_\mu(\cdot)$ exists and is continuous in some neighborhood of $(\hat{x}, \hat{x})$. To show that $g_\mu(\hat{x}, \hat{x})$ is invertible, observe that

$$
ge_{\mu}(\hat{x}, \hat{x}) = \begin{bmatrix}
I_x(\hat{x}) & \forall f^1(\hat{x}) & \ldots & \forall f^{r-1}(\hat{x}) & \forall f^r(\hat{x}) & \ldots & \forall f^m(\hat{x}) \\
\mu^T \forall f^1(\hat{x}) & 0 & \ldots & 0 & 0 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
\mu^T \forall f^{r-1}(\hat{x}) & 0 & \ldots & 0 & 0 & \ldots & 0 \\
0 & 1 & \ldots & 1 & 1 & \ldots & 1 \\
0 & 0 & \ldots & 0 & 0 & \hat{F} \mu(\hat{x}) & 0 \\
\vdots & & & & & & \\
0 & 0 & \ldots & 0 & 0 & \ldots & \hat{F}(\hat{x})
\end{bmatrix} (3.27)$$

Suppose $g_\mu(\hat{x}, \hat{x})(h, v)^T = 0$. Then since $\hat{F}(\hat{x}) > 0$ for all $i \in A(\hat{x})$ it is clear that $v_{r+1} = v_{r+2} = \ldots = v_m = 0$. Next $\mu^T \forall f^i(\hat{x}), h = 0$ for all $i \in r-1$ and, since the strict complementarity Assumption 3.1 implies that $\mu^T > 0$ for all $i \in L$, it follows that $(\forall f^i(\hat{x}), h) = 0$ for all $i \in r-1$. In addition, since $\hat{x}$ is a Danskin point, $\sum_{i=1}^r \mu^T \forall f^i(\hat{x}) = 0$. Combining these facts we have
which implies that \( \langle \nabla f_i(\hat{x}), h \rangle = 0, \forall i \in I \). Since \( v_{r+1}, \ldots, v_m \) are all zero, the top \( n \) components of \( g_h(\hat{x}, h) \) are given by

\[
\sum_{i=1}^{r} \langle \nabla f_i(\hat{x}), h \rangle + \sum_{i=1}^{r} \nabla \langle f_i(x), \hat{x} \rangle = 0.
\]

Hence \( \langle h, \sum_{i=1}^{r} \langle \nabla f_i(\hat{x}), h \rangle \rangle = 0 \). It now follows from Assumption 3.2 that \( h = 0 \). It remains to show that \( v_1 = v_2 = \ldots = v_r = 0 \). Since \( h = 0 \), it follows from (3.29)

\[
\sum_{i=1}^{r} \nabla \langle f_i(x), \hat{x} \rangle = 0.
\]

Next, since \( g_h(\hat{x}, h)^T = 0 \), it follows that

\[
\sum_{i=1}^{r} \nabla f_i(x) = 0.
\]

Since by Assumption 3.1, \( \{ \nabla f_i(x) \}_{i \in A(\hat{x})} \) are affinely independent, (3.30), (3.31) imply that \( v_1 = v_2 = \ldots = v_r = 0 \). Hence we conclude that \( g_h(\hat{x}, h) \) is invertible, and so (ii) is proved. Consequently it is clear that \( g(\cdot, \cdot) \) satisfies the assumptions of Theorem 3.2, thus proving (iii).

To prove (iv), we deduce from the definition (3.26) that \( g(\hat{x}, (x, \mu)) = g(\hat{x}, (x, \mu)) \land \hat{x}, x, \mu, \Pi \). Suppose that \( (x, \mu), (x, \mu) \in M \). Then by definition of \( Z(\cdot) \) we have \( g(Z((x, \mu)), (x, \mu)) = 0 \), and by the above remark, we see that \( g(Z((x, \mu)), (x, \mu)) = 0 \). (3.19) in Theorem 3.2 allows us to conclude that (iv) is true. More generally, it should be clear that this result implies that \( Z(\cdot) \) depends only on it's first argument \( (x) \).

Because of (3.18) in Theorem 3.2, and of the fact that \( f_i(\hat{x}) > 0 \land i \in A(\hat{x}) \), we may chose a neighborhood \( U \subset M \) of \( \hat{x} \), such that for all \( x \in U \) and \( (x, \mu, \Pi) = Z(x), \mu_1, \mu_2, \ldots, \mu_r > 0 \), and

\[
f_i(x) + \langle \nabla f_i(x), x, -x \rangle \geq 0 \land i \in A(\hat{x}) \). Since \( g(Z(x), x) = 0 \), we see that \( x \) satisfies 3.20-3.23 and therefore is a Danskin point for the search direction problem (2.8). In addition, it is the only such point in the neighborhood \( N \) of part (iii). By Assumption 2.3, the search
direction problem is convex. Hence we conclude that $x_+ - x$ is the unique solution to the search direction problem. This proves (v).

Since $U$ in (v) is an open set containing $\hat{x}$, it should be clear that for some $\varepsilon > 0$, the set $B(\hat{x}, \varepsilon) \times \{ \vec{\mu} \}$ is contained in $U$. Let $\mathcal{G} \triangleq B(\hat{x}, \varepsilon)$. Suppose $x \in \mathcal{G}$. Then clearly $(x, \vec{\mu}) \in U$ and therefore, by (v), $Z((x, \vec{\mu}))$ is the unique solution to the search direction problem (2.8). Hence $H(x)$ is a singleton. Since by Lemma 2.1 $H(\cdot)$ is u.s.c., it follows that it is continuous on $G$. Since $Z(\hat{x}) = \hat{x}$, it follows that $H(\hat{x}) = \{0\}$, and so (vi) is true.

It is obvious from (3.18) in Theorem 3.2 that $Z(\cdot)$ is continuous at $\hat{x}$. To prove that (vii) is true, it suffices to show that $Z(\cdot)$ depends only on $x$ in some neighborhood of $\hat{x}$. Let $x \in \mathcal{G}$, then as above we have $(x, \vec{\mu}) \in U$, and so $Z((x, \vec{\mu}))$ is well defined. Because of (iv) and the fact that $g(\hat{x}, (x, \vec{\mu})) = g(\hat{x}, (x, \vec{\mu}))$ for all $\hat{x}, x, \mu, \vec{\mu}$, we obtain that $g(Z((x, \vec{\mu})), (x, \vec{\mu})) = 0$ for all $x \in G$, $\forall \mu$. Part (viii) follows immediately from the fact that $g(Z(x), x) = 0$. This concludes the proof.

In light of Proposition 3.3, Proposition 3.1 can be strengthened as follows.

Proposition 3.4: Let $\hat{x}$ be a Danskin point for problem $P$ at which Assumptions 2.1, 3.1 and 3.2 hold, then $\hat{x}$ is a local minimizer for problem $P$, and there exists a neighborhood $W$ such that $\hat{x}$ is the unique Danskin point of $P$ in $W$.

Proof: Define $G(x) \triangleq g(x, x)$, where $g(\cdot, \cdot)$ is defined by (3.26). Notice that $G(\hat{x}) = g_1(G, \hat{x})$, and so it is invertible. Thus by the inverse function Theorem, there exists some neighborhood $O$ of $\hat{x}$, such that $\hat{x}$ is the unique zero of $G(\cdot)$ in $O$. Furthermore, by choosing $W \subset O$ sufficiently small, we may ensure that $\mathcal{F}_i(x) > 0 \forall i \in A(\hat{x})$, and $\mu^1, \mu^2, \ldots, \mu^r > 0, \forall (x, \vec{\mu}) \in O$. Hence if $z \in O$ is a Danskin point of $P$, then it should be clear that $g(z) = 0$ and hence $z = \hat{x}$. This proves the Proposition.

Note that Proposition 3.4 implies that $\hat{x}$ is an isolated local minimizer for $P$. To provide quantitative bounds on the variation of $Z(\cdot)$, we use a version of Robinson's Theorem 2.2 [16]. Our proof is somewhat simpler than that in [16].
Proposition 3.3: \((16, \text{Theorem 23})\) Suppose that (a) \( \Omega \subset \mathbb{R}^n \times \mathbb{R}^m \) is a neighborhood of the point \((\hat{x}, \hat{y})\), (b) the function \( g: \Omega \rightarrow \mathbb{R}^n \) is continuous at \((\hat{x}, \hat{y})\), and (c) the following hold:

\[
\begin{align*}
& g(\hat{x}, \hat{y}) = 0; \\
& g_s(\cdot, \cdot) \text{ exists on } \Omega \text{ and is continuous at } (\hat{x}, \hat{y}); \\
& g_s(\hat{x}, \hat{y}) \text{ is invertible.}
\end{align*}
\] (3.32) (3.33) (3.34)

Then there exist neighborhoods \( N \subset \mathbb{R}^n \) and \( M \subset \mathbb{R}^m \) of \( x \) and \( y \) respectively, and a function \( Z: M \rightarrow N \) such that (3.16)-(3.19) are satisfied. Furthermore, for every \( \delta \in (0,1) \), there exist neighborhoods \( \overline{N} \subset N \) and \( \overline{M} \subset M \) of \( \hat{x} \) and \( \hat{y} \) respectively, such that

\[
\| x - Z(y) \| \leq \frac{1}{1 - \delta} \| g_s(\hat{x}, \hat{y})^{-1} g(x, y) \| \quad \forall \ (x, y) \in \overline{N} \times \overline{M}. \] (3.35)

Proof: The existence of neighborhoods \( N, M \) and of the function \( Z(\cdot) \) follows directly from Theorem 3.2. Now, let \( \delta \in (0,1) \), \( \Gamma \triangleq g_s(\hat{x}, \hat{y})^{-1} \), and select \( \overline{N} \subset N \) and \( \overline{M} \subset M \) to be open neighborhoods of \( \hat{x} \) and \( \hat{y} \) respectively, such that

\[
\| g_s(\hat{x}, \hat{y}) - g_s(x, y) \| \leq \frac{\delta}{\| \Gamma \|} \quad \forall \ (x, y) \in \overline{N} \times \overline{M}. \] (3.36)

Without loss of generality, \( \overline{M} \) and \( \overline{N} \) may be taken to be convex, and \( \overline{M} \) may be taken to be small enough to ensure that \( Z(\overline{M}) \subset \overline{N} \). Following Robinson \([16]\), we define \( \Phi^\Gamma(x) \triangleq x - \Gamma g(x, y) \). For \( (x, y) \in \overline{N} \times \overline{M} \), \( \Phi^\Gamma(\cdot) \) is differentiable, and:

\[
\Phi^\Gamma(x) = I - \Gamma g_s(x, y) \] (3.37)

\[
= \Gamma (g_s(\hat{x}, \hat{y}) - g_s(x, y)). \] (3.38)

It follows from (3.38) that \( \| \Phi^\Gamma(x) \| \leq \delta \), and since \( \Phi^\Gamma(x_1) - \Phi^\Gamma(x_2) = \int_0^1 \Phi^\Gamma(x_1 + s(x_2 - x_1)) ds \),

\[
\| \Phi^\Gamma(x_1) - \Phi^\Gamma(x_2) \| \leq \delta \| x_1 - x_2 \| \quad \forall \ x_1, x_2 \in \overline{N} \quad \forall \ y \in \overline{M}, \] (3.39)

where the norm on \( \Phi^\Gamma(\cdot) \) is the induced norm. Substituting for \( \Phi^\Gamma(\cdot) \) gives

\[
\| x_1 - \Gamma g(x_1, y) - (x_2 - \Gamma g(x_2, y)) \| \leq \delta \| x_1 - x_2 \|. \] (3.40)
Using the inequality \( |a| - |b| \leq |a - b| \), we obtain from (3.40)
\[
|b_1 - x_2| - \Pi (g(x_1,y) - g(x_2,y)) \leq \delta |b_1 - x_2|, \tag{3.41}
\]
from which it follows that
\[
|b_1 - x_2| \frac{(1 - \delta)}{\Pi} \leq |g(x_1,y) - g(x_2,y)|. \tag{3.42}
\]
By letting \( x_1 = x \) and \( x_2 = Z(\gamma) \), and noting that \( g(x_2,y) = 0 \), we obtain the required result. \( \blacksquare \)

To complete the derivation of the bound on the variation of \( Z(z) \), a growth condition on \( g(\cdot, \cdot) \) must be established.

**Lemma 3.6:** Suppose Assumptions 2.1-2.3 and 3.1-3.2 are satisfied and that \( \hat{z} \) is a Danskin point for \( P \). Let \( g(\cdot, \cdot) \) be defined as in (3.26). Then there exists a neighborhood \( K \subset \mathbb{R}^{m \times m} \) of \( \hat{z} \) and a \( L > 0 \) such that
\[
|g(z_1,z_2) - g(z_2,z_2)| \leq L |z_1 - z_2|^2 \quad \forall \ z_1, z_2 \in K. \tag{3.43}
\]

**Proof:** The proof is obtained by expanding (3.26), and noting that by Assumption 2.1, the matrix valued functions \( f^x_i(\cdot), i \in m \), are locally Lipschitz continuous. \( \blacksquare \)

We are now ready to establish the first main result of this section.

**Theorem 3.7:** Suppose that Assumptions 2.1-2.3 and 3.1-3.2 are satisfied and that \( \hat{z} \) is a Danskin point for \( P \). Let \( g(\cdot, \cdot) \) be defined as in (3.26), and let \( M \times N \subset \mathbb{R}^{m \times m} \times \mathbb{R}^{m \times m} \), be a neighborhood of \( \hat{z} \) \( Z: M \rightarrow N \) be such that (i) \( g(Z(z), z) = 0 \quad \forall \ z \in M \), (ii) \( Z(\hat{z}) = \hat{z} \), (iii) \( Z(\cdot) \) is continuous at \( \hat{z} \), and (iv) for all \( z \in M \), \( Z(z) \) is the unique zero of \( g(\cdot, z) \) in \( N \).

Then there exists a neighborhood \( V \) of \( \hat{z} \) such that if \( z_0 \in V \), then the sequence \( \{ z_i \}_{i=0}^{\infty} \) defined by \( z_{i+1} = Z(z_i) \) is well defined, and converges to \( \hat{z} \) with R-order at least 2 (i.e. quadratically). Specifically, there exist constants \( \eta \in (0,1), \bar{K} > 0 \) such that
\[
|\hat{z} - z_i| \leq \bar{K} \eta^i, \quad \forall \ i \geq 0. \tag{3.44}
\]
Proof: Let \( \varepsilon \in (0,1) \) be such that \( \overline{B}(\xi, \varepsilon) \subset K \cap M \cap W \), where \( K \), and \( W \) are the open neighborhoods of \( \xi \) specified in Lemma 3.6 and Proposition 3.4 respectively. Let \( \gamma \in (0,1) \), and \( L \) be as (3.43). Suppose, in addition, that \( \varepsilon \) is small enough to ensure that \( Z^2(\cdot) \) (i.e. the composition of \( Z \) with itself) is well defined on \( \overline{B}(\xi, \varepsilon) \), and that for all \( z \in \overline{B}(\xi, \varepsilon) \) both \( z \) and \( Z(z) \) are contained in \( \overline{N} \cap M \cap K \), where \( \overline{N} \) and \( M \) are the neighborhoods defined in Proposition 3.5 for \( \varepsilon = 1/2 \). Let \( L \doteq 2 l_{g_{\xi}} (\xi, \varepsilon)^{-1} L \) and let \( \rho > 0 \) such that for all \( z \in \overline{B}(\xi, \rho) \),

\[
\|z - z\| \leq \varepsilon/2, \tag{3.45}
\]

\[
\|Z(z) - z\| \leq \gamma \min \left\{ \frac{\varepsilon/2}{L}, 1+2L \right\}. \tag{3.46}
\]

Let \( V \doteq B(\xi, \rho) \). To continue, we must establish that the sequence \( \{ z_n \} \) is well defined. Note that \( \varepsilon \) has been selected so that for all \( z \in \overline{B}(\xi, \varepsilon) \),

\[
\|Z^2(z) - Z(z)\| \leq \frac{1}{1-1/2} l_{g_{\xi}} (\xi, \varepsilon)^{-1} l_{g}(Z(z), Z(z))\|)
\]

\[
\leq 2 l_{g_{\xi}} (\xi, \varepsilon)^{-1} l_{g}(Z(z), Z(z)) - g(Z(z), z)\|
\]

\[
\leq 2 l_{g_{\xi}} (\xi, \varepsilon)^{-1} L \|Z(z) - z\|^2. \tag{3.47}
\]

Suppose \( z_0 \in \overline{B}(\xi, \rho) \). Then \( z_1 = Z(z_0) \) is well defined. Let \( \alpha \doteq L l_{z_1} - z_0 \), then by construction, \( \alpha < 1 \), and hence for all \( n \geq 0 \)

\[
\sum_{n=0}^{\infty} \alpha^n \leq \frac{1}{1 - \alpha}. \tag{3.48}
\]

Then

\[
\|z_1 - z_0\| \leq \gamma \varepsilon/2 \leq \varepsilon/2, \tag{3.49}
\]

\[
\|z_1 - \hat{z}_1\| \leq \|z_1 - z_0\| + \|z_0 - \hat{z}_1\| \leq \varepsilon. \tag{3.50}
\]

Therefore \( z_1 \in B(\xi, \varepsilon) \), and so \( z_2 \) is well defined. We now proceed by induction. We have

\[
\|z_2 - z_1\| \leq L \|z_1 - z_0\|^2
\]

\[
\leq \alpha \|z_1 - z_0\|. \tag{3.51}
\]
By using (3.48) we obtain

\[ l_{z_2} - \hat{z}_1 \leq \frac{l_{z_1} - z_0}{1 - L} + \varepsilon/2 \]

\[ \leq \frac{(\varepsilon/2)(1 + 2L)}{1 - L(\varepsilon/2)(1 + 2L)} + \varepsilon/2 \leq \varepsilon. \] 

(3.54)

Now suppose that for some \( k \geq 2 \), (i) \( z_i \in B(z, \varepsilon) \) \( \forall i \leq k \), and (ii) \( l_{z_{k+1}} - z_i \leq \alpha l_{z_i} - z_{k-1} \) for all \( i \in [k-1] \). Then clearly \( z_{k+1} \) is well defined, and as above

\[ l_{z_{k+1}} - \hat{z}_1 \leq \sum_{i=1}^{k+1} l_{z_i} - z_{k-1} + l_{z_0} - \hat{z}_1 \]

\[ \leq \sum_{i=0}^{k} \alpha^i l_{z_1} - z_0 + \varepsilon/2 \]

\[ \leq \frac{l_{z_1} - z_0}{1 - \alpha} + \varepsilon/2 \leq \varepsilon. \] 

(3.55)

Hence \( z_{k+1} \in B(z, \varepsilon) \), and in addition

\[ l_{z_{k+1}} - z_i \leq L l_{z_k} - z_{k-1} \leq L l_{z_1} - z_0 l_{z_k} - z_{k-1} \leq \alpha l_{z_k} - z_{k-1}. \] 

(3.56)

It follows from this that the sequence \( \{ z_i \}_{i=0}^{\infty} \) is well defined. To show that the sequence converges, suppose that \( k, j \geq 0 \). Then

\[ l_{z_{k+j}} - z_i \leq \sum_{i=0}^{k+j} l_{z_{i+1}} - z_{i} \leq \sum_{i=0}^{k+j-1} \alpha^i l_{z_1} - z_0 l_{z_i} - z_{i+j} \leq \frac{\alpha^j}{1 - \alpha} l_{z_1} - z_0. \] 

(3.57)

Hence the sequence is Cauchy, and so converges to some \( \tilde{z} \in B(z, \varepsilon) \). We may conclude from this that \( g(\tilde{z}, z) = 0 \), and by Proposition 3.4 that \( \tilde{z} = \hat{z} \).

To prove quadratic convergence, note that
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\[ l_{z_2} - z_1 \leq L(z_2 - z_0)^2 \leq \frac{1}{L} \alpha^2. \]  

(3.58)

Suppose that for \( k \geq 1 \), \( l_{z_k} - z_{k-1} \leq \alpha^{2k-1}/L \). Then

\[ l_{z_{k+1}} - z_k \leq L(z_{k+1} - z_k)^2 \leq L\left(\frac{1}{L} \alpha^{2k-1}\right)^2 \leq \frac{1}{L} \alpha^2. \]  

(3.59)

Furthermore since \( x_k = \sum_{i=1}^{k} (x_i - z), \) we have the following estimate

\[ l_{x_k} - z_k \leq \sum_{i=1}^{k} l_{x_{i+1}} - z_i \leq \frac{1}{L} \sum_{i=1}^{k} \alpha^{2i} \leq \frac{\alpha^2}{L} \sum_{i=0}^{k} \alpha^{2(i-1)}. \]  

(3.60)

and since \( 2^{2k}(2^k - 1) \geq i, \) for all \( i, k \geq 0, \) we have

\[ l_{z_{k+1}} - z_k \leq \frac{1}{L(1 - \alpha)} \alpha^{2k}. \]  

(3.61)

Letting \( \bar{K} \triangleq \frac{1}{L(1 - \alpha)} \) and \( \eta \triangleq \alpha, \) we obtain the required result.

To show that the step size eventually becomes 1, we must establish a bound on \( \theta(\cdot) \) near a solution.

Lemma 3.8: Suppose Assumptions 2.1-2.3 and 3.1-3.2 are satisfied and that \( \hat{x} = \hat{x}(\hat{\mu}) \) is a Danskin point for \( P \). Then there exists \( K > 0 \) and a neighborhood \( O \) of \( \hat{x} \) such that

\[ \theta(x) \leq -K \lambda h^2 \quad \forall \ x \in O, \ \forall \ h \in H(x). \]  

(3.62)

Proof: By Proposition 3.3 property (vi), we may assume that \( H(\cdot) \) is a singleton. Hence we denote the search direction by \( h(x) \). The search direction is continuous as a function of \( x \) and furthermore \( h(\hat{x}) = 0 \). By properties (vii) and (viii) of Proposition 3.3, the multipliers \( \mu_+ \) defined by (3.20) - (3.23), for \( x_+ = x + h(x) \) are continuous at \( \hat{x} \). Suppose that the Lemma is false. Then there exists a sequence \( x_k \to \hat{x} \), such that the following holds

\[ \theta(x_k) > \frac{1}{k} h_k^2 \quad \forall \ k \in \mathbb{N}. \]  

(3.63)

where \( h_k \triangleq h(x_k) \). Since by Proposition 3.4 \( \hat{x} \) is an isolated local minimizer, we must have that
$h_k \neq 0$ for all $k$ sufficiently large. Without loss of generality we may assume that this is so for all $k \in \mathbb{N}$. Let $u_k \triangleq h_k/h_k^*$, and let $\mu_k$ be the multiplier vector, defined by (3.20) - (3.23), corresponding to the solution of the search direction problem at $x_k$. It should be clear that the multipliers $\mu_k$ converge to the multiplier vector $\hat{\mu}$ at the solution $\hat{x}$. Clearly, we must have that $u_k \xrightarrow{K} \hat{u}$, for some infinite subsequence $K \subset \mathbb{N}$.

(i) Suppose that $\hat{u}$ satisfies $(\nabla f(\hat{x}), \hat{u}) = 0$, for all $j \in A(\hat{x})$. Then because of Assumption 3.2,

$$
(\hat{u}, \nabla f(\hat{x}), \hat{u}) \geq m_0 > 0.
$$

(3.64)

It follows that there exists a $k_0$ such that for all $k \geq k_0, k \in K$,

$$
(\nu_k, \nabla f(\hat{x}), \nu_k) \geq \frac{m_0}{2} |h_k|^2.
$$

(3.65)

From (3.24) we obtain that

$$
\theta(x_k) = \sum_{j=1}^{m} \mu_k(j) f'(x_k) - \psi(x_k)) + (\sum_{j=1}^{m} \mu_k(j) \nabla f'(x_k), \nu_k) + \frac{1}{2} (\nu_k, \nabla f(\hat{x}), \nu_k).
$$

(3.66)

Making use of (3.20), (3.66) and the fact that $f'(x) - \psi(x) \leq 0$, (3.66) simplifies out to

$$
\theta(x_k) \leq -\frac{1}{2} (\nu_k, \nabla f(\hat{x}), \nu_k).
$$

(3.67)

Hence for $k$ sufficiently large we obtain a contradiction.

(ii) Suppose that $(\nabla f(\hat{x}), \hat{u}) \neq 0$ for some $j \in A(\hat{x})$. Let $L$ be the subspace spanned by the active gradients at the solution, i.e. $L \triangleq \text{sp}\{ \nabla f(j) \}_{j \in A(\hat{x})}$, and let $L^\perp$ denote the orthogonal complement of $L$. Note that $\hat{u} \in L^\perp$. Let the projections of a vector $x$ onto $L$ and $L^\perp$ be denoted by the superscripts 1, 2, respectively, i.e., $x = x^1 + x^2$ with $x^1 \in L, x^2 \in L^\perp$. From the continuity of the projection operators, it should be clear that there exists a $k_1$ such that $\forall k \geq k_1, k \in K$,

$$
|\nu_k|_2 \leq 2 |\nabla f(\hat{x})|_2.
$$

(3.68)

Combining this with the fact that $|h_k|^2 = |h_k^1|^2 + |h_k^2|^2$ implies that $|h_k| \leq L |\alpha_k|$ for some $L < \infty$ and for $k \in K$ sufficiently large.
Let \( g(\cdot) \) be as in (3.26), then for \( k \) sufficiently large \( g(x_{k+1}, x_k) = 0 \) and \( \mu_{k+1} > 0 \) for all \( j \in A(\xi) \). Hence, from (3.25) we conclude that

\[
\bar{f}'(x_k) + \langle \nabla \bar{f}'(x_k), h_k \rangle + \frac{1}{2} \langle h_k, \nabla^2 \bar{f}(x_k) h_k \rangle \geq 0 \quad \forall \ i \in A(\xi), \quad \forall \ j \in m.
\]

which may be written as

\[
f'(x_k) - f'(x_k) - \langle \nabla f'(x_k), h_k \rangle - \frac{1}{2} \langle h_k, \nabla^2 f(x_k) h_k \rangle \geq -\langle \nabla f'(x_k), h_k \rangle - \frac{1}{2} \langle h_k, \nabla^2 f(x_k) h_k \rangle.
\]

By maximizing first the left and then the right hand side of (3.70), with respect to \( i \in A(\xi) \), and noting that \( A(x_k) \subset A(\xi) \) for \( k \) sufficiently large, we obtain

\[
\psi(x_k) - f'(x_k) - \langle \nabla f'(x_k), h_k \rangle - \frac{1}{2} \langle h_k, \nabla^2 f(x_k) h_k \rangle \geq \max_{i \in A(\xi)} -\langle \nabla f'(x_k), h_k \rangle - \frac{1}{2} \langle h_k, \nabla^2 f(x_k) h_k \rangle
\]

\[
\geq \max_{i \in A(\xi)} -\langle \nabla f'(x_k), h_k \rangle - L_2 \mu h^2.
\]

for some \( L_2 > 0 \). To continue, let \( C \cap \text{co} \{ \nabla f'(\xi) \}_{j \in A(\xi)} \), then strict complementarity (Assumption 3.1) implies that \( 0 \in \text{ri} C \) (where \( \text{ri} \) denotes the relative interior of a set). Hence there exists an \( \eta > 0 \) such that \( B(0, \eta) \cap L \subset C \). Hence, for any \( h \in L \), we must have

\[
\max_{i \in A(\xi)} \langle \nabla f'(\xi), h \rangle = \max_{v \in C} \langle v, h \rangle \geq \max_{v \in B(0, \eta) \cap L} \langle v, h \rangle = \eta |h|.
\]

Since the \( \nabla f'(\cdot) \) are continuous, it follows that there exists a neighborhood \( O_1 \) of \( \xi \) such that for all \( x \in O_1 \)

\[
\max_{i \in A(\xi)} \langle \nabla f'(x), h \rangle \geq \frac{\eta}{2} |h|.
\]

Substituting this into (3.72) yields

\[
\psi(x_k) - f'(x_k) - \langle \nabla f'(x_k), h_k \rangle - \frac{1}{2} \langle h_k, \nabla^2 f(x_k) h_k \rangle \geq \frac{\eta}{2} |h_k| - L_2 \mu h^2
\]

\[
\geq \frac{\eta}{2L} |h_k| - L_2 \mu h^2 \quad \forall \ j \in m.
\]

Therefore we obtain

\[
\text{...}
\]
\[ \theta(x_k) \leq -\frac{n}{2L} l_1 h_1 + L_2 l_2 h_2^2. \]  

(3.76)

which results in a contradiction for \( k \) sufficiently large. \[ \blacksquare \]

The second main result of this section shows that in the vicinity of a Danskin point, the step size calculation returns a step length of unity.

**Theorem 3.9:** Suppose Assumptions 2.1-2.3 and 3.1-3.2 are satisfied and that \( \hat{x} \) is a Danskin point for \( P \). Then there exists a neighborhood \( O \) of \( \hat{x} \) such that

\[ \psi(x+h) - \psi(x) - \alpha \theta(x) \leq 0 \quad \forall \ x \in O, \ \forall \ h \in H(x). \]  

(3.77)

**Proof:** As in the previous Lemma, we note that by Proposition 3.3 property (vi), there is a \( p > 0 \) such that \( H(x) \) is a singleton for all \( x \in B(\hat{x}, p) \). For \( x \in B(\hat{x}, p) \), we denote the search direction by \( h(x) \), and observe that \( h(\cdot) \) is continuous and \( h(\hat{x}) = 0 \). From Taylor's Theorem, we have that

\[ \psi(x+h(x)) - \psi(x) - \alpha \theta(x) \]

\[ = \max_{\mu \in \Sigma} \left\{ \sum_{j=1}^{m} \mu^j f'(x) - \psi(x) \right\} + \left( \sum_{j=1}^{m} \mu^j \nabla^2 f'(x), h(x) \right) + \frac{1}{b} \left( (1-s) (h(x), l_{\infty}(x+s h(x), \mu)) h(x) \right) ds - \alpha \theta(x) \]

\[ \leq \max_{\mu \in \Sigma} \left\{ \sum_{j=1}^{m} \mu^j f'(x) - \psi(x) \right\} + \left( \sum_{j=1}^{m} \mu^j \nabla^2 f'(x), h(x) \right) + \frac{1}{2} (h(x), l_{\infty}(x, \mu)) h(x) \}

\[ + \max_{\mu \in \Sigma} \frac{1}{b} \left( (1-s) (h(x), l_{\infty}(x+s h(x), \mu) - l_{\infty}(x, \mu)) h(x) \right) ds - \alpha \theta(x) \]

\[ \leq (1 - \alpha) \theta(x) + L l h(x)^3 \]

\[ \leq -(1 - \alpha) K L h(x)^2 + L l h(x)^3. \]  

(3.78)

Hence for \( x \) sufficiently close to \( \hat{x} \), the step size will be 1. \[ \blacksquare \]

4. THE ALGORITHM (Non-Convex Problems)

If any of the \( f'(\cdot) \) in (1.1) are non-convex, it is possible that the search direction problem (2.8) becomes non-convex. The effect of this is that the relations described in Lemma 2.2 are no longer true, and so we can no longer guarantee descent at a non-stationary point. In this section a simple modification is described which augments the Hessians \( f'(\cdot) \) of non-convex functions to ensure a con-
vex search direction problem.

Let \( m_0 > 0 \) and let \( \gamma(\cdot) \) be defined by

\[
\gamma(x) \triangleq \max\{ 0, \frac{m_0}{2} - \lambda_{\min}(f'_m(x)) \}.
\]  

(4.1)

where \( j \in m \) and \( \lambda_{\min}(\cdot) \) is the minimum eigenvalue of its argument. We define the new optimality function \( \theta(\cdot) \) and the search direction map \( H(\cdot) \) as follows

\[
\theta(x) \triangleq \min_{h \in R^m} \max_{\mu \in \Sigma} \left\{ \sum_{j=1}^{\infty} \mu f'_j(x) + \mu \gamma(x) f'_m(x) + \frac{1}{2} (h, \sum_{j=1}^{\infty} \mu f'_m(x) + \gamma(x) f'_m(x)) h \right\}.
\]  

(4.2)

\[
H(x) \triangleq \arg\min_{h \in R^m} \max_{\mu \in \Sigma} \left\{ \sum_{j=1}^{\infty} \mu f'_j(x) + \mu \gamma(x) f'_m(x) + \frac{1}{2} (h, \sum_{j=1}^{\infty} \mu f'_m(x) + \gamma(x) f'_m(x)) h \right\}.
\]  

(4.3)

The algorithm for solving the non-convex case of \( P \) can now be stated.

Algorithm 4.1.

Data: \( x_0 \in R^n, m_0 > 0, \alpha, \beta \in (0,1), S \triangleq \{ 1, \beta, \beta^2, \ldots \} \).

Step 0: Set \( i = 0 \).

Step 1: Compute \( \theta(x_i) \) and \( h_i \in H(x_i) \).

Step 2: Compute the step length

\[
\lambda_i \triangleq \max\{ \lambda \in S \mid \psi(x_i + \lambda h_i) - \psi(x_i) \leq \lambda \alpha \theta(x_i) \}.
\]  

(4.4)

Step 3: Set \( x_{i+1} = x_i + \lambda_i h_i \).

Step 4: Replace \( i \) by \( i+1 \) and go to Step 1.

Global convergence of the modified algorithm follows almost immediately from the convex case.

In the present case, only Assumption 2.1 is required, and the proofs of the following results are essentially those of results in Section 2 and are omitted.

Lemma 4.1: Suppose Assumption 2.1 is satisfied, then the function \( \theta: R^n \to R \) is continuous, and the search direction map \( H: R^n \to 2^{R^n} \) is u.s.c.

Lemma 4.2: Suppose Assumption 2.1 is satisfied, then
\[ \theta(x) \geq \partial \psi(x; h) \quad \forall \ h \in H(x); \quad \text{(4.5)} \]

\[ \theta(x) = 0 \text{ if and only if } 0 \in \partial \psi(x). \quad \text{(4.6)} \]

**Theorem 4.3:** Suppose Assumption 2.1 is satisfied. Then any accumulation point \( \hat{x} \) of an infinite sequence \( \{ x_i \}_{i=0}^{\infty} \), generated by Algorithm 4.1 satisfies \( 0 \in \partial \psi(\hat{x}) \).

---

**5. QUADRATIC CONVERGENCE (Non-Convex Problems)**

To establish superlinear convergence, we require an additional assumption which ensures that \( \psi(\cdot) \) is convex near a solution.

**Assumption 5.1:** For any Danskin point \((\hat{\xi}, \hat{\mu})\) for problem \( P, (1.1) \), there exists a \( m_0 > 0 \) such that

\[ \langle h, f'(\hat{\xi}) + \left( \sum_{j=1}^{m} \mu_j f'_{j}(\hat{\xi}) \right) \rangle \geq m_0 h^2, \quad \forall \ h \in \mathbb{R}^n, \forall \ j \in A(\hat{\xi}), \quad \text{(5.1)} \]

where \( A(\cdot) \) is the active function set defined by (2.16).

The results of this section are almost identical to those of Section 3, and in most cases the proofs are omitted.

**Proposition 5.1:** Let \((\hat{\xi}, \hat{\mu})\) be a Danskin point for problem \( P \) at which Assumptions 2.1, 3.1 and 5.1 hold. Then \( \hat{x} \) is a local minimizer for problem \( P \).

---

To continue, we note that a necessary and sufficient condition for a vector \( h \) to be optimal for the search direction problem (4.2) is that there exists a \( \zeta_+ = (x_+, \mu_+) \) satisfying \( x_+ - x = h \) and

\[ \sum_{j=1}^{m} \mu_j \left( \nabla f'(x) + \left( \sum_{j=1}^{m} \mu_j f'_{j}(x) + \gamma(x) \right) (x_+ - x) \right) = 0, \quad \text{(5.2)} \]

\[ \mu_+ \geq 0, \quad \text{(5.3)} \]

\[ \sum_{j=1}^{m} \mu_j = 1, \quad \text{(5.4)} \]

\[ \mu_+ \left( \theta(x) - \left[ f'(x) - \psi(x) + \left( \nabla f'(x), x_+ - x \right) + \frac{1}{2} \left( (x_+ - x), \left( f'_{j}(x) + \gamma(x) \right)(x_+ - x) \right) \right] \right) = 0, \quad \text{(5.5)} \]

for all \( j \in m \). Condition (5.5) is equivalent to
\[
\mu \left[ (f'(x) - \psi(x) + (\nabla f'(x))x - x) + \frac{1}{2} \left( (x_i - x_j)(f''_m(x) + \gamma(x))J(x_i - x_j) \right) \right] - \\
\left[ f'(x) - \psi(x) + (\nabla f'(x))x - x) + \frac{1}{2} \left( (x_i - x_j)(f''_m(x) + \gamma(x)J(x_i - x_j) \right) \right] \leq 0, \forall j,k \in m. \quad (5.6)
\]

Suppose that \( \hat{z} \) is a Danskin point for problem \( P \) at which Assumption 2.1 holds. Without loss of generality, we may assume that \( A(\hat{z}) = \{1, \ldots, r\} \). Let the function \( g : \mathbb{R}^{m*} \times \mathbb{R}^{n*} \rightarrow \mathbb{R}^{m*} \) be defined as in (3.26) except that each occurrence of \( f'(x) \) is replaced by \( f'(x) + \gamma(x)I \). The following result is essentially the same as Proposition 3.3, with the addition of property (viii) whose proof is obvious under Assumption 5.1.

Proposition 5.2: Suppose Assumptions 2.1, 3.1 and 5.1 are satisfied and that \( \hat{z} \) is a Danskin point for \( P \). Let \( g(\cdot, \cdot) \) be as above. Then

(i) \( g(\hat{z}, \hat{z}) = 0 \); \\
(ii) \( g_\mu(\cdot, \cdot) \) exists and is continuous in some neighborhood of \( (\hat{z}, \hat{z}) \) and is invertible at \( (\hat{z}, \hat{z}) \); \\
(iii) There exist neighborhoods \( M \) and \( N \) of \( \hat{z} \) and a function \( Z(\cdot) \) satisfying (3.16) - (3.19); \\
(iv) \( Z((x, \mu)) = Z((x, \mu)) \) for all \( \mu, \mu' \in \mathbb{R}^m \) such that \( (x, \mu), (x, \mu') \in M \); \\
(v) There exists a neighborhood \( U \subset M \) containing \( \hat{z} \) such that for all \( z \in U \), \( Z(z) \) is the unique solution to the search direction problem (4.2); \\
(vi) There exists a neighborhood \( G \) of \( \hat{z} \) such that \( \forall x \in G \), the search direction map \( H(x) \) is a singleton. In addition \( H(\hat{z}) = \{0\} \) and \( H(\cdot) \) is continuous at \( \hat{z} \); \\
(vii) The multiplier \( \mu_+ \), defined by \( (x, \mu_+) = Z((x, \mu)) \), is continuous in \( x \) at \( \hat{z} \); \\
(viii) There exists neighborhood \( O \) of \( \hat{z} \) such that for all \( x \in O \), \( \gamma(x) = 0 \) for all \( j \in A(\hat{z}) \). 

As in Section 3, Proposition 5.1 can be strengthened to give the following result.

Proposition 5.3: Suppose that Assumptions 2.1, 3.1 and 5.1 hold and that \( \hat{z} = (\hat{x}, \hat{u}) \) is a Danskin point for problem \( P \). Then \( \hat{x} \) is a local minimizer for problem \( P \), and there exists a neighborhood \( W \) of \( \hat{x} \) such that \( \hat{x} \) is the unique Danskin point of \( P \) in \( W \).
Proof: Since property (viii) of Proposition 5.2 implies that
\[ \sum_{j=1}^{m} \mu_j (f'_m(x) + \gamma(x)) = \sum_{j=1}^{m} \mu_j (f'_m(x)), \] (5.7)
the proof of this Proposition is the same as the one for Proposition 3.4.

A quantitative bound on the variation of \( Z(\cdot) \) is provided, as before, by Proposition 3.5. Lemma 3.6 has to be modified slightly to account for the extra terms in \( g(\cdot) \).

Lemma 5.4: Suppose that Assumptions 2.1, 3.1 and 5.1 are satisfied and that \( \tilde{x} \) is a Danskin point for \( P \). Let \( g(\cdot) \) be as above, and let \( Z(\cdot) \) be as in Proposition 5.2. Then there exists a neighborhood \( K \subset \mathbb{R}^{\|x\|} \) of \( \tilde{x} \) and a \( L > 0 \) such that
\[ \| g(Z(x), x) - g(Z(x), x) \| \leq L \| x \|^2, \quad \forall x \in K. \] (5.8)

Proof: The proof is essentially the same as that of Lemma 3.6, provided (5.7) is taken into account.

The proof of local quadratic convergence is almost identical to that of the convex case.

Theorem 5.5: Suppose that Assumptions 2.1, 3.1 and 5.1 are satisfied and that \( \tilde{x} \) is a Danskin point for \( P \). Let \( g(\cdot) \) be as above, and let \( Z(\cdot) \) be as in Proposition 5.2. Then there exists a neighborhood \( V \) of \( \tilde{x} \) such that if \( z_0 \in V \), then the sequence \( \{ z_i \}_{i=0}^{\infty} \) defined by \( z_{i+1} = Z(z_i) \) is well defined and converges to \( \tilde{x} \) with R-order at least 2 (i.e. quadratically). Specifically, there exist constants \( \eta \in (0, 1), K > 0 \) such that
\[ \| z_i - \tilde{x} \| \leq K \eta^i, \quad \forall i \geq 0. \] (5.9)

To show that the step size eventually becomes 1, we must establish a rate bound on \( \theta(\cdot) \) near a local solution.

Lemma 5.6: Suppose that Assumptions 2.1, 3.1 and 5.1 are satisfied and that \( \tilde{x} \) is a Danskin point for \( P \). Then there exists \( K > 0 \) and a neighborhood \( O \) of \( \tilde{x} \) such that
\[ \theta(x) \leq -K \| h \|^2, \quad \forall x \in O, \quad \forall h \in H(x). \] (5.10)
Proof: The proof is similar to that of case (i) in Lemma 3.8, and is based on the fact that by construction

\[ \langle h_k, (f'_\text{ext}(x_k) + \gamma(x_k)I)h_k \rangle \geq \frac{m_0}{2} \| h_k \|^2. \]  

(5.11)

where \( x_k, h_k \) are defined as in the proof of Lemma 3.8.

The second main result of this section shows that in the vicinity of a Danskin point, the step size calculation returns a step length of unity.

Theorem 5.7: Suppose that Assumptions 2.1, 3.1 and 5.1 are satisfied and that \( \hat{x} \) is a Danskin point for \( P \). Then there exists a neighborhood \( O \) of \( \hat{x} \) such that

\[ \psi(x+h) - \psi(x) - \alpha \theta(x) \leq 0 \quad \forall \ x \in O, \ \forall \ h \in H(x). \]  

(5.12)

Proof: As in Lemma 5.6, we note that by Proposition 5.2 property (vi), \( H(x) \) is a singleton near \( \hat{x} \). In this case, we denote the search direction by \( h(x) \) and observe that \( h(\cdot) \) is continuous and \( h(\hat{x}) = 0 \). In addition, in a neighborhood of \( \hat{x} \), \( \psi(\cdot) \) may be written as

\[ \psi(x) = \max_{j \in \mathcal{A}_0} f_j(x). \]

In view of Taylor's Theorem and Proposition 5.2 (viii), because \( h(\hat{x}) = 0 \), for \( x \) sufficiently close to \( \hat{x} \), we may write

\[
\begin{align*}
\psi(x + h(x)) - \psi(x) - \alpha \theta(x) & = \max_{j \in \mathcal{A}_0} \left\{ f_j(x) - \psi(x) + \langle \nabla f_j(x), h(x) \rangle + \frac{1}{2} \left( 1 - s \right) (h(x), f'_\text{ext}(x + s h(x)) h(x)) ds \right\} - \alpha \theta(x) \\
& \leq \max_{j \in \mathcal{A}_0} \left\{ f_j(x) - \psi(x) + \langle \nabla f_j(x), h(x) \rangle + \frac{1}{2} (h(x), f'_\text{ext}(x) h(x)) \right\} \\
& \quad + \max_{j \in \mathcal{A}_0} \left\{ (1 - s) (h(x), (f'_\text{ext}(x + s h(x))) - f'_\text{ext}(x)) h(x)) ds - \alpha \theta(x) \right\} \\
& \leq (1 - \alpha) \theta(x) + Lkh(x)^3 \\
& \leq -(1 - \alpha) Kh(x)^3 + Lkh(x)^3. 
\end{align*}
\]  

(5.13)
Hence for $x$ sufficiently close to $\hat{x}$, the step size will be 1.

6. NUMERICAL EXPERIENCE (Convex problems)

Three examples which illustrate the performance of Algorithm 2.1 are considered. For the purpose of comparison, the Pshenichnyi linearization method is also applied to these problems. In each case the cost function value is indicated at each iteration. All of the problems considered satisfy Assumptions 2.1-2.3, 3.1 and 3.2. The Armijo step size parameters are taken to be $\alpha = 0.1$ and $\beta = 0.5$ in all cases. In figures 1-3, the solid line represents Algorithm 2.1, and the dashed line represents the Pshenichnyi linearization method.

Test Problem 6.1: (figure 6.1)

$$\psi(x) \triangleq \max \left\{ \frac{x_1}{1000} e^{(x_1 - 1)^2}, \frac{x_2}{1000} e^{(x_2 + 1)^2} \right\}. \quad (6.1)$$

The initial point is $x_0 \triangleq (50.0,0.05)^T$.

Test Problem 6.2: (figure 6.2) Define $f: \mathbb{R}^{10} \to \mathbb{R}$ as

$$f(x) \triangleq e^{0.0001 x_1^2 + x_1^2 + 2x_1 x_2 + x_2^2 + \ldots + x_{10}^2}, \quad (6.2)$$

and let $e_1 \triangleq (1,0,\ldots,0)^T$. Define the cost function as

$$\psi(x) \triangleq \max \{ f(x+2e_1), f(x-2e_1) \}. \quad (6.3)$$

The initial point is $x_0 \triangleq (100.0,0.1,0.1,\ldots,0.1)^T$.

Test Problem 6.3: (figure 6.3) Define $f^j: \mathbb{R}^{50} \to \mathbb{R}$ for all $j \in \{0,1,\ldots,50\}$ as

$$f^j(x) \triangleq \sum_{k=0}^{50} \alpha_k e^{0.1^j} x_k^2, \quad (6.4)$$

where $\alpha_k \in [0, 150]$ and $t_j \in [0, 1.5]$. The cost function is defined as

$$\psi(x) \triangleq \max_{j=50} f^j(x). \quad (6.5)$$

The initial point is $x_0 \triangleq (1.0,1.0,\ldots,1.0)^T$. 
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In the previous algorithms, quadratic convergence was obtained by assuming that \( \psi(\cdot) \) was strongly convex in a neighborhood of a local solution. By relaxing this assumption slightly, superlinear convergence can still be obtained, at the expense of a more complex algorithm. This algorithm requires that the reduced active Hessians be sufficiently positive definite at local solutions.

Assumption A.1: At any Danskin point \((\bar{x},\bar{u})\) of problem \(P\), there exists a \(m_0 > 0\) such that

\[
\langle h f^2_{r_a}(\bar{x})h \rangle \geq m_0 j h^2, \tag{A.1}
\]

for all \(j \in\(A(\bar{x})\) and for all \(h\) satisfying

\[
\langle \nabla f^j(\bar{x}), h \rangle = 0, \quad \forall j \in A(\bar{x}), \tag{A.2}
\]

where \(A(\cdot)\) is the active function set defined by (2.16).

Let \(x \in \mathbb{R}^n\), \(\delta \in \mathbb{R}^n\), \(\gamma \in \mathbb{R}\). For \(i \in \mathbb{N}\), we shall denote by \(I_i\) subsets of \(m\) and by \(G_i\) matrices whose range is \(\mathbb{R}^n\). We define the quantities \(\theta(\cdot,\cdot,\cdot,\cdot)\), \(H(\cdot,\cdot,\cdot,\cdot)\), \(I(\cdot,\cdot,\cdot,\cdot)\) and \(G(\cdot,\cdot)\) as follows:

\[
\theta(x,\delta,\gamma,G) \triangleq \min_{h \in \mathbb{R}^n} \max_{\mu \in \Sigma} \left\{ \sum_{\mu_1} \mu f(x) + \left( \sum_{\mu_1} \mu \nabla f^j(x),h \right) + \frac{1}{2} \left( h, \sum_{\mu_1} \mu f^2_{r_a}(x) + \delta I + \gamma G G^T h \right) \right\}, \tag{A.3}
\]

\[
H(x,\delta,\gamma,G) \triangleq \arg\min_{h \in \mathbb{R}^n} \max_{\mu \in \Sigma} \left\{ \sum_{\mu_1} \mu f(x) + \left( \sum_{\mu_1} \mu \nabla f^j(x),h \right) + \frac{1}{2} \left( h, \sum_{\mu_1} \mu f^2_{r_a}(x) + \delta I + \gamma G G^T h \right) \right\}, \tag{A.4}
\]

\[
I(x,\delta,\gamma,G,h) \triangleq \left\{ j \in m \mid \nabla f^j(x) + \left( \nabla f^j(x),h \right) + \frac{1}{2} \left( h, \sum_{\mu_1} \mu f^2_{r_a}(x) + \delta I + \gamma G G^T h \right) \right\}, \tag{A.5}
\]

Next we turn to the matrix of \(G(x,J)\). Let the cardinality of \(J\) be \(r\) and let \(\{i_1\}_{j=1}^r = I\) be an ordering of the indices in \(I\) such that \(i_j < i_{j+1}\). Then

\[
G(x,J) \triangleq \left[ \nabla f^j(x) \ldots \nabla f^{j-r}(x) \right]. \tag{A.6}
\]
The algorithm for solving P may now be stated.

Algorithm A.1.

Data: \( x_0 \in \mathbb{R}^n, m_0 > 0, \alpha, \beta \in (0,1), S \triangleq \{ 1, \beta, \beta^2, \ldots \}, I_0 \subset m. \)

Step 0: Set \( i = 0. \)

Step 1: Compute \( G_i \triangleq G(x_iI_i) \) and \( N_i \), an orthonormal matrix whose columns span the orthogonal complement of the range of \( G_i. \)

Step 2: Compute \( \delta_i \in \mathbb{R}^m \) according to

\[
\delta_i \triangleq \max \{ 0, \frac{m_0}{2} - \lambda_{\min}(N_j f(x_i)N_j) \} , j \in m. \tag{A.7}
\]

Step 3: Compute \( \gamma_i \) as follows. Let

\[
\hat{\gamma}_i \triangleq \min \{ \gamma \mid \lambda_{\min}(f(x_i) + \delta I + \gamma G_iG_i^T) \geq \frac{m_0}{4} \forall j \in m \}. \tag{A.8}
\]

Then

\[
\gamma_i \triangleq \begin{cases} 
\gamma_{i-1} & \text{if } \gamma_{i-1} \geq \hat{\gamma}_i \\
\gamma_i + 1 & \text{if } \gamma_{i-1} < \hat{\gamma}_i
\end{cases} \tag{A.9}
\]

Step 4: Compute \( \theta(x_i, \delta_i, \gamma_i, G_i) \) and \( h_i \in H(x_i, \delta_i, \gamma_i, G_i). \)

Step 5: Compute \( I_{i+1} \triangleq I(x_i, \delta_i, \gamma_i, G_i, h_i). \)

Step 6: Compute the step size

\[
\lambda_i \triangleq \max \{ \lambda \in S \mid \psi(x_i + \lambda h_i) - \psi(x_i) \leq \lambda \alpha \theta(x_i) \}. \tag{A.10}
\]

Step 7: Set \( x_{i+1} = x_i + \lambda_i h_i. \)

Step 8: Replace \( i \) by \( i+1 \) and go to Step 1.

Theorem A.1: Suppose Assumptions 2.1, 3.1 and A.1 are satisfied and that \( \{ x_i \}_{i=0}^\infty \) and \( \{ \gamma_i \}_{i=0}^\infty \) are bounded sequences generated by algorithm A.1. Then \( \{ x_i \}_{i=0}^\infty \) converges to a Danskin point \( \tilde{x} \) with R-order at least \( \sqrt{2} \).

The proof of the above theorem is similar in nature to that given for the previous algorithms, but considerably more laborious and full of technical details. Since Algorithm A.1 does not represent a very
large advance over Algorithm 4.1, the proof is omitted to save space.
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Figure 6.1