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Abstract

Machine Learning: Why Do Simple Algorithms Work So Well?
by
Chi Jin
Doctor of Philosophy in Electrical Engineering and Computer Science
University of California, Berkeley
Professor Michael I. Jordan, Chair

While state-of-the-art machine learning models are deep, large-scale, sequential and highly nonconvex, the backbone of modern learning algorithms are simple algorithms such as stochastic gradient descent, gradient descent with momentum or Q-learning (in the case of reinforcement learning tasks). A basic question endures—why do simple algorithms work so well even in these challenging settings?

To answer above question, this thesis focuses on four concrete and fundamental questions:

1. In nonconvex optimization, can (stochastic) gradient descent or its variants escape saddle points efficiently?

2. Is gradient descent with momentum provably faster than gradient descent in the general nonconvex setting?

3. In nonconvex-nonconcave minmax optimization, what is a proper definition of local optima and is gradient descent ascent game-theoretically meaningful?

4. In reinforcement learning, is Q-learning sample efficient?

This thesis provides the first line of provably positive answers to all above questions. In particular, this thesis will show that although the standard versions of these classical algorithms do not enjoy good theoretical properties in the worst case, simple modifications are sufficient to grant them desirable behaviors, which explain the underlying mechanisms behind their favorable performance in practice.
To Jiaqi, Kelvin and my parents.
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Chapter 1

Overview

While the empirical performance of large-scale machine learning models has seen rapid progress in recent years, the community also witnessed a growing divergence between what we do in practice and what we understand. On one hand, large-scale, highly nonconvex, deep models are routinely trained using simple algorithms on structured data that is potentially temporally correlated. On the other hand, a basic question remains—why do simple algorithms work in these challenging settings? Lacking this understanding makes it hard for practitioners to judge the scope and limits of existing methods. This also makes the design of more powerful algorithms and models difficult. Addressing these issues is vital to sustain the rapid progress of the field.

1.1 Machine Learning and Simple Algorithms

In a high level, modern machine learning tasks can be divided into two categories—pattern recognition and decision making. In this section, we will overview the major machine learning frameworks for tasks in both categories, and the corresponding simple algorithms to solve them. These algorithms are not only widely used in practice but also frequently reported to achieve state-of-the-art performances.

Pattern Recognition

Pattern Recognition (PR) is the process of automated recognition of underlying patterns by analyzing data using learning algorithms. It dates back to roots in statistics and signal processing in the 1950s and 1960s, and has been the focus of machine learning for the past decades. With the success of deep learning, the field witnessed several major breakthroughs in solving PR tasks especially in image classification (e.g. Krizhevsky, Sutskever, and Hinton, 2012; He et al., 2016), speed recognition (e.g. Hochreiter and Schmidhuber, 1997), etc.

Take image classification as an example. Given a dataset of millions of images and their corresponding labels, the popular modern approach feeds those images into a gigantic deep
neural network of millions of parameters. Then, we can formulate a loss function which measure the discrepancy between the true labels of the image, and the outputs of the neural network. The process of learning is to find the optimal set of parameters which minimize the loss.

In an abstract level, this is an optimization problem, where we want to find a parameter $x$, to minimize a target function $f : \mathcal{X} \to \mathbb{R}$:

$$\min_x f(x)$$

Compared to the classical optimization literature, one major difference here is that $f$ need not to be convex, i.e. this is nonconvex optimization. In fact, most deep neural network architectures render highly nonconvex objectives. It is NP-hard to find a global optimum of a nonconvex function in general.

One of the most popular algorithms in this setting is Gradient Descent (GD) or its stochastic variant—Stochastic Gradient Descent (SGD). SGD is reported to perform better than several carefully designed adaptive algorithms (Wilson et al., 2017), and to achieve state-of-the-art performance in many applications. One big mystery here is why SGD performs so well in many practical applications despite their objective functions being nonconvex.

**Decision Making**

Decision making, in addition to possibly identifying the underlying patterns, uses data to make informed decisions that affect the real world. Modern applications in decision making not only involve the standard single-agent one-time decision making, but also involve more sophisticated multi-agent decision making and sequential decision making.

**Multi-agent decision making** typically involves multiple agents making decisions to collaborate or compete with each other. Distributed control, multi-agent robotic system and many interdisciplinary applications in economy and machine learning all fall into this category. This thesis will focus on a basic setting in this category—a setting in which two agents compete against each other with a zero-sum reward. This special setting also plays an
important role in several subfields of modern machine learning such as Generative Adversarial Network (GAN) (Goodfellow et al., 2014) and adversarial training (Madry et al., 2017).

A standard formulation for this two-player zero-sum setting is the minmax optimization problem where there is a utility function $f : \mathcal{X} \times \mathcal{Y} \to \mathbb{R}$. The value of $f(x, y)$ denotes the gain of the $y$ player, as well as the loss of the $x$ player. That is, they are trying to solve the following minmax problem.

$$\min_x \max_y f(x, y)$$

Since most models for GAN and adversarial training use neural networks, the function $f$ is typically neither convex in $x$ nor concave in $y$, and therefore classical theories for convex-concave functions do not apply here. A basic and popular algorithm in this setting is Gradient Descent Ascent (GDA) which simultaneously performs or alternates between gradient descent on $x$ and gradient ascent on $y$. Nonconvex-nonconcave minmax optimization is challenging, and much less understood than nonconvex optimization. Even the basic question of “what GDA is converging to” remains open.

**Sequential decision making** is a process of making multiple decisions in a sequence. After making each decision, the agent will receive feedback which allows her to better adjust her strategy for later decisions. This type of decision making frequently appears in bidding and advertising, personalized recommendation, games, and robotics.

A common framework to solve these problems is Reinforcement Learning (RL), where these problems are usually modeled as a Markov Decision Process (MDP, see Section 5.2). A majority of practical algorithms are variants of two classical algorithms—policy gradients and Q-learning (Watkins, 1989).

One big challenge in RL is the sample efficiency: for difficult tasks, descent machine learning models would already require more than millions of high-quality samples to train. These samples can be either expensive or very time-consuming to collect. A line of recent research tried to design better algorithms that utilize samples more efficiently. However, an even more fundamental question remains: is Q-learning—one of the most classical RL algorithms—sample-efficient?

### 1.2 Types of Theoretical Guarantees

As machine learning lies in the intersection of computer science and statistics, there are two complexities that are crucial for machine learning algorithms: (1) iteration complexity for computational efficiency; (2) sample complexity for statistical efficiency.

**Iteration complexity** or more formally query complexity, is a rigorous way in optimization to measure the computational efficiency of an algorithm. In the case of this paper, we assume there is an gradient oracle such that whenever an algorithm queries a single point
\( x \), the oracle will return its gradient \( \nabla f(x) \). A standard theoretical guarantee bounds the number of queries needed to find a point of interests.

**Sample complexity** describes how many samples or data points an algorithm requires to learn well, such as to find a good classifier or a reasonable policy. For a particular algorithm, its sample complexity can be very different from its iteration complexity, as it is possible to collect a small amount of data but perform a computational-intensive subroutine (may even cost exponential time) in analyzing them. However, for many online algorithms such as Q-learning where they collect only one sample per iteration, the sample complexity and the iteration complexity are roughly the same.

Other than the difference in bounding the iteration complexity or the sample complexity, there is also a hierarchy of results based on how strong or how relevant to practice they are (see Figure 1.2).

At the bottom of the pyramid are the asymptotics which are the important first steps in understanding the behavior of the algorithm when the number of samples and runtime go to infinity. However, this type of guarantees falls short of predicting whether the algorithm is useful in practice. For instance, grid search can approximately solve any bounded nonconvex problem in exponential time, and thus owns a desirable asymptotic behavior. However, we know grid search is not a practical algorithm, as we cannot afford the exponential time in practice.

The first step to move beyond the asymptotics is to provide polynomial iteration or sample complexity guarantees. However, in modern machine learning, the ambient dimension of a neural network can be extremely large (on the order of a million). There, quadratic or linear dependence, although both are polynomial, can mean a tremendous difference in practice. This makes a quest for a theory to provide not only polynomial guarantees but also sharp dependence on problem parameters. Finally, at the very top of the pyramid are
the guarantees which match the fundamental limits of the problem that no algorithms can surpass.

Last but not least, when theoretical performances are similar, practitioners usually favor simple and general purposed algorithms over those complicated algorithms that are heavily modified for theoretical proofs. A theory with minimal assumptions would also be more relevant than a theory that makes many impractical assumptions.

This thesis aims to provide the theoretical guarantees which give sharp rates with minimal assumptions for simple algorithms that are widely used in practice.

1.3 Organization

This thesis is centered around four concrete questions in answering the general basic question—in modern machine learning, why do simple algorithms work so well?

We start with nonconvex optimization in Part I and ask whether (stochastic) gradient descent or its variants can escape saddle points efficiently. Chapter 2 provided the first, sharp (i.e., almost dimension-free) guarantee on how fast (stochastic) gradient descent escapes from saddle points; showing saddle points are of little practical concern even in large-scale models. This chapter is based on joint work with Rong Ge, Praneeth Netrapalli, Sham M. Kakade, and Michael I. Jordan (Jin et al., 2017; Jin et al., 2019b). The thesis then proceeds to the next question “Is gradient descent with momentum provably faster than gradient descent in the general nonconvex setting?” Chapter 3 rigorously explained the advantages of adding momentum in nonconvex scenarios. This chapter is based on the joint work with Praneeth Netrapalli and Michael I. Jordan (Jin, Netrapalli, and Jordan, 2017).

Part II studies minmax optimization problem in the nonconvex-nonconcave setting. Unlike nonconvex optimization, very basic questions remain open for nonconvex-nonconcave minmax optimization, including what the proper notion of local optimality is and what the game-theoretical meaning of gradient descent ascent is. Chapter 4 defines a new notion of local optimality, and provides the first full characterization of the stable limit points of gradient descent ascent using this new notion. This chapter is based on a joint work with Praneeth Netrapalli and Michael I. Jordan (Jin, Netrapalli, and Jordan, 2019).

Finally, the central topic of Part III is reinforcement learning. One fundamental question there is whether the basic algorithm Q-learning is sample efficient. It remained unsolved even in the basic scenario with finitely many states and actions. Chapter 5 provides the first positive answer in this scenario. We showed that when paired with properly designed exploration strategies, Q-learning is sample efficient. Our analysis is the first to establish a near-optimal regret in the model-free setting. This is based on the joint work with Zeyuan Allen-Zhu, Sebastian Bubeck, and Michael I. Jordan (Jin et al., 2018).
Part I

Nonconvex Optimization
Chapter 2

Escaping Saddle Points by Gradient Descent

Gradient descent (GD) and stochastic gradient descent (SGD) are the most popular workhorses for solving nonconvex optimization problems arising in several fields, most notably in large scale machine learning. Traditional analyses of GD and SGD in this setting show that both algorithms converge to stationary points efficiently. Unfortunately however, they do not rule out convergence to saddle points. On the other hand, for several important machine learning problems, recent works have shown the importance of converging to local minima rather than saddle points. The main contribution of this work is to show that, perturbed versions of GD and SGD escape saddle points and converge to second-order local minima in essentially the same time they take to converge to stationary points, with only extra logarithmic factors.

2.1 Introduction

Nonconvex optimization problems are ubiquitous in several fields of engineering such as control theory (Bertsekas, 1995), signal processing (Oppenheim and Schafer, 1989), machine learning (Bishop, 2006), etc. Gradient descent (GD) (Cauchy, 1847) and its variants such as stochastic gradient descent (SGD) (Robbins and Monro, 1951) are some of the most widely used algorithms for solving these problems in practice. There are two key reasons for the wide usage of GD and SGD in solving these nonconvex problems—(a) each step of GD and SGD can usually be implemented in time linear in the dimension (thus suitable for solving high dimensional problems) and (b) in many applications, they are observed to converge to good solutions in a few steps. Contrast this with the fact that solving general nonconvex problems is NP-hard in the worst case, it leaves a basic question—how does GD manage to converge to good solutions efficiently.

Traditional analyses of GD only show its efficient convergence to first-order stationary points (i.e., points where the gradient $\nabla f(x) = 0$) in general (Nesterov, 1998). First-order stationary points can be local minima, local maxima or even saddle points, where
an enormous number of them are highly suboptimal. However, a recent series of works, some theoretical and some empirical, have uncovered a nice structure in several problems of practical interest that sheds light on this surprising behavior of GD. These works show that even though these nonconvex problems have a large number of bad saddle points, all local minima are good. More precisely, they show that, for a large class of interesting nonconvex problems, second-order stationarity (i.e., \( \nabla f(x) = 0 \) and \( \nabla^2 f(x) \succeq 0 \))—a weaker notion of local optimality which only excludes saddle points with strictly negative curvatures—already guarantees (approximate) global optimality: Choromanska et al. (2014) presents such a result for learning multi-layer neural networks, Bandeira, Boumal, and Voroninski (2016) and Mei et al. (2017) for synchronization and MaxCut, Boumal, Voroninski, and Bandeira (2016) for smooth semidefinite programs, Bhojanapalli, Neyshabur, and Srebro (2016) for matrix sensing, Ge, Lee, and Ma (2016) for matrix completion, and Ge, Jin, and Zheng (2017) for robust PCA. This motivates the quest to find second-order stationary points, as a natural second-order surrogates for local minima.

Recent work (Lee et al., 2016) shows that GD, under random initialization or with perturbations, converges to second-order stationary points with probability one. (Ge et al., 2015) further makes this result quantitative by bounding the number of iterations taken by a perturbed version of GD for finding an \( \epsilon \)-second-order stationary point (\( \| \nabla f(x) \| \leq \epsilon \) and \( \nabla^2 f(x) \succeq -\sqrt{\epsilon} I \)) by \( \text{poly}(d, \epsilon^{-1}) \). While these convergence results are inspiring, the number of steps required is still significantly larger than the number of steps for GD to find first-order stationary points, which is \( O(\epsilon^{-2}) \) independent of dimension \( d \). The additional polynomial dependence on \( d \) is particularly undesirable for high dimensional applications for which GD methods are most interesting and useful. This leads to the following question on efficiency:

**Can GD and SGD escape saddle points and find second-order stationary point efficiently?**

More precisely, we are interested if this efficiency can be competitive to the efficiency of GD and SGD in finding a first-order stationary point, which only takes a dimension-free number of iterations.

This work provides the first provable positive answer to the above question. It shows that, rather surprisingly, with small perturbations, GD and SGD escape saddle points and find second-order stationary points in essentially the same time they take to find first-order stationary points. More concretely, we show that the overheads are only logarithmic factors in the first two cases, and a linear factor in \( d \) in the third case:

- Perturbed gradient descent (PGD) finds \( \epsilon \)-second-order stationary point in \( \tilde{O}(\epsilon^{-2}) \) iterations, where \( \tilde{O}(\cdot) \) hides only absolute constants and polylogarithmic factors. Compared to the \( O(\epsilon^{-2}) \) iterations required by GD in finding first-order stationary points (Nesterov, 1998), this involves only additional polylogarithmic factors in \( d \).

- In the stochastic setting where stochastic gradients are Lipschitz, perturbed stochastic gradient descent (PSGD) finds \( \epsilon \)-second-order stationary points in \( \tilde{O}(\epsilon^{-4}) \) iterations.
CHAPTER 2. ESCAPING SADDLE POINTS BY GRADIENT DESCENT

<table>
<thead>
<tr>
<th>Setting</th>
<th>Algorithm</th>
<th>Iterations</th>
<th>Guarantees</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-stochastic</td>
<td>GD (Nesterov, 2000)</td>
<td>$\mathcal{O}(\epsilon^{-2})$</td>
<td>first-order stationary point</td>
</tr>
<tr>
<td></td>
<td>PGD</td>
<td>$\tilde{\mathcal{O}}(\epsilon^{-2})$</td>
<td>second-order stationary point</td>
</tr>
<tr>
<td>Stochastic</td>
<td>SGD (Ghadimi and Lan, 2013)</td>
<td>$\mathcal{O}(\epsilon^{-4})$</td>
<td>first-order stationary point</td>
</tr>
<tr>
<td></td>
<td>PSGD (with Assumption C)</td>
<td>$\tilde{\mathcal{O}}(\epsilon^{-4})$</td>
<td>second-order stationary point</td>
</tr>
<tr>
<td></td>
<td>PSGD (no Assumption C)</td>
<td>$\tilde{\mathcal{O}}(d\epsilon^{-4})$</td>
<td>second-order stationary point</td>
</tr>
</tbody>
</table>

Table 2.1: A high level summary of the results of this work and their comparison to prior state of the art for GD and SGD algorithms. This table only highlights the dependences on $d$ and $\epsilon$.

Compared to the $\mathcal{O}(\epsilon^{-4})$ iterations required by SGD in finding first-order stationary points (Ghadimi and Lan, 2013), this again incurs overhead that is only polylogarithmic in $d$.

- When stochastic gradients are not Lipschitz, PSGD finds $\epsilon$-second-order stationary point in $\tilde{\mathcal{O}}(d\epsilon^{-4})$ iterations – this involves only an additional linear factor in $d$.

Related Work

In this section we review the related works which provide convergence guarantees to find second-order stationary points. See also Appendix 2.8 for tables of comparison of our work to existing works.

Non-stochastic settings. Classical algorithms for finding second-order stationary points require access to exact Hessian information, and are thus second-order algorithms. Some of the most well known algorithms here are cubic regularization method (Nesterov and Polyak, 2006) and trust region methods (Curtis, Robinson, and Samadi, 2014), both of which require $\mathcal{O}(\epsilon^{-1.5})$ gradient and Hessian queries. However, owing to the size of Hessian matrices which scales quadratically with respect to dimension, these methods are computational intensive per iteration especially for high dimensional problems. This has motivated researchers to focus on first order methods, which only utilize gradient information and therefore are much cheaper per iteration.

Among first-order algorithms, Carmon et al. (2016) and Agarwal et al. (2017) design double-loop algorithms which require Hessian-vector product oracles, and obtain convergence rates of $\tilde{\mathcal{O}}(\epsilon^{-1.75})$ gradient queries. This line of algorithms is carefully designed for analysis
purposes. They are relatively difficult to implement, thus less appealing in practice. On the other hand, simple single-loop algorithms, such as gradient descent are still challenging to understand and analyze as we can no longer artificially change the algorithm to control its behavior. Ge et al. (2015) and Levy (2016) studied simple variants of gradient descent, but require \( \text{poly}(d) \) gradient queries to find second-order stationary points. This work is the first to show that a simple perturbed version of GD escapes saddle points and finds second-order stationary points in \( \tilde{O}(\epsilon^{-2}) \) gradient queries, only paying overhead of logarithmic factors compared to the rate of finding first-order stationary point. As a followup work, Jin, Netrapalli, and Jordan (2017) show that a perturbed version of celebrated Nesterov’s accelerated gradient descent (Nesterov, 1983) enjoys a faster convergence rate of \( \tilde{O}(\epsilon^{-1.75}) \).

**Stochastic setting with Lipschitz stochastic gradient.** In this setting, the algorithm only has access to stochastic gradients. Most existing works assume that the stochastic gradients themselves are Lipschitz (or equivalently that the stochastic functions are gradient-Lipschitz, see Assumption \( \square \)). Under this assumption, and an additional Hessian-vector product oracle, (Allen-Zhu, 2018; Zhou, Xu, and Gu, 2018; Tripuraneni et al., 2018) designed algorithms that have an iteration complexity of \( \tilde{O}(\epsilon^{-3.5}) \). (Xu, Rong, and Yang, 2018; Allen-Zhu and Li, 2017) obtain similar results without the requirement for Hessian-vector product oracle. The sharpest rates in this category are by (Fang et al., 2018; Zhou and Gu, 2019), which show that the iteration complexity can be further reduced to \( \tilde{O}(\epsilon^{-3}) \). Again, this line of works consists of double-loop algorithms, and are relatively difficult to implement in practice.

Among single-loop algorithms that are simple variants of SGD, (Ge et al., 2015) provides the first polynomial result showing noisy gradient descent finds second-order stationary points in \( d^4 \text{poly}(\epsilon^{-1}) \) iterations. (Daneshmand et al., 2018) designs a new algorithm CNC-SGD and shows that assuming the variance of stochastic gradient along the escaping direction of saddle points is at least \( \gamma \) for all saddle points, then CNC-SGD finds SOSPs in \( \tilde{O}(\gamma^{-4} \epsilon^{-5}) \) iterations. We note that in general, \( \gamma \) scales as \( 1/d \), which gives complexity \( \tilde{O}(d^4 \epsilon^{-5}) \). Our work is the first result showing that a simple perturbed version of SGD achieves the convergence rate of \( \tilde{O}(\epsilon^{-4}) \), which matches the speed of SGD to find a first-order stationary point up to polylogarithmic factors in dimension. Concurrent to this work, (Fang, Lin, and Zhang, 2019) analyzes SGD with averaging over last few iterates, and obtains a faster convergence rate \( \tilde{O}(\epsilon^{-3.5}) \).

**Stochastic setting (general).** Significantly less amount of prior works provide results in the general setting where stochastic gradients are no longer guaranteed to be Lipschitz. In fact, only the results of Ge et al. (2015) and Daneshmand et al. (2018) apply here, and both of them require at least \( \Omega(d^4) \) gradient queries to find second-order stationary points. Our work is the first result in this setting achieving linear dimension dependence.
Other settings. Finally, there are also several recent results in the setting where objective function can be written as a finite sum of individual functions, we refer readers to Reddi et al. (2017) and Allen-Zhu and Li (2017) and the references therein for further reading.

Chapter Organization

In Section 2.2, we review the preliminaries. In Section 2.3, we discuss the landscape of a wide class of nonconvex problems in machine learning, demonstrating how second-order stationarity already ensures approximate global optimality via a simple example. In Section 2.4, we state the algorithms and present our main results for perturbed GD and SGD. In Section 2.6, we present our proof for non-stochastic case (perturbed GD), which illustrates some of our key ideas. The proof for stochastic setting is presented in the appendix. We conclude in Section 2.5, with discussions on several related topics.

2.2 Preliminaries

In this section, we will first introduce our notation, and then present definitions, assumptions and existing results in nonconvex optimization, in both deterministic and stochastic settings.

Notation

We use bold upper-case letters $A, B$ to denote matrices and bold lower-case letters $x, y$ to denote vectors. For vectors we use $\|\cdot\|$ to denote the $\ell_2$-norm, and for matrices we use $\|\cdot\|$ and $\|\cdot\|_F$ to denote spectral (or operator) norm and Frobenius norm respectively. We use $\lambda_{\text{min}}(\cdot)$ to denote the smallest eigenvalue of a matrix. For a function $f : \mathbb{R}^d \to \mathbb{R}$, we use $\nabla f$ and $\nabla^2 f$ to denote its gradient and Hessian, and $f^*$ to denote the global minimum of function $f$. We use notation $\mathcal{O}(\cdot), \Theta(\cdot), \Omega(\cdot)$ to hide only absolute constants which do not depend on any problem parameter, and notation $\tilde{\mathcal{O}}(\cdot), \tilde{\Theta}(\cdot), \tilde{\Omega}(\cdot)$ to hide only absolute constants and factors that are poly-logarithmically dependent on all problem parameters.

Nonconvex Optimization and Gradient Descent

In this work, we are interested in solving general unconstrained optimization problems

$$\min_{x \in \mathbb{R}^d} f(x),$$

where $f$ is a smooth function which can be nonconvex. More concretely, we assume that $f$ has Lipschitz gradients and Lipschitz Hessians, which ensures both gradient and Hessian can not change too rapidly.

Definition 2.2.1. A differentiable function $f$ is $\ell$-gradient Lipschitz (or $\ell$-smooth) if:

$$\|\nabla f(x_1) - \nabla f(x_2)\| \leq \ell \|x_1 - x_2\| \quad \forall x_1, x_2.$$
Definition 2.2.2. A twice-differentiable function $f$ is $\rho$-Hessian Lipschitz if:

$$\|\nabla^2 f(x_1) - \nabla^2 f(x_2)\| \leq \rho \|x_1 - x_2\| \quad \forall x_1, x_2.$$ 

Assumption A. Function $f$ is $\ell$-gradient Lipschitz and $\rho$-Hessian Lipschitz.

One of the most classical algorithms in optimization is Gradient Descent (GD), whose update takes following form with learning rate $\eta$:

$$x_{t+1} = x_t - \eta \nabla f(x_t) \quad (2.1)$$

Since finding a global optimum for general nonconvex function is NP-hard, most classical results turn to analyze convergence to a local surrogate—first-order stationary points.

Definition 2.2.3. For differentiable function $f$, $x$ is a (first-order) stationary point if $\nabla f(x) = 0$.

Definition 2.2.4. For differentiable function $f$, $x$ is a $\epsilon$-(first-order) stationary point if $\|\nabla f(x)\| \leq \epsilon$.

It is well known that gradient descent converges to first-order stationary points in a number of iterations that is independent of dimension; this is referred to as “dimension-free optimization” in literature.

Theorem 2.2.5 ((Nesterov, 1998)). For any $\epsilon > 0$, assume function $f(\cdot)$ is $\ell$-gradient Lipschitz, and let learning rate $\eta = 1/\ell$. Then, gradient descent Eq.(2.1) will visit $\epsilon$-stationary point at least once in the following number of iterations:

$$\frac{\ell(f(x_0) - f^*)}{\epsilon^2}$$

Note that in the above results, the last iterate is not guaranteed to be a stationary point. However, it is not hard to figure out which iterate is the stationary point by calculating the norm of gradient at every iteration.

A first-order stationary point can be a local minimum, a local maximum or even a saddle point:

Definition 2.2.6. For differentiable function $f$, a stationary point $x$ is a

- **local minimum**, if there exists $\delta > 0$ so that $f(x) \leq f(y)$ for any $y$ with $\|y - x\| \leq \delta$.

- **local maximum**, if there exists $\delta > 0$ so that $f(x) \geq f(y)$ for any $y$ with $\|y - x\| \leq \delta$.

- **saddle point**, otherwise.
For minimization problems, both saddle points and local maxima are clearly undesirable, and we abuse nomenclature to call both of them “saddle points” in this work. Unfortunately, distinguishing saddle points versus local minima for smooth functions is still NP-hard in general (Nesterov, 2000). To avoid these hardness results, this work focuses on escaping a subclass of saddle points.

**Definition 2.2.7.** For twice-differentiable function $f$, $x$ is a **strict saddle point** if $x$ is a stationary point and $\lambda_{\text{min}}(\nabla^2 f(x)) < 0$.

A generic saddle point must satisfy that $\lambda_{\text{min}}(\nabla^2 f(x)) \leq 0$. Being “strict” simply rules out the case where $\lambda_{\text{min}}(\nabla^2 f(x)) = 0$. Equivalently, this defines a more suitable goal: to find those stationary points that are not strict saddle points.

**Definition 2.2.8.** For twice-differentiable function $f(\cdot)$, $x$ is a **second-order stationary point** if:
\[
\nabla f(x) = 0, \quad \text{and} \quad \nabla^2 f(x) \succeq 0.
\]

**Definition 2.2.9.** For a $\rho$-Hessian Lipschitz function $f(\cdot)$, $x$ is an **$\epsilon$-second-order stationary point** if:
\[
\|\nabla f(x)\| \leq \epsilon \quad \text{and} \quad \nabla^2 f(x) \succeq -\sqrt{\rho\epsilon} \cdot I.
\]

Definition 2.2.9 is an $\epsilon$-robust version of Definition 2.2.4. Definition 2.2.9 uses the Hessian Lipschitz parameter $\rho$ to help match the units of gradient and Hessian, following the convention of Nesterov and Polyak (2006).

Although second-order stationarity is only a necessary condition for being a local minimum, a line of recent analyses shows that for many popular applications in machine learning, all $\epsilon$-second-order stationary points are approximate global minima, thus finding second-order stationary points is sufficient for solving those problems. See Section 2.3 for more details.

**Stochastic Approximation**

We also consider the stochastic approximation setting, where we may not access exact $\nabla f(\cdot)$ directly. Instead for any point $x$, a gradient query will return a stochastic gradient $g(x; \theta)$, where $\theta$ is a random variable drawn from a distribution $D$. The key property satisfied by stochastic gradients $g(\cdot; \cdot)$ is that $\nabla f(x) = \mathbb{E}_{\theta \sim D}[g(x; \theta)]$, i.e. the expectation of stochastic gradient equals true gradient. In short, the update of Stochastic Gradient Descent (SGD) is:
\[
\text{Sample } \theta_t \sim D, \quad x_{t+1} = x_t - \eta \nabla g(x_t; \theta_t)
\]

Other than being an unbiased estimator of true gradient, another standard assumption on the stochastic gradients is that their variance is bounded by some number $\sigma^2$, i.e.
\[
\mathbb{E}_{\theta \sim D}\left[\|g(x, \theta) - \nabla f(x)\|^2\right] \leq \sigma^2
\]

When we are interested in high probability bounds, one often makes the stronger assumption on tail distribution of stochasticity.
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Assumption B. For any $x \in \mathbb{R}^d$, stochastic gradient $g(x; \theta)$ with $\theta \sim D$ satisfies:

$$E_{g(x; \theta)} = \nabla f(x), \quad \mathbb{P}(\|g(x; \theta) - \nabla f(x)\| \geq t) \leq 2 \exp(-t^2/(2\sigma^2)), \quad \forall t \in \mathbb{R}$$

We note this assumption is more general than the standard notion of sub-Gaussian random vector which assumes $E\exp(\langle v, X - \mathbb{E}X \rangle) \leq \exp(\sigma^2\|v\|^2/d)$ for any $v \in \mathbb{R}^d$. The latter one requires distribution to be “isotropic” while our assumption does not. By Lemma 2.9.2 we know that both bounded random vector, and standard sub-Gaussian random vector are special cases of our assumption.

Again, prior works show that stochastic gradient descent also converges to first-order stationary points in a number of iterations that are independent of dimension.

**Theorem 2.2.10** (Ghadimi and Lan, 2013). For any $\epsilon, \delta > 0$, assume function $f$ is $\ell$-gradient Lipschitz, stochastic gradient $g$ satisfies Assumption B and let learning rate $\eta = \widetilde{\Theta}(\ell^{-1}(1+\sigma^2/\epsilon^2))$. Then, with probability at least $1-\delta$, stochastic gradient descent Eq.(2.2) will visit $\epsilon$-stationary point at least once in the following number of iterations:

$$\widetilde{O}\left(\frac{\ell(f(x_0) - f^*)}{\epsilon^2}\left(1 + \frac{\sigma^2}{\epsilon^2}\right)\right)$$

### 2.3 Common Landscape of Nonconvex Applications in Machine Learning

In this section, we illustrate the importance of second-order stationary points—for a wide class of nonconvex applications in machine learning and signal processing, all second-order stationary points are global minima.

These applications include tensor decomposition (Ge et al., 2015), dictionary learning (Sun, Qu, and Wright, 2016b), phase retrieval (Sun, Qu, and Wright, 2016a), synchronization and MaxCut (Bandeira, Boumal, and Voroninski, 2016; Mei et al., 2017), smooth semidefinite programs (Boumal, Voroninski, and Bandeira, 2016), and many problems related to low-rank matrix factorization, such as matrix sensing (Bhojanapalli, Neyshabur, and Srebro, 2016), matrix completion (Ge, Lee, and Ma, 2016) and robust PCA (Ge, Jin, and Zheng, 2017).

The above works show that, by adding appropriate regularization terms, and under mild conditions, there are two geometric properties satisfied by the corresponding objective functions (a) all local minima are global minima. There might be multiple local minima due to permutation, but they are all equally good; (b) all saddle points have at least one direction with strictly negative curvature, thus are strict saddle points. Finally, we observe:

**Fact 2.3.1.** If a function $f$ satisfies (a) all local minima are global minima; (b) all saddle points (including local maxima) are strict saddle points, then all second-order stationary points are global minima.
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This implies that the core problem for these nonconvex applications is to find second-order stationary points efficiently. If we can prove that some simple variants of GD and SGD converges to second-order stationary points efficiently, then we immediately establish global convergence results for all the above applications (i.e. convergence from arbitrary initialization), and in fact do so efficiently.

In the rest of this section, we illustrate the above common geometric properties via a simple example of finding top eigenvector. Given a positive semidefinite matrix \( M \in \mathbb{R}^{d \times d} \), consider the following objective:

\[
\min_{x \in \mathbb{R}^d} f(x) = \frac{1}{2} \|xx^\top - M\|_F^2, \tag{2.3}
\]

Denote the eigenvalues and eigenvectors of \( M \) as \((\lambda_i, v_i)\) for \( i = 1, \ldots, d \), and assume there is a gap between the first and second eigenvalues, i.e. \( \lambda_1 > \lambda_2 \geq \lambda_3 \geq \ldots \geq \lambda_d \geq 0 \). In this case, the global optimal solutions are \( x = \pm \sqrt{\lambda_1}v_1 \) giving the top eigenvector direction.

However, the objective function \((2.3)\) is nonconvex in \( x \). In order to directly optimize over objective via gradient methods, we need to analyze the global landscape of objective function \((2.3)\). Its gradient and Hessian are of the form:

\[
\begin{align*}
\nabla f(x) &= (xx^\top - M)x \\
\nabla^2 f(x) &= \|x\|^2 I + 2xx^\top - M
\end{align*}
\]

Therefore, all the stationary points satisfy the equation \( Mx = \|x\|^2x \). That is, they are 0 and \( \pm \sqrt{\lambda_i}v_i \) for \( i = 1, \ldots, d \). We already know \( \pm \sqrt{\lambda_i}v_1 \) are global minima, thus are also local minima, they are equivalent up to a sign difference. For all remaining stationary points \( x^\top \), we note that their Hessian always has strict negative curvature along \( v_1 \) direction, i.e. \( v_1^\top \nabla^2 f(x^\top)v_1 \leq \lambda_2 - \lambda_1 < 0 \). Thus they are strict saddle points. So far, we have proved all the preconditions of Fact \( 2.3.1 \) which enables us to conclude:

**Proposition 2.3.2.** Assume \( M \) is a positive semidefinite matrix with top two eigenvalues \( \lambda_1 > \lambda_2 \geq 0 \), then for the objective Eq.\((2.3)\) of finding the top eigenvector, all second-order stationary points are global optima.

Further analysis can be done to establish the \( \epsilon \)-robust version of the Proposition \( 2.3.2 \) Informally, it can be shown that under technical conditions, for polynomially small \( \epsilon \), all \( \epsilon \)-second-order stationary point are close to global optima. We refer the readers to (Ge, Jin, and Zheng, 2017) for the formal statement.

To summarize the discussion, in order to solve a wide class of nonconvex problems, it suffices to establish algorithmic results that find \( \epsilon \)-second-order stationary points efficiently.

### 2.4 Main Results

In this section, we present our main results on the efficiency of simple variants of GD and SGD to escape saddle points and find second-order stationary points. We first study the
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Algorithm 1 Perturbed Gradient Descent (PGD)

**Input:** $x_0$, learning rate $\eta$, perturbation radius $r$.

**for** $t = 0, 1, \ldots$ **do**

$$x_{t+1} \leftarrow x_t - \eta(\nabla f(x_t) + \xi_t), \quad \xi_t \sim \mathcal{N}(0, (r^2/d)I)$$

In case where the exact gradients are accessible, and present the result for Perturbed GD. In Section 2.4, we study the stochastic setting, and present the results for Perturbed SGD and its mini-batch version.

When exact gradients are available, GD is the simplest algorithm to run in this setting. However, according to its update rule Eq.(2.1) GD only moves its iterates when gradient is non-zero. That is, GD will naturally get stuck at saddle points if initialized there. A simple fix to this problem is to inject certain randomness to the iterates. Therefore, this work considers a perturbed version of gradient descent (Algorithm 1).

At each iteration, Algorithm 1 is almost the same as gradient descent, except it adds a small isotropic random Gaussian perturbation to the gradient. The perturbation $\xi_t$ is sampled from a zero-mean Gaussian with covariance $(r^2/d)I$ so that $E\|\xi_t\|^2 = r^2$. We note that Algorithm 1 simplifies the preliminary version in (Jin et al., 2017) which adds perturbation more carefully only when certain conditions hold.

We are now ready to present our main result, which claims that if we pick $r = \tilde{\Theta}(\epsilon)$ in Algorithm 1 PGD will find $\epsilon$-second-order stationary point in a number of iterations that is only poly-logarithmic in dimension.

**Theorem 2.4.1.** For any $\epsilon, \delta > 0$, assume function $f(\cdot)$ satisfies Assumption [A] and we run PGD (Algorithm 1) with parameter $\eta = \Theta(1/\ell), r = \Theta(\epsilon)$. Then, with probability at least $1 - \delta$, PGD will visit $\epsilon$-second-order stationary point at least once in the following number of iterations:

$$\tilde{O}\left(\frac{\ell(f(x_0) - f^*)}{\epsilon^2}\right)$$

where $\tilde{O}, \tilde{\Theta}$ hides poly-logarithmic factors in $d, \ell, \rho, 1/\epsilon, 1/\delta$ and $\Delta_f := f(x_0) - f^*$.

**Remark 2.4.2** (Output a second-order stationary point). In order to output an $\epsilon$-second-order stationary point, it can be shown by minorly adjusting the proof that, if we run PGD for double that number of iterations in Theorem 2.4.1, one half of the iterates will be $\epsilon$-second-order stationary points. Then, if we output one iterate uniformly at random, with at least a constant probability, it will be an $\epsilon$-second-order stationary point.

**Remark 2.4.3** (Alternative distributions of perturbations). We note that the distribution of perturbations is not necessarily Gaussian as in Algorithm 1. The key properties needed for the perturbation distributions are (a) light tail distribution for concentration, (b) at least a small amount of variance in every direction.
Algorithm 2 Perturbed Stochastic Gradient Descent (PSGD)

Input: $x_0$, learning rate $\eta$, perturbation radius $r$.

for $t = 0, 1, \ldots$, do

sample $\theta_t \sim D$

$x_{t+1} \leftarrow x_t - \eta (g(x_t; \theta_t) + \xi_t), \quad \xi_t \sim N(0, (r^2/d)I)$

Comparing Theorem 2.4.1 to classical result Theorem 2.2.5, our result shows that rather surprisingly, perturbed gradient descent finds second-order stationary points in almost the same time as gradient descent finds first-order stationary points, up to only logarithmic factors. Therefore, escaping strict saddle points is a very easy task even in terms of efficiency.

We also note that comparing to Theorem 2.2.5, Theorem 2.4.1 also makes an additional assumption on Hessian Lipschitz, which is essential in separating strict saddle points from second-order stationary points.

Stochastic Setting

Recall in the stochastic approximation setting, exact gradients $\nabla f(\cdot)$ are no longer available, and the algorithms are given stochastic gradients $g(\cdot; \theta)$ such that $\nabla f(x) = \mathbb{E}_{\theta \sim D}[g(x; \theta)]$.

In many applications in machine learning, the stochastic gradient $g$ is often realized as gradient of a stochastic function $g(\cdot; \theta) = \nabla f(\cdot; \theta)$ where the stochastic function itself can have good smoothness property. That is, the stochastic gradient can be Lipschitz.

Assumption C. For any $\theta \in \text{supp}(D)$, $g(\cdot; \theta)$ is $\tilde{\ell}$-Lipschitz, i.e.

$$\|g(x_1; \theta) - g(x_2; \theta)\| \leq \tilde{\ell}\|x_1 - x_2\| \quad \forall x_1, x_2.$$ 

Most prior works heavily rely on this assumption. Intuitively, in the special case of $g(\cdot; \theta) = \nabla f(\cdot; \theta)$ for some twice-differentiable stochastic function $f(\cdot; \theta)$, Assumption C ensures the spectral norm of Hessian of stochastic function $f(\cdot; \theta)$ to be bounded by $\tilde{\ell}$ for all $\theta$. Therefore, the stochastic Hessian also enjoys good concentration properties, which helps algorithms to find points with second-order characterization. In contrast, when Assumption C no longer holds, the problem of finding second-order stationary points becomes much more challenging without the concentration of stochastic Hessian. For the sake of clean presentation, this work treats the general case where Assumption C does not hold by taking $\ell = +\infty$.

We are now ready to present our main result which guarantees the efficiency of PSGD (Algorithm 2) in finding a second-order stationary point. The parameter choice of Algorithm 2 is given by:

$$\eta = \tilde{\Theta}\left(\frac{1}{\ell \cdot \mathfrak{M}}\right), \quad r = \tilde{\Theta}(\epsilon \sqrt{\mathfrak{M}}), \quad \text{where} \quad \mathfrak{M} = 1 + \min\left\{\frac{\sigma^2}{\epsilon^2} + \frac{\tilde{\ell}^2}{\ell \sqrt{\rho \epsilon}}, \frac{\sigma^2 d}{\epsilon^2}\right\} \quad (2.4)$$
Algorithm 3 Mini-batch Perturbed Stochastic Gradient Descent (Mini-batch PSGD)

Input: $x_0$, learning rate $\eta$, perturbation radius $r$.

for $t = 0, 1, \ldots$ do

sample $\{\theta^{(1)}_t, \ldots, \theta^{(m)}_t\} \sim \mathcal{D}$

$g_t(x_t) \leftarrow \sum_{i=1}^{m} g(x_t; \theta^{(i)}_t) / m$

$x_{t+1} \leftarrow x_t - \eta (g_t(x_t) + \xi_t), \quad \xi_t \sim N(0, (r^2/d)I)$

Theorem 2.4.4. For any $\epsilon, \delta > 0$, if function $f$ satisfies Assumption A, and stochastic gradient $g$ satisfies Assumption B (and C optionally), and we run PSGD (Algorithm 2) with parameter $(\eta, r)$ chosen as Eq. (2.4). Then, with probability at least $1 - \delta$, PSGD will visit $\epsilon$-second-order stationary point at least once in the following number of iterations:

$$\tilde{O}\left(\frac{\ell(f(x_0) - f^*)}{\epsilon^2} \cdot \mathcal{M}\right)$$

We note Remark 2.4.2 on how to output a second-order stationary point and Remark 2.4.3 on alternative distribution of perturbations can also be directly applied to Theorem 2.4.4.

Theorem 2.4.4 summarize the results for both scenarios with or without Assumption C. In case where stochastic gradients are Lipschitz (i.e. Assumption C is valid), for sufficiently small $\epsilon$ where $\sigma^2/\epsilon^2 \geq \tilde{\ell}^2/(\ell \sqrt{\rho \epsilon})$, we have $\mathcal{M} \approx 1 + \sigma^2/\epsilon^2$. Our results then show that perturbed SGD finds second-order stationary points in $\tilde{O}(\epsilon^{-4})$ iterations, which matches Theorem 2.2.10 up to logarithmic factors.

In the general case where Assumption C does not hold ($\tilde{\ell} = \infty$), we have $\mathcal{M} = 1 + \sigma^2 d/\epsilon^2$, and Theorem 2.4.4 guarantees that PSGD finds $\epsilon$-second-order stationary point in $\tilde{O}(d \epsilon^{-4})$ iterations. Comparing to Theorem 2.2.10, this pays an additional factor linear in dimension $d$.

Finally, Theorem 2.4.4 can be easily extended to the minibatch setting, with parameters chosen as:

$$\eta = \tilde{\Theta}\left(\frac{1}{\ell \cdot \mathcal{M}}\right), \quad r = \tilde{\Theta}(\epsilon \sqrt{\mathcal{M}}), \quad \text{where} \quad \mathcal{M} = 1 + \frac{1}{m} \min \left\{\frac{\sigma^2}{\epsilon^2} + \frac{\tilde{\ell}^2}{\ell \sqrt{\rho \epsilon}}, \frac{\sigma^2 d}{\epsilon^2}\right\}$$

(2.5)

Theorem 2.4.5 (Mini-batch Version). For any $\epsilon, \delta, m > 0$, if function $f$ satisfies Assumption A, and stochastic gradient $g$ satisfies Assumption B (and C optionally), and we run mini-batch PSGD (Algorithm 3) with parameter $(\eta, r)$ chosen as Eq. (2.5). Then, with probability at least $1 - \delta$, mini-batch PSGD will visit an $\epsilon$-second-order stationary point at least once in the following number of iterations:

$$\tilde{O}\left(\frac{\ell(f(x_0) - f^*)}{\epsilon^2} \cdot \mathcal{M}\right)$$
Theorem 2.4.5 says that if the minibatch size $m$ is not too large i.e., $m \leq \mathcal{M}$, where $\mathcal{M}$ is defined in Eq. (2.4), then mini-batch PSGD will reduce the number of iterations linearly, while not increasing the total number of stochastic gradient queries.

2.5 Conclusion

In this work, we show simple perturbed versions of GD and SGD escape saddle points and find second-order stationary points in essentially the same time GD and SGD take to find first-order stationary points. The overheads are only logarithmic factors in the non-stochastic setting, and the stochastic setting with Lipschitz stochastic gradient. In the general stochastic setting, the overhead is a linear factor in $d$.

Combined with previous landscape results on a wide class of nonconvex optimization in machine learning and signal processing, that all second-order stationary points are global optima, our results directly provide efficient guarantees for solving those nonconvex problem via simple local search approaches. We now discuss several possible future directions, and on connections to other fields.

Optimal rates for finding second-order stationary points According to Carmon et al. (2017b), GD achieves the optimal rate for finding stationary point for gradient Lipschitz functions. However, we note the results of this work assume, in addition, Lipschitz Hessian. This additional smooth structure of the function allows for more sophisticated algorithms to exploit it and achieve faster convergence rate. Therefore, GD and SGD or their variants themselves are no longer optimal algorithms.

The main focus of this work is to provide sharp guarantees to variants of the simplest algorithms in optimization—GD and SGD. Optimality is a separate topic worth further investigation. To find second-order stationary points of functions with Lipschitz gradient and Hessian via first-order algorithms, the best known gradient query complexity so far is $\tilde{O}(\epsilon^{-1.75})$ achieved by Carmon et al. (2016), Agarwal et al. (2017), and Jin, Netrapalli, and Jordan (2017), while the existing lower bound is $\Omega(\epsilon^{-12/7})$ by Carmon et al. (2017c) with only a small gap of $\epsilon^{1/28}$. We also note that the current lower bound is restricted to only deterministic algorithms, thus does not apply to most existing algorithms for escaping saddle points as they are all randomized algorithms. For stochastic setting with Lipschitz stochastic gradient, the best query complexity of stochastic gradients is $\tilde{O}(\epsilon^{-3})$ achieved by Fang et al. (2018) and Zhou and Gu (2019), while the lower bound remains open. See Appendix 2.8 for more comparison of existing works.

Escaping high-order saddle points. In this work, we study escaping strict saddle point and finding second-order stationary point. One can equivalently define $n$-th order stationary points as points which satisfies the KKT-necessary conditions for being local minima up to $n$-th order derivatives. It becomes more challenging to find $n$-th order stationary points as
$n$ increases, since it requires escaping higher-order saddle points. In terms of efficiency, Nesterov (2000) rules out the possibility of efficient algorithms for finding $n$-th order stationary points for all $n \geq 4$, as the problem in general is NP-hard. Anandkumar and Ge (2016) present a third-order algorithm to find third-order stationary point in polynomial time. It remains open whether simple variants of GD can also find third-order stationary point efficiently. It is unlikely that the overhead will still be small or only logarithmic factors in this case. Another related question is to identify applications where third-order stationarity is needed beyond second-order stationarity to achieve global optimality.

**Connection to gradient Langevin dynamics.** A closely related algorithm in Bayesian statistics is the Langevin Monte Carlo (LMC) algorithm (Roberts and Tweedie, 1996), which performs the following iterative update:

$$x_{t+1} = x_t - \eta(\nabla f(x_t) + \sqrt{2/(\eta \beta)}w_t) \quad \text{where} \quad w_t \sim \mathcal{N}(0, I).$$

Here $\beta$ is known as the inverse temperature. When learning rate $\eta \to 0$, the distribution of LMC iterates is known to converge to a stationary distribution $\mu(x) \propto e^{-\beta f(x)}$ (Roberts and Tweedie, 1996).

While the LMC algorithm looks essentially the same to perturbed gradient descent considered in this work, there are two key differences on the standard settings between the two communities:

- **Goal:** While the focus of our work is to find a second order stationary point, the goal of LMC algorithm is to quickly converge to the stationary distribution (i.e., to mix rapidly).

- **Scaling of Noise:** The scaling of perturbation in this work is much smaller than the one considered in the standard LMC literature. Running our algorithm is equivalent to running LMC with temperature $\beta^{-1} \propto d^{-1}$. In this low temperature or small noise regime, the algorithm can no longer mix efficiently for smooth nonconvex function, as it takes $\Omega(e^d)$ steps in the worst case (Bovier et al., 2004). However, with this small amount of noise, the algorithm can still perform local search efficiently, and find a second-order stationary point in a small number of iterations as shown in Theorem 2.4.1.

Finally we note that a recent result (Zhang, Liang, and Charikar, 2017) studied, instead of mixing time, the time LMC takes to hit a second-order stationary point. The runtime is no longer exponential, but is still polynomially dependent on dimension $d$ with large degree.

**On the Necessity of Adding Perturbations.** In this work, we discuss algorithms adding perturbations to every iteration of GD or SGD to escape saddle points efficiently. As an alternative, one can also simply run GD with random initialization, and try to escape saddle
Algorithm 4 Perturbed Gradient Descent (Variant)

Input: $x_0$, learning rate $\eta$, perturbation radius $r$, time interval $\mathcal{T}$, tolerance $\epsilon$.

$t_{\text{perturb}} = 0$

for $t = 0, 1, \ldots, T$ do

if $\|\nabla f(x_t)\| \leq \epsilon$ and $t - t_{\text{perturb}} > \mathcal{T}$ then

$x_t \leftarrow x_t - \eta \xi_t$, ($\xi_t \sim \text{Uniform}(B_0(r))$); $t_{\text{perturb}} \leftarrow t$

$x_{t+1} \leftarrow x_t - \eta \nabla f(x_t)$


2.6 Proofs for Non-stochastic Setting

In this section, we present our proof for the iteration complexity of PGD to find a second-order stationary point. While gradients are exact in Algorithm 1 the addition of perturbation in each step makes the algorithms stochastic in nature, and makes the analysis involves many concentration inequalities and stochastic analysis. In order to illustrate the proof ideas and make the proof transparent, we present instead a proof for the iteration complexity of a variant of PGD (Algorithm 4), which is less stochastic. We leave the formal proof of Theorem 2.4.1 as a direct corollary of Theorem 2.4.4 by setting $\sigma = 0$.

Algorithm 4 adds perturbation only when the norm of gradient at current iterate is small, and the algorithm has not added perturbation in previous $\mathcal{T}$ iterations. Similar guarantees as Theorem 2.4.1 can be shown for this version of PGD as follows:

**Theorem 2.6.1.** There is an absolute constant $c$ such that the following holds: for any $\epsilon, \delta > 0$, if $f$ satisfies Assumption A, let $\Delta_f := f(x_0) - f^*$ and we run PGD (Variant) (Algorithm 4) with parameters $\eta, r, \mathcal{T}$ chosen as Eq.(2.6) with $\iota = c \cdot \log(d\ell \Delta_f/(\rho \epsilon \delta))$, then with probability at least $1 - \delta$, in the following number of iterations, at least one half of iterations of PGD (Variant) will be $\epsilon$–second order stationary points.

$$\tilde{O}\left(\frac{\ell \Delta_f}{\epsilon^2}\right).$$

In order to prove this theorem, we first specify our choice of hyperparameter $\eta, r, \mathcal{T}$, and two quantities $\mathcal{F}, \mathcal{S}$ which are frequently used:

$$\eta = \frac{1}{\ell}, \quad r = \frac{\epsilon}{400 \iota^3}, \quad \mathcal{T} = \frac{\ell}{\sqrt{\rho \epsilon}} \cdot \iota, \quad \mathcal{F} = \frac{1}{50 \iota^3} \sqrt{\frac{\epsilon^3}{\rho}}, \quad \mathcal{S} = \frac{1}{4 \iota} \sqrt{\frac{\epsilon}{\rho}}$$ (2.6)
Our high-level proof strategy is to prove by contradiction: when the current iterate is not \( \epsilon \)-second order stationary point, it must either have a large gradient or a strictly negative Hessian, and we prove that in either case, PGD must decrease a large amount of function value in a reasonable number of iterations. Finally since the function value can not decrease more than \( f(x_0) - f^* \), we know that the total number of iterates that are not \( \epsilon \)-second order stationary points can not be very large.

First, we show the decreasing speed when gradient is large.

**Lemma 2.6.2** (Descent Lemma). If \( f(\cdot) \) satisfies Assumption \( A \) and \( \eta \leq 1/\ell \), then the gradient descent sequence \( \{x_t\} \) satisfies:

\[
f(x_{t+1}) - f(x_t) \leq -\eta \|\nabla f(x_t)\|^2 / 2
\]

**Proof.** According to the \( \ell \)-gradient Lipschitz assumption, we have:

\[
f(x_{t+1}) \leq f(x_t) + \langle \nabla f(x_t), x_{t+1} - x_t \rangle + \frac{\ell}{2} \|x_{t+1} - x_t\|^2
\]

\[
= f(x_t) - \eta \|\nabla f(x_t)\|^2 + \frac{\eta^2 \ell}{2} \|\nabla f(x_t)\|^2 \leq f(x_t) - \frac{\eta}{2} \|\nabla f(x_t)\|^2
\]

Next is our key lemma, which shows if the starting point has strictly negative Hessian, then adding a perturbation and following by gradient descent will decrease a large amount of function value in \( T \) iterations.

**Lemma 2.6.3** (Escaping Saddle). Assume \( f(\cdot) \) satisfies Assumption \( A \) and \( \tilde{x} \) satisfies \( \|\nabla f(\tilde{x})\| \leq \epsilon \) and \( \lambda_{\min}(\nabla^2 f(\tilde{x})) \leq -\sqrt{\rho \epsilon} \). Then let \( x_0 = \tilde{x} + \eta \xi \) (\( \xi \sim \text{Uniform}(B_0(r)) \)) and run gradient descent starting from \( x_0 \), we have

\[
\mathbb{P}(f(x_T) - f(\tilde{x}) \leq -\mathcal{T}/2) \geq 1 - \frac{\ell \sqrt{d}}{\sqrt{\rho \epsilon}} \cdot 2^{-8 \epsilon},
\]

where \( x_T \) is the \( T \)th gradient descent iterate starting from \( x_0 \).

In order to prove this, we need to prove two lemmas, and the major simplification over (Jin et al., 2017) comes from the following lemma which says that if function value does not decrease too much over \( t \) iterations, then all the iterates \( \{x_\tau\}_{\tau=0}^t \) will remain in a small neighborhood of \( x_0 \).

**Lemma 2.6.4** (Improve or Localize). Under the setting of Lemma \( 2.6.2 \), for any \( t \geq \tau > 0 \):

\[
\|x_\tau - x_0\| \leq \sqrt{2 \eta t (f(x_0) - f(x_\tau))}
\]
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Proof. Recall gradient update $x_{t+1} = x_t - \eta \nabla f(x_t)$, then for any $\tau \leq t$:

$$
\|x_\tau - x_0\| \leq \sum_{\tau=1}^{t} \|x_\tau - x_{\tau-1}\| \leq \left[ t \sum_{\tau=1}^{t} \|x_\tau - x_{\tau-1}\|^2 \right]^{\frac{1}{2}}
$$

$$
= [\eta^2 t \sum_{\tau=1}^{t} \|\nabla f(x_{\tau-1})\|^2]^{\frac{1}{2}} \leq \sqrt{2\eta t (f(x_0) - f(x_t))}
$$

where step (1) uses Cauchy-Schwartz inequality, and step (2) is due to Lemma 2.6.2. \qed

Second, we show that the stuck region (where GD will get stuck in a small local neighborhood for at least $\mathcal{F}$ iterations if initialized there) is thin. We show this by tracking any pair of points that differ only in escaping direction, and are at least $\omega$ far apart. We show that, out of the two GD sequences that initialized at these two points, at least one sequence is guaranteed to escape the saddle point with high probability, so the stuck region along escaping direction has width at most $\omega$.

**Lemma 2.6.5 (Coupling Sequence).** Suppose $f(\cdot)$ satisfies Assumption A and $\tilde{x}$ satisfies $\lambda_{\min}(\nabla^2 f(\tilde{x})) \leq -\sqrt{\rho \epsilon}$. Let $\{x_t\}$, $\{x'_t\}$ be two gradient descent sequences which satisfy: (1) $\max\{\|x_0 - \tilde{x}\|, \|x'_0 - \tilde{x}\|\} \leq \eta \rho$; (2) $x_0 - x'_0 = \eta \rho \epsilon \mathbf{e}_1$, where $\mathbf{e}_1$ is the minimum eigenvector direction of $\nabla^2 f(\tilde{x})$ and $r_0 > \omega := 2^{-\ell} \ell \mathcal{F}$. Then:

$$
\min\{f(x_\mathcal{F}) - f(x_0), f(x'_\mathcal{F}) - f(x'_0)\} \leq -\mathcal{F}.
$$

Proof. Assume the contrary, that is $\min\{f(x_\mathcal{F}) - f(x_0), f(x'_\mathcal{F}) - f(x'_0)\} > -\mathcal{F}$. Lemma 2.6.4 implies localization of both sequences around $\tilde{x}$, that is for any $t \leq \mathcal{F}$

$$
\max\{\|x_t - \tilde{x}\|, \|x'_t - \tilde{x}\|\} \leq \max\{\|x_t - x_0\|, \|x'_t - x'_0\|\} + \max\{\|x_0 - \tilde{x}\|, \|x'_0 - \tilde{x}\|\}
$$

$$
\leq \sqrt{2\eta \mathcal{T} \mathcal{F} + \eta \rho} \leq \mathcal{F} \quad (2.7)
$$

where the last step is due to our choice of $\eta, r, \mathcal{T}, \mathcal{F}, \mathcal{F}$ as in Eq.(2.6), and $\ell/\sqrt{\rho \epsilon} \geq 1$. On the other hand, we can write the update equations for the difference $\hat{x}_t := x_t - x'_t$ as:

$$
\hat{x}_{t+1} = \hat{x}_t - \eta [\nabla f(x_t) - \nabla f(x'_t)] = (I - \eta \mathcal{H}) \hat{x}_t - \eta \Delta_t \hat{x}_t
$$

$$
= (I - \eta \mathcal{H})^{t+1} \hat{x}_0 - \eta \sum_{\tau=0}^{t} (I - \eta \mathcal{H})^{t-\tau} \Delta_t \hat{x}_\tau
$$

where $\mathcal{H} = \nabla^2 f(\tilde{x})$ and $\Delta_t = \int_0^1 [\nabla^2 f(x'_t + \theta (x_t - x'_t)) - \mathcal{H}] d\theta$. We note $p(t)$ is the leading term which is due to initial difference $\hat{x}_0$, and $q(t)$ is the error term which is the result of

\textsuperscript{1}We note that when $\ell/\sqrt{\rho \epsilon} < 1$, $\epsilon$-second-order stationary points are equivalent to $\epsilon$-first-order stationary points due to function $f$ being $\ell$-gradient Lipschitz. In this case, the problem of finding $\epsilon$-second-order stationary points becomes very easy.
that function $f$ is not quadratic. Now we use induction to show that the error term is always small compared to the leading term. That is:

$$\|q(t)\| \leq \|p(t)\|/2, \quad t \in [T]$$

The claim is true for the base case $t = 0$ as $\|q(0)\| = 0 \leq \|x_0\|/2 = \|p(0)\|/2$. Now suppose the induction claim is true till $t$, we prove it is true for $t+1$. Denote $\lambda_{\min}(\nabla^2 f(x_0)) = -\gamma$. First, note $x_0$ is in the minimum eigenvector direction of $\nabla^2 f(x_0)$. Thus for any $\tau \leq t$, we have:

$$\|\dot{x}_\tau\| \leq \|p(\tau)\| + \|q(\tau)\| \leq 2\|p(\tau)\| = 2\| (I - \eta \mathcal{H})^\tau \dot{x}_0 \| = 2(1 + \eta \gamma)^\tau \eta r_0$$

By Hessian Lipschitz, we have $\|\Delta_t\| \leq \rho \max\{\|x_t - \tilde{x}\|, \|x_t - \tilde{x}\|\} \leq \rho \mathcal{F}$, therefore:

$$\|q(t+1)\| = \eta \sum_{\tau=0}^t (I - \eta \mathcal{H})^{t-\tau} \Delta_t \dot{x}_\tau \leq \eta \rho \mathcal{F} \sum_{\tau=0}^t \| (I - \eta \mathcal{H})^{t-\tau} \| \| \dot{x}_\tau \|$$

$$\leq 2\eta \rho \mathcal{F} \sum_{\tau=0}^t (1 + \eta \gamma)^\tau \eta r_0 \leq 2\eta \rho \mathcal{F} \mathcal{F} (1 + \eta \gamma)^t \eta r_0 \leq 2\eta \rho \mathcal{F} \mathcal{F} \|p(t+1)\|$$

where the second last inequality used $t+1 \leq \mathcal{F}$. By our choice of hyperparameter as in Eq.\([2.6]\) we have $2\eta \rho \mathcal{F} \mathcal{F} \leq 1/2$, which finishes the proof for induction.

Finally, the induction claim implies:

$$\max\{\|x_\mathcal{F} - x_0\|, \|x'_\mathcal{F} - x_0\|\} \geq \frac{1}{2} \|\dot{x}(\mathcal{F})\| \geq \frac{1}{2} \|p(\mathcal{F})\| - \|q(\mathcal{F})\| \geq \frac{1}{4} \|p(\mathcal{F})\|$$

$$= \frac{(1 + \eta \gamma)^\mathcal{F} \eta r_0 (1)}{4} \geq 2^{-2} \eta r_0 > \mathcal{F}$$

where step (1) uses the fact $(1+x)^{1/x} \geq 2$ for any $x \in (0, 1]$. This contradicts the localization fact Eq.\([2.7]\), which finishes the proof. \qed

Equipped with Lemma \([2.6.4]\) and Lemma \([2.6.5]\), now we are ready to prove the Lemma \([2.6.3]\).

**Proof of Lemma \([2.6.3]\):** Recall $x_0 \sim \text{Uniform}(B_{\mathcal{X}}(\eta r))$. We call $B_{\mathcal{X}}(\eta r)$ the perturbation ball, and define stuck region within it to be the set of points starting from which GD requires more than $\mathcal{F}$ steps to escape:

$$\mathcal{X}_{\text{stuck}} := \{ x \in B_{\mathcal{X}}(\eta r) | \{ x_t \} \text{ is GD sequence with } x_0 = x, \text{ and } f(x_\mathcal{F}) - f(x_0) > -\mathcal{F} \}.$$

See Figure\([2.1]\) and Figure\([2.2]\) for illustrations. Although the shape of stuck region can be very complicated, according to Lemma \([2.6.3]\) we know the width of $\mathcal{X}_{\text{stuck}}$ along $e_1$ direction is at most $\eta \omega$. That is, $\text{Vol}(\mathcal{X}_{\text{stuck}}) \leq \text{Vol}(B_{\mathcal{X}}^d(\eta r)) \eta \omega$. Therefore:

$$\mathbb{P}(x_0 \in \mathcal{X}_{\text{stuck}}) = \frac{\text{Vol}(\mathcal{X}_{\text{stuck}})}{\text{Vol}(B_{\mathcal{X}}^d(\eta r))} \leq \frac{\eta \omega \times \text{Vol}(B_{\mathcal{X}}^{d-1}(\eta r))}{\text{Vol}(B_{\mathcal{X}}^d(\eta r))} = \frac{\omega}{r \sqrt{\pi}} \frac{\Gamma(d/2 + 1)}{\Gamma(d/2 + 1/2)} \leq \omega \cdot \sqrt{\frac{d}{\pi}} \frac{\Gamma(d/2 + 1/2)}{\Gamma(d/2 + 1/2)} \leq \omega \cdot \sqrt{\frac{d}{\pi}} \sqrt{\frac{1}{\sqrt{\pi}}} \cdot l^2 2^{d-1}$$
On the event that $x_0 \not\in \mathcal{X}_{\text{stuck}}$, according to our parameter choice Eq. (2.6), we have:

$$f(x_T) - f(\tilde{x}) = [f(x_T) - f(x_0)] + [f(x_0) - f(\tilde{x})] \leq -\mathcal{F} + \epsilon \eta r + \frac{\ell \eta^2 r^2}{2} \leq -\mathcal{F}/2.$$ 

This finishes the proof.

With Lemma 2.6.2 and Lemma 2.6.3, it is not hard to finally prove Theorem 2.6.1.

**Proof of Theorem 2.6.1.** First, we set total iterations $T$ to be:

$$T = 8 \max \left\{ \frac{(f(x_0) - f^*)\mathcal{F}}{\eta \epsilon^2}, \frac{(f(x_0) - f^*)}{\eta \epsilon^2} \right\} = O \left( \frac{\ell f(x_0) - f^*)}{\epsilon^2} \cdot \iota^4 \right)$$

Next, we choose $\iota = c \cdot \log(\frac{d\Delta^t}{\rho\epsilon})$ with large enough absolute constant $c$ so that:

$$(T\ell \sqrt{\mathcal{F}}/\sqrt{\rho \epsilon}) \cdot \iota^2 2^{8-t} \leq \delta.$$ 

Then, we argue with probability $1 - \delta$, algorithm 4 will add perturbation at most $T/(4\mathcal{F})$ times. This is because otherwise, we can use Lemma 2.6.3 every time we add perturbation, and:

$$f(x_T) \leq f(x_0) - T\mathcal{F}/(4\mathcal{F}) < f^*$$

which can not happen. Finally, excluding those iterations that are within $\mathcal{F}$ steps after adding perturbations, we still have $3T/4$ steps left. They are either large gradient steps.
\[ \| \nabla f(x_t) \| \geq \epsilon \text{ or } \epsilon\text{-second order stationary points. Within them, we know large gradient steps can not be more than } T/4. \]

Because again otherwise, by Lemma 2.6.2:

\[ f(x_T) \leq f(x_0) - T\eta^2/4 < f^* \]

which again can not happen. Therefore, we conclude at least \( T/2 \) iterations must be \( \epsilon \)-second order stationary points.

### 2.7 Proofs for Stochastic Setting

In this section, we provide proofs for our main results—Theorem 2.4.4 and Theorem 2.4.5. Theorem 2.4.1 can be proved as a special case of Theorem 2.4.4 by taking \( \sigma = 0 \).

#### Notation

Recall the update equation of Algorithm 2 is \( x_{t+1} \leftarrow x_t - \eta(g(x_t; \theta_t) + \xi_t) \) where \( \xi_t \sim \mathcal{N}(0, (r^2/d)I) \). Across this section, we denote \( \zeta_t := g(x_t; \theta_t) - \nabla f(x_t) \), as the noise part within the stochastic gradient. For simplicity, we also denote \( \tilde{\zeta}_t := \zeta_t + \xi_t \), which is the summation of noise in stochastic gradient and the injected perturbation, and \( \tilde{\sigma}^2 := \sigma^2 + r^2 \). Then the update equation can be rewrite as \( x_{t+1} \leftarrow x_t - \eta(\nabla f(x_t)+\tilde{\zeta}_t) \). We also denote \( \mathcal{F}_t = \sigma(\zeta_0, \xi_0, \ldots, \zeta_t, \xi_t) \) be the corresponding filtration up to time step \( t \). We choose parameters in Algorithm 2 as follows:

\[
\eta = \frac{1}{\iota^9 \cdot \mathcal{M}}, \quad r = \iota \cdot \epsilon \sqrt{\mathcal{M}}, \quad \mathcal{T} := \frac{\iota}{\eta \sqrt{\rho \epsilon}}, \quad \mathcal{F} := \frac{1}{\iota^5} \sqrt{\frac{\epsilon^3}{\rho}}, \quad \mathcal{S} := \frac{2}{\iota^2} \sqrt{\frac{\epsilon}{\rho}} \tag{2.8}
\]

where \( \mathcal{M} \) and log factor \( \iota \) are defined as:

\[
\mathcal{M} = 1 + \min \left\{ \frac{\sigma^2}{\epsilon^2} + \frac{\ell^2}{\ell \sqrt{\rho \epsilon}}, \frac{\sigma^2 d}{\epsilon^2} \right\}, \quad \iota = \mu \cdot \log \left( \frac{d\ell \Delta f \mathcal{M}}{\rho \epsilon \delta} \right)
\]

Here, \( \mu \) is a sufficiently large absolute constant to be determined later. Also we note \( c \) in this sections are absolute constant that does not depend on the choice of \( \mu \). The value of \( c \) may change from line to line.

#### Descent Lemma

We first prove that the change in the function value can be always decomposed as the decrease due to the magnitudes of gradients, and the possible increase due to randomness in both stochastic gradients and perturbations.
Lemma 2.7.1 (Descent Lemma). There exists absolute constant \( c \), under Assumption \( \mathcal{A} \), for any fixed \( t, t_0, \eta > 0 \), if \( \eta \leq 1/\ell \), then with at least \( 1 - 4e^{-t} \) probability, the sequence \( \text{PSGD}(\eta, r) \) (Algorithm 2) satisfies: (denote \( \bar{\sigma}^2 = \sigma^2 + r^2 \))

\[
f(x_{t_0 + t}) - f(x_0) \leq -\frac{\eta}{8} \sum_{i=0}^{t-1} \| \nabla f(x_{t_0 + i}) \|^2 + c \cdot \eta \bar{\sigma}^2 (\eta \ell t + t)
\]

Proof. Since Algorithm 2 is Markovian, the operations in each iterations does not depend on time step \( t \). Thus, it suffices to prove Lemma 2.7.1 for special case \( t_0 = 0 \). Recall the update equation:

\[
x_{t+1} \leftarrow x_t - \eta (\nabla f(x_t) + \tilde{\zeta}_t)
\]

where \( \tilde{\zeta}_t = \zeta_t + \xi_t \). By assumption, we know \( \zeta_t \mid \mathcal{F}_{t-1} \) is zero-mean nSG(\( \sigma \)). Also \( \xi_t \mid \mathcal{F}_{t-1} \) comes from \( \mathcal{N}(0, (r^2/d)\mathbf{1}) \), and thus by Lemma 2.9.8, there exists an absolute constant \( c \). By Taylor expansion, \( \ell \)-gradient Lipschitz and \( \eta \leq 1/\ell \), we know:

\[
f(x_{t+1}) \leq f(x_t) + \langle \nabla f(x_t), x_{t+1} - x_t \rangle + \frac{\ell}{2} \| x_{t+1} - x_t \|^2
\]

\[
\leq f(x_t) - \eta \langle \nabla f(x_t), \nabla f(x_t) + \tilde{\zeta}_t \rangle + \frac{\eta^2 \ell}{2} \left[ \frac{3}{2} \| \nabla f(x_t) \|^2 + 3 \| \tilde{\zeta}_t \|^2 \right]
\]

\[
\leq f(x_t) - \frac{\eta}{4} \| \nabla f(x_t) \|^2 - \eta \langle \nabla f(x_t), \tilde{\zeta}_t \rangle + \frac{3}{2} \eta^2 \ell \| \tilde{\zeta}_t \|^2
\]

Summing over the inequality above, we have following:

\[
f(x_t) - f(x_0) \leq -\frac{\eta}{4} \sum_{i=0}^{t-1} \| \nabla f(x_i) \|^2 - \eta \sum_{i=0}^{t-1} \langle \nabla f(x_i), \tilde{\zeta}_i \rangle + \frac{3}{2} \eta^2 \ell \sum_{i=0}^{t-1} \| \tilde{\zeta}_i \|^2 \tag{2.9}
\]

For the second term in RHS, applying Lemma 2.9.8, there exists an absolute constant \( c \), with probability \( 1 - 2e^{-t} \):

\[
-\eta \sum_{i=0}^{t-1} \langle \nabla f(x_i), \tilde{\zeta}_i \rangle \leq \frac{\eta}{8} \sum_{i=0}^{t-1} \| \nabla f(x_i) \|^2 + c \eta \bar{\sigma}^2 \ell
\]

For the third term in RHS of Eq.(2.9), applying Lemma 2.9.7, with probability \( 1 - 2e^{-t} \):

\[
\frac{3}{2} \eta^2 \ell \sum_{i=0}^{t-1} \| \tilde{\zeta}_i \|^2 \leq 3 \eta^2 \ell \sum_{i=0}^{t-1} (\| \zeta_i \|^2 + \| \xi_i \|^2) \leq c \eta^2 \ell \bar{\sigma}^2 (t + \ell)
\]

Substituting both above inequality into Eq.(2.9), and note the fact \( \eta \leq 1/\ell \), we have with probability \( 1 - 4e^{-t} \):

\[
f(x_t) - f(x_0) \leq -\frac{\eta}{8} \sum_{i=0}^{t-1} \| \nabla f(x_i) \|^2 + c \eta \bar{\sigma}^2 (\eta \ell t + t)
\]

This finishes the proof. \( \square \)
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The descent lemma enables as to show following Improve or Localize phenomena for perturbed SGD. That is, with high probability over a small number of iterations, either the function value decrease significantly, or the iterates stay within a small local region.

Lemma 2.7.2 (Improve or Localize). Under the same setting of Lemma 2.7.1, with at least $1 - 8dt \cdot e^{-t}$ probability, the sequence $PSGD(\eta, r)$ (Algorithm 2) satisfies:

$$\forall \tau \leq t : \|x_{t+\tau} - x_t\|^2 \leq c \eta t \cdot |f(x_{t_0}) - f(x_{t+\tau}) + \eta \tilde{\sigma}^2(\eta \ell t + \iota)|$$

Proof. By similar argument as in proof of Lemma 2.7.1, it suffices to prove Lemma 2.7.2 in special case $t_0 = 0$. According to Lemma 2.7.1, with probability $1 - 4e^{-t}$, for some absolute constant $c$:

$$\sum_{i=0}^{t-1} \|\nabla f(x_i)\|^2 \leq \frac{8}{\eta} |f(x_0) - f(x_t)| + c \tilde{\sigma}^2(\eta \ell t + \iota)$$

Therefore, for any fixed $\tau \leq t$, with probability $1 - 8d \cdot e^{-t}$:

$$\|x_{\tau} - x_0\|^2 = \eta^2 \sum_{i=0}^{\tau-1} (\nabla f(x_i) + \tilde{\zeta}_i)^2 \leq 2\eta^2 \left[ \sum_{i=0}^{\tau-1} \|\nabla f(x_i)\|^2 + \sum_{i=0}^{\tau-1} \|\tilde{\zeta}_i\|^2 \right]$$

$$(1) \leq 2\eta^2 t \sum_{i=0}^{\tau-1} \|\nabla f(x_i)\|^2 + c\eta^2 \tilde{\sigma}^2 t \leq 2\eta^2 t \sum_{i=0}^{t-1} \|\nabla f(x_i)\|^2 + c\eta^2 \tilde{\sigma}^2 t$$

$$\leq c \eta t |f(x_0) - f(x_t) + \eta \tilde{\sigma}^2(\eta \ell t + \iota)|$$

Where in step (1) we use Cauchy-Schwartz inequality and Lemma 2.9.5. Finally, applying union bound for all $\tau \leq t$, we finishes the proof. \qed

Escaping Saddle Points

Descent Lemma 2.7.1 shows that large gradients contribute to the fast decrease of the function value. In this subsection, we will show that starting in the vicinity of strict saddle points will also enable PSGD to decrease the function value rapidly. Concretely, this entire subsection will be devoted to prove following lemma:

Lemma 2.7.3 (Escaping Saddle Point). There exists absolute constant $c_{\text{max}}$, under Assumption A1, for any fixed $t_0 > 0, \iota > c_{\text{max}} \log(\ell \sqrt{d}/(\rho \epsilon))$, if $\eta, r, \mathcal{F}, \mathcal{T}$ are chosen as in Eq(2.8), and $x_{t_0}$ satisfies $\|\nabla f(x_{t_0})\| \leq \epsilon$ and $\lambda_{\text{min}}(\nabla^2 f(x_{t_0})) \leq -\sqrt{\rho \epsilon}$, then the sequence $PSGD(\eta, r)$ (Algorithm 2) satisfies:

$$\mathbb{P}(f(x_{t_0+\mathcal{F}}) - f(x_{t_0}) \leq 0.1 \mathcal{F}) \geq 1 - 4e^{-t} \quad \text{and}$$

$$\mathbb{P}(f(x_{t_0+\mathcal{T}}) - f(x_{t_0}) \leq -\mathcal{T}) \geq 1/3 - 5d \mathcal{T}^2 \cdot \log(\sqrt{d}/(\eta r)) e^{-t}$$

Since Algorithm 2 is Markovian, the operations in each iterations does not depend on time step $t$. Thus, it suffices to prove Lemma 2.7.3 for special case $t_0 = 0$. To prove this lemma, we first need to introduce the concept of coupling sequence.
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Notation: Across this subsection, we let \( \mathcal{H} := \nabla^2 f(x_0) \), and \( e_1 \) be the minimum eigendirection of \( \mathcal{H} \), and \( \gamma := \lambda_{\min}(\mathcal{H}) \). We also let \( \mathcal{P}_{-1} \) be the projection to subspace complement to \( e_1 \).

To prove the lemma, we introduce an important concept—coupling sequence.

**Definition 2.7.4 (Coupling Sequence).** Consider two sequences \( \{x_i\} \) and \( \{x'_i\} \) as two separate runs of PSGD (algorithm 2) both starting from \( x_0 \). They are coupled if both sequences share the same randomness \( \mathcal{P}_{-1}x_t \) and \( \theta_t \), while in \( e_1 \) direction \( e_1^\top \xi_t = -e_1^\top \xi'_t \).

The first thing we can show is that if function values of both sequences do not have sufficient decreases, then both sequences are localized in a small ball around \( x_0 \) within \( \mathcal{T} \) iterations.

**Lemma 2.7.5 (Localization of coupling sequence).** Under the notation of Lemma 2.7.6, then:

\[
\mathbb{P}(\min\{f(x_t) - f(x_0), f(x'_t) - f(x_0)\} \leq -\mathcal{T}, \text{ or } \forall t \leq \mathcal{T} : \max\{\|x_t - x_0\|, \|x'_t - x_0\|\} \leq \mathcal{T}^2) \geq 1 - 16d\mathcal{T} \cdot e^{-t}
\]

Proof. This lemma follows from applying Lemma 2.7.2 on both sequences and union bound.

The overall proof strategy for Lemma 2.7.3 is to show localization happens with a very small chance, thus at least one of the sequence must have sufficient descent. In order to prove so, we study the dynamics of the difference of the coupling sequence.

**Lemma 2.7.6 (Dynamics of the difference of coupling sequence).** Consider coupling sequence \( \{x_i\} \) and \( \{x'_i\} \) as in Definition 2.7.4 and let \( \hat{x}_t := x_t - x'_t \). Then \( \hat{x}_t = -q_h(t) - q_{sg}(t) - q_p(t) \), where:

\[
q_h(t) := \eta \sum_{\tau=0}^{t-1} (I - \eta H)^{t-1-\tau} \Delta, \hat{x}_\tau, \quad q_{sg}(t) := \eta \sum_{\tau=0}^{t-1} (I - \eta H)^{t-1-\tau} \hat{\zeta}_\tau, \quad q_p(t) := \eta \sum_{\tau=0}^{t-1} (I - \eta H)^{t-1-\tau} \hat{\xi}_\tau
\]

Here \( \Delta_t := \int_0^1 \nabla^2 f(\psi x_t + (1 - \psi) x'_t)d\psi - \mathcal{H} \), and \( \hat{\zeta}_t := \zeta_t - \zeta'_t, \hat{\xi}_t := \xi_t - \xi'_t \).

Proof. Recall \( \zeta_t = g(x_t; \theta_t) - \nabla f(x_t) \), thus, we have update formula:

\[
x_{t+1} = x_t - \eta (g(x_t; \theta_t) + \xi_t) = x_t - \eta (\nabla f(x_t) + \xi_t + \xi_t)
\]

Taking the difference between \( \{x_i\} \) and \( \{x'_i\} \):

\[
\hat{x}_{t+1} = x_{t+1} - x'_{t+1} = \hat{x}_t - \eta (\nabla f(x_t) - \nabla f(x'_t) + \xi_t - \xi'_t + (\xi_t - \xi'_t))
\]

\[
= \hat{x}_t - \eta ([H + \Delta_t] \hat{x}_t + \hat{\xi}_t + \hat{\xi}_t) = (I - \eta H)\hat{x}_t - \eta [\Delta_t \hat{x}_t + \hat{\xi}_t + e_1 e_1^\top \hat{\xi}_t]
\]

\[
= - \eta \sum_{\tau=0}^{t} t(I - \eta H)^{t-\tau} (\Delta_t \hat{x}_\tau + \hat{\xi}_\tau + \hat{\xi}_\tau)
\]

where \( \Delta_t := \int_0^1 \nabla^2 f(\psi x_t + (1 - \psi) x'_t)d\psi - \mathcal{H} \). This finishes the proof. \( \square \)
In high level, we will show with constant probability, \( q_p(t) \) is the dominating term which controls the major behavior of the dynamics, and \( q_h(t), q_{eg}(t) \) will stay small compared to \( q_p(t) \). To achieve this, we prove following three lemmas.

**Lemma 2.7.7.** Denote \( \alpha(t) := [\sum_{\tau=0}^{t-1}(1 + \eta \gamma)^{2(t-1-\tau)}]^{1/2}; \beta(t) := (1 + \eta \gamma)^t / \sqrt{2 \eta \gamma} \). If \( \eta \gamma \in [0, 1] \), then (1) \( \alpha(t) \leq \beta(t) \) for any \( t \in \mathbb{N} \); (2) \( \alpha(t) \geq \beta(t)/\sqrt{3} \) for \( t \geq \ln(2)/(\eta \gamma) \).

**Proof.** By summation formula of geometric sequence:

\[
\alpha^2(t) := \sum_{\tau=0}^{t-1}(1 + \eta \gamma)^{2(t-1-\tau)} = \frac{(1 + \eta \gamma)^{2t} - 1}{2 \eta \gamma + (\eta \gamma)^2}
\]

Thus, the claim \( \alpha(t) \leq \beta(t) \) for any \( t \in \mathbb{N} \) immediately follows. On the other hand, note for \( t \geq \ln(2)/(\eta \gamma) \), we have \( (1 + \eta \gamma)^{2t} \geq 2^{2\ln 2} \geq 2 \), where the second claim follows by calculations. 

**Lemma 2.7.8.** Under the notation of Lemma 2.7.6 and Lemma 2.7.7, let \( -\gamma := \lambda_{\min}(H) \), then \( \forall \ t > 0 \):

\[
\mathbb{P}(\| q_p(t) \| \leq \frac{c \beta(t) \eta r}{\sqrt{d}} \cdot \sqrt{t}) \geq 1 - 2 e^{-t}
\]

\[
\mathbb{P}(\| q_p(T) \| \geq \frac{\beta(T) \eta r}{10 \sqrt{d}}) \geq \frac{2}{3}
\]

**Proof.** Note \( \hat{\xi}_t \) is one dimensional Gaussian with standard deviation \( 2r/\sqrt{d} \) along \( e_1 \) direction. As a immediate result, \( \eta \sum_{\tau=0}^{t}(I - \eta H)^{t-\tau} \cdot \hat{\xi}_t \) also satisfies one dimensional Gaussian distribution since summation of Gaussian is again Gaussian. Finally note \( e_1 \) is an eigendirection of \( H \) with corresponding eigenvalue \( -\gamma \), and by Lemma 2.7.7 that \( \alpha(t) \leq \beta(t) \). Then, the first inequality immediately follows from the standard concentration inequality for Gaussian; the second inequality follows from the fact if \( Z \sim \mathcal{N}(0, \sigma^2) \) then \( \mathbb{P}(|Z| \leq \lambda \sigma) \leq 2\lambda/\sqrt{2\pi} \leq \lambda \).

**Lemma 2.7.9.** There exists absolute constant \( c_{\max} \), for any \( i \geq c_{\max} \), under the notation of Lemma 2.7.6 and Lemma 2.7.7, let \( -\gamma := \lambda_{\min}(H) \), we have:

\[
\mathbb{P}(\min\{f(x_T) - f(x_0), f(x_T') - f(x_0)\} \leq -T, \text{ or}
\]

\[
\forall t \leq T : \| q_h(t) + q_{eg}(t) \| \leq \frac{\beta(t) \eta r}{20 \sqrt{d}} \geq 1 - 10 d T^2 \cdot \log\left(\frac{T \sqrt{d}}{\eta r}\right) e^{-t}
\]

**Proof.** For simplicity we denote \( \mathcal{E} \) to be the event \( \{\forall \tau \leq t : \max\{\|x_{\tau} - x_0\|^2, \|x_{\tau}' - x_0\|^2\} \leq T^2\} \). We use induction to prove following claims for any \( t \in [0, T] \):

\[
\mathbb{P}(\mathcal{E} \Rightarrow \forall \tau \leq t : \| q_h(\tau) + q_{eg}(\tau) \| \leq \frac{\beta(\tau) \eta \gamma}{20 \sqrt{d}} \geq 1 - 10 d T \cdot \log\left(\frac{T \sqrt{d}}{\eta r}\right) e^{-t}
\]
Then Lemma 2.7.9 directly follow from combining Lemma 2.7.5 and this induction claim.

Clearly for the base case $t = 0$, the claim trivially holds as $q_h(0) = q_b(0) = 0$. Suppose the claim holds for $t$, then by Lemma 2.7.8, with probability at least $1 - 2\mathcal{F}e^{-t}$, we have for any $\tau \leq t$:

$$
\|\tilde{x}_\tau\| \leq \eta\|q_h(\tau) + q_{sg}(\tau)\| + \eta\|q_p(\tau)\| \leq \frac{c\beta(\tau)\eta r}{\sqrt{d}} \cdot \sqrt{t}
$$

Then, under the condition $\max\{\|x_\tau - x_0\|^2, \|x'_\tau - x_0\|^2\} \leq \mathcal{F}^2$, by Hessian Lipschitz, we have $\|\Delta_\tau\| = \|\int_0^1 \nabla^2 f(\psi x_\tau + (1 - \psi)x'_\tau) \psi - \mathcal{H}\| \leq \rho \max\{\|x_\tau - x_0\|, \|x'_\tau - x_0\|\} \leq \rho \mathcal{F}$.

This gives bounds on $q_h(t + 1)$ terms as:

$$
\|q_h(t + 1)\| \leq \eta \sum_{\tau=0}^{t} (1 + \eta\gamma)^{t-\tau} \rho \|\tilde{x}_\tau\| \leq \eta \rho \mathcal{F} \frac{c\beta(t)\eta r}{\sqrt{d}} \leq \frac{\beta(t)\eta r}{40\sqrt{d}}
$$

where the last step is due to $\eta \rho \mathcal{F} \frac{\beta(t)\eta r}{40\sqrt{d}}$ by Eq.(2.8) By picking $\iota$ larger than absolute constant $20c$, then we have $c\eta \rho \mathcal{F} \leq 1/40$.

Also, recall $\hat{\zeta}_t |\mathcal{F}_{t-1}$ is the summation of one nSG($\sigma$) random vector and one nSG($c \cdot r$) random vector, by Lemma 2.9.5 we know with probability at least $1 - 4de^{-t}$:

$$
\|q_{sg}(t + 1)\| \leq c\beta(t + 1)\eta \sigma \sqrt{t}
$$

On the other hand, when assumption C is available, we also have $\hat{\zeta}_t |\mathcal{F}_{t-1} \sim$ nSG($\tilde{\ell} \|\tilde{x}_\tau\|$), by applying Lemma 2.9.6 with $B = \alpha^2(t) \cdot \eta^2 \tilde{\ell}^2 \mathcal{F}^2; b = \alpha^2(t) \cdot \eta^2 \tilde{\ell}^2 \cdot \eta^2 r^2 / d$, we know with probability at least $1 - 4d \cdot \log(\mathcal{F} \sqrt{d} / (\eta \iota)) \cdot e^{-t}$:

$$
\|q_{sg}(t + 1)\| \leq c\eta \tilde{\ell} \sqrt{\sum_{\tau=0}^{t} (1 + \eta\gamma)^{2(t-\tau)} \max\{\|\tilde{x}_\tau\|^2, \frac{\eta^2 r^2}{d}\} \iota} \leq \eta \tilde{\ell} \sqrt{\mathcal{F} \cdot \frac{c\beta(t)\eta r}{\sqrt{d}}} \cdot \sqrt{t} \tag{2.10}
$$

Finally, combine both cases, and by our choice of learning rate $\eta, r$ as in Eq.(2.8) with $\iota$ large enough:

$$
\|q_{sg}(t + 1)\| \leq \frac{c\beta(t)\eta r}{\sqrt{d}} \cdot \min\{\eta \tilde{\ell} \sqrt{\mathcal{F} \iota}, \frac{\sigma \sqrt{d} \iota}{r}\} \leq \frac{\beta(t)\eta r}{40\sqrt{d}}
$$

and the induction follows by triangular inequality and union bound.

Now, we are ready to prove the Lemma 2.7.3, which is the focus of this subsection.

**Proof of Lemma 2.7.3.** We first prove the first claim $P(f(x_\mathcal{F}) - f(x_0) \leq 0.1\mathcal{F}) \geq 1 - 4e^{-t}$. This is essentially because our choice of learning rate and Lemma 2.7.1 we have with probability $1 - 4e^{-t}$:

$$
f(x_\mathcal{F}) - f(x_0) \leq c\eta \tilde{\sigma}^2(\eta \ell \mathcal{F} + \iota) \leq 0.1\mathcal{F}
$$

where the last step is because of our choice of parameters as Eq.(2.8) we have $c\eta \tilde{\sigma}^2(\eta \ell \mathcal{F} + \iota) \leq 2c\mathcal{F} / \iota$ and by picking $\iota$ larger than absolute constant $20c$. 

For the second claim \( \mathbb{P}(f(x_T) - f(x_0) \leq -F) \geq 1/3 - 5dF^2 \cdot \log(F \sqrt{d}/(\eta r))e^{-\iota} \). We consider coupling sequences \( \{x_i\} \) and \( \{x'_i\} \) as defined in Definition 2.7.4. We note Lemma 2.7.8 and Lemma 2.7.9, we know with probability at least 2/3 - 10dF^2 \cdot \log(F \sqrt{d}/(\eta r))e^{-\iota}, if \( \min\{f(x_T) - f(x_0), f(x'_T) - f(x_0)\} > -F \), i.e. both sequences stuck around the saddle point, then we have:

\[
\|q_b(T)\| \geq \frac{\beta(T)\eta r}{10\sqrt{d}}, \quad \|q_b(T) + q_{sg}(T)\| \leq \frac{\beta(T)\eta r}{20\sqrt{d}}
\]

By Lemma 2.7.6, when \( \iota \geq c \cdot \log(\ell \sqrt{d}/(\rho \epsilon)) \) with large absolute constant \( c \), we have:

\[
\max\{\|x_T - x_0\|, \|x'_T - x_0\|\} \geq \frac{1}{2}\|\tilde{x}(T)\| \geq \frac{1}{2}\|q_b(T)\| - \|q_b(T) + q_{sg}(T)\|
\]

\[
\geq \frac{\beta(T)\eta r}{40\sqrt{d}} = \frac{(1 + \eta \gamma)\eta r}{40\sqrt{2\eta^2}d} \leq \frac{2^2\eta r}{80\sqrt{\eta d}} > \mathcal{I}
\]

which contradicts with Lemma 2.7.5. Therefore, we can conclude that \( \mathbb{P}(\min\{f(x_T) - f(x_0), f(x'_T) - f(x_0)\} \leq -F) \geq 2/3 - 10dF^2 \cdot \log(F \sqrt{d}/(\eta r))e^{-\iota} \). We also know the marginal distribution of \( x_T \) and \( x'_T \) is the same, thus they have same probability to escape saddle point. That is:

\[
\mathbb{P}(f(x_T) - f(x_0) \leq -F) \geq \frac{1}{2}\mathbb{P}(\min\{f(x_T) - f(x_0), f(x'_T) - f(x_0)\} \leq -F)
\]

\[
\geq 1/3 - 5dF^2 \cdot \log(F \sqrt{d}/(\eta r))e^{-\iota}
\]

This finishes the proof. \( \square \)

**Proof of Theorem 2.4.4**

Lemma 2.7.1 and Lemma 2.7.3 describe the speed of decrease in the function values when either large gradients or strictly negative curvatures are present. Combining them gives the proof for our main theorem.

**Proof of Theorem 2.4.4** First, we set total iterations \( T \) to be:

\[
T = 100 \max \left\{ \left( \frac{(f(x_0) - f^*)}{\mathcal{I}}, \frac{(f(x_0) - f^*)}{\eta \epsilon^2} \right) \right\} = O \left( \frac{\ell(f(x_0) - f^*)}{\epsilon^2} \cdot \mathfrak{M} \cdot t^9 \right)
\]

We will show that the following **two claims** hold simultaneously with 1 - \( \delta \) probability:

1. at most \( T/4 \) iterates has large gradient, i.e. \( \|\nabla f(x_i)\| \geq \epsilon \);

2. at most \( T/4 \) iterates are close to saddle points, i.e. \( \|\nabla f(x_i)\| \leq \epsilon \) and \( \lambda_{\min}(\nabla^2 f(x_i)) \leq -\sqrt{\rho \epsilon} \).

Therefore, at least \( T/2 \) iterates are \( \epsilon \)-second order stationary point. We prove two claims separately.
Claim 1. Suppose within $T$ steps, we have more than $T/4$ iterates that gradient is large (i.e. $\|\nabla f(x_t)\| \geq \epsilon$). Recall by Lemma 2.7.1 we have with probability $1 - 4e^{-\iota}$:

$$f(x_T) - f(x_0) \leq -\frac{\eta}{8} \sum_{i=0}^{T-1} \|\nabla f(x_i)\|^2 + c\eta\tilde{\sigma}^2(\eta\ell T + \iota) \leq -\eta \left[ \frac{T\epsilon^2}{32} - \tilde{\sigma}^2(\eta\ell T + \iota) \right]$$

we note by our choice of $\eta, r, T$ and picking $\iota$ larger than some absolute constant, we have $T\epsilon^2/32 - \tilde{\sigma}^2(\eta\ell T + \iota) \geq T\epsilon^2/64$, and thus $f(x_T) \leq f(x_0) - T\epsilon^2/64 < f^*$ which can not be achieved.

Claim 2. We first define the stopping time which are the starting time we can apply Lemma 2.7.3:

$$z_1 = \inf\{\tau \mid \|\nabla f(x_\tau)\| \leq \epsilon \text{ and } \lambda_{\text{min}}(f(x_\tau)) \leq -\sqrt{\rho\epsilon} \}$$

$$z_i = \inf\{\tau \mid \tau > z_{i-1} + \mathcal{T} \text{ and } \|\nabla f(x_\tau)\| \leq \epsilon \text{ and } \lambda_{\text{min}}(f(x_\tau)) \leq -\sqrt{\rho\epsilon} \}, \quad \forall i > 1$$

Clearly, $z_i$ is a stopping time, and is the $i$-th time in the sequence that we can apply Lemma 2.7.3. We also let $M$ be a stochastic variable where $M = \max\{i \mid z_i + \mathcal{T} \leq T\}$. Therefore, we can decompose the decrease $f(x_T) - f(x_0)$ as follows:

$$f(x_T) - f(x_0) = \sum_{i=1}^{M} [f(x_{z_i} + \mathcal{T}) - f(x_{z_i})]$$

$$+ [f(x_T) - f(x_{z_M})] + [f(x_{z_1}) - f(x_0)] + \sum_{i=1}^{M-1} [f(x_{z_{i+1}}) - f(x_{z_i} + \mathcal{T})]$$

For the first term $T_1$, by Lemma 2.7.3 and supermartingale concentration inequality, for each fixed $m \leq T$:

$$\mathbb{P}\left( \sum_{i=1}^{m} [f(x_{z_i} + \mathcal{T}) - f(x_{z_i})] \leq -(0.9m - c\sqrt{m \cdot \iota})\mathcal{T} \right) \geq 1 - 5d\mathcal{T}^2 T \cdot \log(\mathcal{T}\sqrt{d}/(\eta r))e^{-\iota}$$

Since random variable $M \leq T/\mathcal{T} \leq T$, by union bound, we know with probability $1 - 5d\mathcal{T}^2 T^2 \cdot \log(\mathcal{T}\sqrt{d}/(\eta r))e^{-\iota}$:

$$T_1 \leq -(0.9M - c\sqrt{M \cdot \iota})\mathcal{T}$$

For the second term, by union bound on Lemma 2.7.1 for all $0 \leq t_1, t_2 \leq T$, with probability $1 - 4T^2 e^{-\iota}$:

$$T_2 \leq c \cdot \eta\tilde{\sigma}^2(\eta\ell T + 2\iota)$$
Table 2.2: A summary of related work on first-order algorithms to find second-order stationary points in non-stochastic setting. This table only highlights the dependences on $d$ and $\epsilon$. † denotes the follow up work.

Therefore, in sum if within $T$ steps, we have more than $T/4$ saddle points, then $M \geq T/4T$, and with probability $1 - 10dT^2T^2 \cdot \log(\sqrt{d}/(\eta r))e^{-\epsilon}$:

$$f(x_T) - f(x_0) \leq -(0.9M - c\sqrt{M \cdot T})\mathcal{F} + c \cdot \eta\bar{\sigma}^2(\eta T + 2M) \leq -0.4M\mathcal{F} \leq -0.4T\mathcal{F}/\mathcal{F}$$

This will gives $f(x_T) \leq f(x_0) - 0.4T\mathcal{F}/\mathcal{F} < f^*$ which can not be achieved.

Finally, it is not hard to verify, by choose $\iota = c \cdot \log \left( \frac{dTm}{\rho \delta} \right)$ with absolute constant $c$ large enough, we can make both claims hold with probability $1 - \delta$. 

---

### 2.8 Tables of Related Work

In Table 2.2 and Table 2.3 we present the full comparison of our results with other related works in both non-stochastic and stochastic settings. See Section 2.1 for the full text descriptions. We note our algorithms are simple variants of standard GD and SGD, which are the simplest among all the algorithms listed in the table.
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## Table 2.3

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>$\text{Iterations (with Assumption C)}$</th>
<th>$\text{Iterations (no Assumption C)}$</th>
<th>Simplicity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Noisy GD (Ge et al., 2015)</td>
<td>$d^4 \text{poly}(\epsilon^{-1})$</td>
<td>$d^4 \text{poly}(\epsilon^{-1})$</td>
<td></td>
</tr>
<tr>
<td>CNC-SGD (Daneshmand et al., 2018)</td>
<td>$\tilde{O}(d^4 \epsilon^{-5})$</td>
<td>$\tilde{O}(d^4 \epsilon^{-5})$</td>
<td>single-loop</td>
</tr>
<tr>
<td><strong>PSGD (this work)</strong></td>
<td>$\tilde{O}(\epsilon^{-4})$</td>
<td>$\tilde{O}(d \epsilon^{-4})$</td>
<td></td>
</tr>
<tr>
<td>*SGD with averaging (Fang, Lin, and Zhang, 2019)</td>
<td>$\tilde{O}(\epsilon^{-3.5})$</td>
<td>$\times$</td>
<td></td>
</tr>
<tr>
<td>Natasha 2 (Allen-Zhu, 2018)</td>
<td>$\tilde{O}(\epsilon^{-3.5})$</td>
<td>$\times$</td>
<td>double-loop</td>
</tr>
<tr>
<td>Stochastic Cubic (Tripuraneni et al., 2018)</td>
<td>$\tilde{O}(\epsilon^{-3.5})$</td>
<td>$\times$</td>
<td></td>
</tr>
<tr>
<td>SPIDER (Fang et al., 2018)</td>
<td>$\tilde{O}(\epsilon^{-3})$</td>
<td>$\times$</td>
<td></td>
</tr>
<tr>
<td>SRVRC (Zhou and Gu, 2019)</td>
<td>$\tilde{O}(\epsilon^{-3})$</td>
<td>$\times$</td>
<td></td>
</tr>
</tbody>
</table>

Table 2.3: A summary of related work on first-order algorithms to find second-order stationary points in stochastic setting. This table only highlights the dependences on $d$ and $\epsilon$. * denotes independent work.

### 2.9 Concentration Inequalities

In this section, we present the concentration inequalities required for this work. Please refer to the technical note (Jin et al., 2019a) for the proofs of Lemmas 2.9.2, 2.9.3, 2.9.5 and 2.9.6.

Recall the definition of norm-subGaussian random vector.

**Definition 2.9.1.** A random vector $X \in \mathbb{R}^d$ is norm-subGaussian (or nSG($\sigma$)), if there exists $\sigma$ so that:

$$
P(\|X - EX\| \geq t) \leq 2e^{-\frac{t^2}{2\sigma^2}}, \quad \forall t \in \mathbb{R}$$

We first note bounded random vector and subGaussian random vector are two special case of norm-subGaussian random vector.

**Lemma 2.9.2.** There exists absolute constant $c$ so that the following random vectors are all nSG($c \cdot \sigma$).

1. A bounded random vector $X \in \mathbb{R}^d$ so that $\|X\| \leq \sigma$.

2. A random vector $X \in \mathbb{R}^d$, where $X = \xi e_1$ and random variable $\xi \in \mathbb{R}$ is $\sigma$-subGaussian.
3. A random vector $X \in \mathbb{R}^d$ that is $(\sigma/\sqrt{d})$-subGaussian.

Second, we have if $X$ is norm-subGaussian, then its norm square is subExponential, and its component along a single direction is subGaussian.

**Lemma 2.9.3.** There is an absolute constant $c$ so that if random vector $X \in \mathbb{R}^d$ is zero-mean nSG($\sigma$), then $\|X\|^2$ is $c \cdot \sigma^2$-subExponential, and for any fixed unit vector $v \in S^{d-1}$, $\langle v, X \rangle$ is $c \cdot \sigma$-subGaussian.

For concentration, we are interested in the properties of norm-subGaussian martingale difference sequences. Concretely, they are sequences satisfying following conditions.

**Condition 2.9.4.** Let random vectors $X_1, \ldots, X_n \in \mathbb{R}^d$, and corresponding filtrations $\mathcal{F}_i = \sigma(X_1, \ldots, X_i)$ for $i \in [n]$ satisfy that $X_i | \mathcal{F}_{i-1}$ is zero-mean nSG($\sigma_i$) with $\sigma_i \in \mathcal{F}_{i-1}$. i.e.,

$$
\mathbb{E}[X_i | \mathcal{F}_{i-1}] = 0, \quad \mathbb{P}\left(\|X_i\| \geq t | \mathcal{F}_{i-1}\right) \leq 2e^{-\frac{t^2}{2\sigma_i^2}}, \quad \forall t \in \mathbb{R}, \forall i \in [n].
$$

Similar to subGaussian random variables, we can also prove Hoeffding type inequality for norm-subGaussian random vector which is tight up to a $\log(d)$ factor.

**Lemma 2.9.5 (Hoeffding type inequality for norm-subGaussian).** There exists an absolute constant $c$, assume $X_1, \ldots, X_n \in \mathbb{R}^d$ satisfy condition 2.9.4 with fixed $\{\sigma_i\}$, then for any $\iota > 0$, with probability at least $1 - 2d \cdot e^{-\iota}$:

$$
\left\| \sum_{i=1}^{n} X_i \right\| \leq c \cdot \sqrt{\sum_{i=1}^{n} \sigma_i^2 \cdot \iota}
$$

In case of $\{\sigma_i\}$ also being random, we have the following.

**Lemma 2.9.6.** There exists an absolute constant $c$, assume $X_1, \ldots, X_n \in \mathbb{R}^d$ satisfy condition 2.9.4, then for any $\iota > 0$, and $B > b > 0$, with probability at least $1 - 2d \log(B/b) \cdot e^{-\iota}$:

$$
\sum_{i=1}^{n} \sigma_i^2 \geq B \quad \text{or} \quad \left\| \sum_{i=1}^{n} X_i \right\| \leq c \cdot \sqrt{\max\left\{ \sum_{i=1}^{n} \sigma_i^2, b \right\} \cdot \iota}
$$

Finally, we can also provide concentration inequalities for the sum of norm square of norm-subGaussian random vectors, and for the sum of inner product of norm-subGaussian random vectors with another set of random vectors.

**Lemma 2.9.7.** Assume $X_1, \ldots, X_n \in \mathbb{R}^d$ satisfy Condition 2.9.4 with fixed $\sigma_1 = \ldots = \sigma_n = \sigma$, then there exists absolute constant $c$, for any $\iota > 0$, with probability at least $1 - e^{-\iota}$:

$$
\sum_{i=1}^{n} \|X_i\|^2 \leq c \cdot \sigma^2 (n + \iota)
$$
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Proof. Note there exists an absolute constant $c$ such that $\mathbb{E}[\|X_i\|^2|\mathcal{F}_{i-1}] \leq c \cdot \sigma^2$, and $\|X_i\|^2|\mathcal{F}_{i-1}$ is $c \cdot \sigma^2$-subExponential. This lemma directly follows from standard Bernstein type concentration inequalities for subExponential random variables.

Lemma 2.9.8. There exists absolute constant $c$, assume $X_1, \ldots, X_n \in \mathbb{R}^d$ satisfy Condition 2.9.4 and random vectors $\{u_i\}$ satisfy $u_i \in \mathcal{F}_{i-1}$ for all $i \in [n]$, then for any $\iota > 0$, $\lambda > 0$, with probability at least $1 - e^{-\iota}$:

$$\sum_i \langle u_i, X_i \rangle \leq c \cdot \lambda \sum_i \|u_i\|^2 \sigma_i^2 + \frac{1}{\lambda} \cdot \iota$$

Proof. For any $i \in [n]$ and fixed $\lambda > 0$, since $u_i \in \mathcal{F}_{i-1}$, according to Lemma 2.9.3, there exists constant $c$ so that $\langle u_i, X_i \rangle|\mathcal{F}_{i-1}$ is $c \cdot \|u_i\|\sigma_i$-subGaussian. Thus:

$$\mathbb{E}[e^{\lambda \langle u_i, X_i \rangle}|\mathcal{F}_{i-1}] \leq e^{c \cdot \lambda^2 \|u_i\|^2 \sigma_i^2}$$

Therefore, consider following quantity:

$$\mathbb{E}e^{\sum_{i=1}^t (\lambda \langle u_i, X_i \rangle - c \cdot \lambda^2 \|u_i\|^2 \sigma_i^2)} = \mathbb{E} \left[ e^{\sum_{i=1}^t \lambda \langle u_i, X_i \rangle - c \cdot \lambda^2 \sum_{i=1}^t \|u_i\|^2 \sigma_i^2} \cdot \mathbb{E} \left( e^{\lambda \langle u_i, X_i \rangle}|\mathcal{F}_{t-1} \right) \right]$$

$$\leq \mathbb{E} \left[ e^{\sum_{i=1}^t \lambda \langle u_i, X_i \rangle - c \cdot \lambda^2 \sum_{i=1}^t \|u_i\|^2 \sigma_i^2} \cdot e^{c \cdot \lambda^2 \|u_i\|^2 \sigma_i^2} \right]$$

$$= \mathbb{E} e^{\sum_{i=1}^t (\lambda \langle u_i, X_i \rangle - c \cdot \lambda^2 \|u_i\|^2 \sigma_i^2)} \leq 1$$

Finally, by Markov’s inequality, for any $t > 0$:

$$\mathbb{P} \left( \sum_{i=1}^t (\lambda \langle u_i, X_i \rangle - c \cdot \lambda^2 \|u_i\|^2 \sigma_i^2) \geq t \right) \leq \mathbb{P} \left( e^{\sum_{i=1}^t (\lambda \langle u_i, X_i \rangle - c \cdot \lambda^2 \|u_i\|^2 \sigma_i^2)} \geq e^t \right)$$

$$\leq e^{-t} \mathbb{E} e^{\sum_{i=1}^t (\lambda \langle u_i, X_i \rangle - c \cdot \lambda^2 \|u_i\|^2 \sigma_i^2)} \leq e^{-t}$$

This finishes the proof. □
Chapter 3

Escaping Saddle Points Faster using Momentum

Nesterov’s accelerated gradient descent (AGD), an instance of the general family of “momentum methods,” provably achieves faster convergence rate than gradient descent (GD) in the convex setting. However, whether these methods are superior to GD in the non-convex setting remains open. This work studies a simple variant of AGD, and shows that it escapes saddle points and finds a second-order stationary point in $\tilde{O}(1/\epsilon^{7/4})$ iterations, faster than the $\tilde{O}(1/\epsilon^2)$ iterations required by GD. To the best of our knowledge, this is the first Hessian-free algorithm to find a second-order stationary point faster than GD, and also the first single-loop algorithm with a faster rate than GD even in the setting of finding a first-order stationary point. Our analysis is based on two key ideas: (1) the use of a simple Hamiltonian function, inspired by a continuous-time perspective, which AGD monotonically decreases per step even for nonconvex functions, and (2) a novel framework called improve or localize, which is useful for tracking the long-term behavior of gradient-based optimization algorithms. We believe that these techniques may deepen our understanding of both acceleration algorithms and nonconvex optimization.

3.1 Introduction

Nonconvex optimization problems are ubiquitous in modern machine learning. While it is NP-hard to find global minima of a nonconvex function in the worst case, in the setting of machine learning it has proved useful to consider a less stringent notion of success, namely that of convergence to a first-order stationary point (where $\nabla f(x) = 0$). Gradient descent (GD), a simple and fundamental optimization algorithm that has proved its value in large-scale machine learning, is known to find an $\epsilon$-first-order stationary point (where $\|\nabla f(x)\| \leq \epsilon$) in $O(1/\epsilon^2)$ iterations (Nesterov, 1998), and this rate is sharp (Cartis, Gould, and Toint, 2010). Such results, however, do not seem to address the practical success of gradient descent; first-order stationarity includes local minima, saddle points or even local maxima, and a mere
guarantee of convergence to such points seems unsatisfying. Indeed, architectures such as deep neural networks induce optimization surfaces that can be teeming with such highly suboptimal saddle points (Dauphin et al., 2014). It is important to study to what extent gradient descent avoids such points, particularly in the high-dimensional setting in which the directions of escape from saddle points may be few.

This work focuses on convergence to a second-order stationary point (where $\nabla f(x) = 0$ and $\nabla^2 f(x) \succeq 0$). Second-order stationarity rules out many common types of saddle points (strict saddle points where $\lambda_{\min}(\nabla^2 f(x)) < 0$), allowing only local minima and higher-order saddle points. A significant body of recent work, some theoretical and some empirical, shows that for a large class of well-studied machine learning problems, neither higher-order saddle points nor spurious local minima exist. That is, all second-order stationary points are (approximate) global minima for these problems. Choromanska et al. (2014) and Kawaguchi (2016) present such a result for learning multi-layer neural networks, Bandeira, Boumal, and Voroninski (2016) and Mei et al. (2017) for synchronization and MaxCut, Boumal, Voroninski, and Bandeira (2016) for smooth semidefinite programs, Bhojanapalli, Neyshabur, and Srebro (2016) for matrix sensing, Ge, Lee, and Ma (2016) for matrix completion, and Ge, Jin, and Zheng (2017) for robust PCA. These results strongly motivate the quest for efficient algorithms to find second-order stationary points.

Hessian-based algorithms can explicitly compute curvatures and thereby avoid saddle points (e.g., (Nesterov and Polyak, 2006; Curtis, Robinson, and Samadi, 2014)), but these algorithms are computationally infeasible in the high-dimensional regime. GD, by contrast, is known to get stuck at strict saddle points Nesterov, 1998, Section 1.2.3. Recent work has reconciled this conundrum in favor of GD; (Jin et al., 2017), building on earlier work of (Ge et al., 2015), show that a perturbed version of GD converges to an $\epsilon$-relaxed version of a second-order stationary point (see Definition 2.2.9) in $O(1/\epsilon^2)$ iterations. That is, perturbed GD in fact finds second-order stationary points as fast as standard GD finds first-order stationary point, up to logarithmic factors in dimension.

On the other hand, GD is known to be suboptimal in the convex case. In a celebrated work, Nesterov (1983) showed that an accelerated version of gradient descent (AGD) finds an $\epsilon$-suboptimal point (see Section 3.2) in $O(1/\sqrt{\epsilon})$ steps, while gradient descent takes $O(1/\epsilon)$ steps. The basic idea of acceleration has been used to design faster algorithms for a range of other convex optimization problems (Beck and Teboulle, 2009; Nesterov, 2012; Lee and Sidford, 2013; Shalev-Shwartz and Zhang, 2014). We will refer to this general family as “momentum-based methods.”

Such results have focused on the convex setting. It is open as to whether momentum-based methods yield faster rates in the nonconvex setting, specifically when we consider the convergence criterion of second-order stationarity. We are thus led to ask the following question:

Do momentum-based methods yield faster convergence than GD in the presence of saddle points?
Algorithm 5 Nesterov’s Accelerated Gradient Descent ($x_0, \eta, \theta$)

1: $v_0 \leftarrow 0$
2: for $t = 0, 1, \ldots, \text{do}$
3: $y_t \leftarrow x_t + (1 - \theta)v_t$
4: $x_{t+1} \leftarrow y_t - \eta \nabla f(y_t)$
5: $v_{t+1} \leftarrow x_{t+1} - x_t$

Algorithm 6 Perturbed Accelerated Gradient Descent ($x_0, \eta, \theta, \gamma, s, r, \mathcal{T}$)

1: $v_0 \leftarrow 0$
2: for $t = 0, 1, \ldots, \text{do}$
3: if $\|\nabla f(x_t)\| \leq \epsilon$ and no perturbation in last $\mathcal{T}$ steps then
4: $x_t \leftarrow x_t + \xi_t \quad \xi_t \sim \text{Unif}(B_0(r))$
5: $y_t \leftarrow x_t + (1 - \theta)v_t$
6: $x_{t+1} \leftarrow y_t - \eta \nabla f(y_t)$
7: $v_{t+1} \leftarrow x_{t+1} - x_t$
8: if $f(x_t) \leq f(y_t) + \langle \nabla f(y_t), x_t - y_t \rangle - \frac{\gamma}{2} \|x_t - y_t\|^2$ then
9: $(x_{t+1}, v_{t+1}) \leftarrow \text{Negative-Curvature-Exploitation}(x_t, v_t, s)$

This work answers this question in the affirmative. We present a simple momentum-based algorithm (PAGD for “perturbed AGD”) that finds an $\epsilon$-second order stationary point in $\tilde{O}(1/\epsilon^{7/4})$ iterations, faster than the $\tilde{O}(1/\epsilon^2)$ iterations required by GD. The pseudocode of our algorithm is presented in Algorithm 6.\footnote{See Section 3.3 for values of various parameters.} PAGD adds two algorithmic features to AGD (Algorithm 5):

- Perturbation (Lines 3-4): when the gradient is small, we add a small perturbation sampled uniformly from a $d$-dimensional ball with radius $r$. The homogeneous nature of this perturbation mitigates our lack of knowledge of the curvature tensor at or near saddle points.

- Negative Curvature Exploitation (NCE, Lines 8-9; pseudocode in Algorithm 7): when the function becomes “too nonconvex” along $y_t$ to $x_t$, we reset the momentum and decide whether to exploit negative curvature depending on the magnitude of the current momentum $v_t$.

We note that both components are straightforward to implement and increase computation by a constant factor. The perturbation idea follows from (Ge et al., 2015) and (Jin et al., 2017), while NCE is inspired by (Carmon et al., 2017a). To the best of our knowledge, PAGD is the first Hessian-free algorithm to find a second-order stationary point in $\tilde{O}(1/\epsilon^{7/4})$ steps. Note also that PAGD is a “single-loop algorithm,” meaning that it does not require
Table 3.1: Complexity of finding stationary points. \(\tilde{O}(\cdot)\) ignores polylog factors in \(d\) and \(\epsilon\).

Related Work

In this section, we review related work from the perspective of both nonconvex optimization and momentum/acceleration. For clarity of presentation, when discussing rates, we focus on the dependence on the accuracy \(\epsilon\) and the dimension \(d\) while assuming all other problem parameters are constant. Table 3.1 presents a comparison of the current work with previous work.

**Convergence to first-order stationary points:** Traditional analyses in this case assume only Lipschitz gradients (see Definition 2.2.1). (Nesterov, 1998) shows that GD finds an \(\epsilon\)-first-order stationary point in \(O(1/\epsilon^2)\) steps. (Ghadimi and Lan, 2016) guarantee that AGD also converges in \(\tilde{O}(1/\epsilon^2)\) steps. Under the additional assumption of Lipschitz Hessians (see Definition 2.2.2), Carmon et al. (2017a) develop a new algorithm that converges in \(\tilde{O}(1/\epsilon^{7/4})\) steps. Their algorithm is a nested-loop algorithm, where the outer loop adds a proximal term to reduce the nonconvex problem to a convex subproblem. A key novelty in their algorithm is the idea of “negative curvature exploitation,” which inspired a similar step in our algorithm. In addition to the qualitative and quantitative differences between (Carmon et al., 2017a) and the current work, as summarized in Table 3.1 we note that while (Carmon et al., 2017a) analyze AGD applied to convex subproblems, we analyze AGD applied directly to nonconvex functions through a novel Hamiltonian framework.

**Convergence to second-order stationary points:** All results in this setting assume Lipschitz conditions for both the gradient and Hessian. Classical approaches, such as cubic regularization (Nesterov and Polyak, 2006) and trust region algorithms (Curtis, Robinson,
and Samadi, 2014, require access to Hessians, and are known to find \( \epsilon \)-second-order stationary points in \( \tilde{O}(1/\epsilon^{1.5}) \) steps. However, the requirement of these algorithms to form the Hessian makes them infeasible for high-dimensional problems. A second set of algorithms utilize only Hessian-vector products instead of the explicit Hessian; in many applications such products can be computed efficiently. Rates of \( \tilde{O}(1/\epsilon^{7/4}) \) have been established for such algorithms (Carmon et al., 2016; Agarwal et al., 2017; Royer and Wright, 2017). Finally, in the realm of purely gradient-based algorithms, Ge et al. (2015) present the first polynomial guarantees for a perturbed version of GD, and Jin et al. (2017) sharpen it to \( \tilde{O}(1/\epsilon^{2}) \). For the special case of quadratic functions, O’Neill and Wright (2017) analyze the behavior of AGD around critical points and show that it escapes saddle points faster than GD. We note that the current work is the first achieving a rate of \( \tilde{O}(1/\epsilon^{7/4}) \) for general nonconvex functions.

**Acceleration:** There is also a rich literature that aims to understand momentum methods; e.g., Allen-Zhu and Orecchia (2014) view AGD as a linear coupling of GD and mirror descent, Su, Boyd, and Candes (2016) and Wibisono, Wilson, and Jordan (2016) view AGD as a second-order differential equation, and Bubeck, Lee, and Singh (2015) view AGD from a geometric perspective. Most of this work is tailored to the convex setting, and it is unclear and nontrivial to generalize the results to a nonconvex setting. There are also several works that study AGD with relaxed versions of convexity—see Necoara, Nesterov, and Glineur (2015) and Li and Lin (2017) and references therein for overviews of these results.

**Main Techniques**

Our results rely on the following three key ideas. To the best of our knowledge, the first two are novel, while the third one was delineated in Jin et al. (2017).

**Hamiltonian:** A major challenge in analyzing momentum-based algorithms is that the objective function does not decrease monotonically as is the case for GD. To overcome this in the convex setting, several Lyapunov functions have been proposed (Wilson, Recht, and Jordan, 2016). However, these Lyapunov functions involve the global minimum \( x^* \), which cannot be computed by the algorithm, and is thus of limited value in the nonconvex setting. A key technical contribution of this work is the design of a function which is both computable and tracks the progress of AGD. The function takes the form of a Hamiltonian:

\[
E_t := f(x_t) + \frac{1}{2\eta} \|v_t\|^2; \tag{3.1}
\]

i.e., a sum of potential energy and kinetic energy terms. It is monotonically decreasing in the continuous-time setting. This is not the case in general in the discrete-time setting, a fact which requires us to incorporate the NCE step.

**Improve or localize:** Another key technical contribution of this work is in formalizing a simple but powerful framework for analyzing nonconvex optimization algorithms. This framework requires us to show that for a given algorithm, *either the algorithm makes significant progress or the iterates do not move much.* We call this the improve-or-localize phe-
nomenon. For instance, when progress is measured by function value, it is easy to show that for GD, with proper choice of learning rate, we have:

\[
\frac{1}{2\eta} \sum_{\tau=0}^{t-1} \|x_{\tau+1} - x_{\tau}\|^2 \leq f(x_0) - f(x_t).
\]

For AGD, a similar lemma can be shown by replacing the objective function with the Hamiltonian (see Lemma 3.4.1). Once this phenomenon is established, we can conclude that if an algorithm does not make much progress, it is localized to a small ball, and we can then approximate the objective function by either a linear or a quadratic function (depending on smoothness assumptions) in this small local region. Moreover, an upper bound on \(\sum_{\tau=0}^{t-1} \|x_{\tau+1} - x_{\tau}\|^2\) lets us conclude that iterates do not oscillate much in this local region (oscillation is a unique phenomenon of momentum algorithms as can be seen even in the convex setting). This gives us better control of approximation error.

**Coupling sequences for escaping saddle points:** When an algorithm arrives in the neighborhood of a strict saddle point, where \(\lambda_{\text{min}}(\nabla^2 f(x)) < 0\), all we know is that there exists a direction of escape (the direction of the minimum eigenvector of \(\nabla^2 f(x)\)); denote it by \(e_{\text{esc}}\). To avoid such points, the algorithm randomly perturbs the current iterate uniformly in a small ball, and runs AGD starting from this point \(\tilde{x}_0\). As in [Jin et al., 2017], we can divide this ball into a “stuck region,” \(X_{\text{stuck}}\), starting from which AGD does not escape the saddle quickly, and its complement from which AGD escapes quickly. In order to show quick escape from a saddle point, we must show that the volume of \(X_{\text{stuck}}\) is very small compared to that of the ball. Though \(X_{\text{stuck}}\) may be without an analytical form, one can control the rate of escape by studying two AGD sequences that start from two realizations of perturbation, \(\tilde{x}_0\) and \(\tilde{x}_0'\), which are separated along \(e_{\text{esc}}\) by a small distance \(r_0\). In this case, at least one of the sequences escapes the saddle point quickly, which proves that the width of \(X_{\text{stuck}}\) along \(e_{\text{esc}}\) cannot be greater than \(r_0\), and hence \(X_{\text{stuck}}\) has small volume.

### 3.2 Preliminaries

In this section, we will review some well-known results on GD and AGD in the strongly convex setting, and existing results on convergence of GD to second-order stationary points.

**Notation**

Bold upper-case letters \((A, B)\) denote matrices and bold lower-case letters \((x, y)\) denote vectors. For vectors \(\|\cdot\|\) denotes the \(\ell_2\)-norm. For matrices, \(\|\cdot\|\) denotes the spectral norm and \(\lambda_{\text{min}}(\cdot)\) denotes the minimum eigenvalue. For \(f : \mathbb{R}^d \to \mathbb{R}\), \(\nabla f(\cdot)\) and \(\nabla^2 f(\cdot)\) denote its gradient and Hessian respectively, and \(f^*\) denotes its global minimum. We use \(O(\cdot), \Theta(\cdot), \Omega(\cdot)\) to hide absolute constants, and \(\widetilde{O}(\cdot), \widetilde{\Theta}(\cdot), \widetilde{\Omega}(\cdot)\) to hide absolute constants and polylog factors for all problem parameters.
Algorithm 7 Negative Curvature Exploitation($x_t, v_t, s$)

1: if $\|v_t\| \geq s$ then
2: \hspace{1em} $x_{t+1} \leftarrow x_t$;
3: else
4: \hspace{1em} $\delta = s \cdot v_t / \|v_t\|$;
5: \hspace{1em} $x_{t+1} \leftarrow \arg\min_{x \in \{x_t + \delta, x_t - \delta\}} f(x)$;
6: return $(x_{t+1}, 0)$

Convex Setting

To minimize a function $f(\cdot)$, GD performs the following sequence of steps:

$$x_{t+1} = x_t - \eta \nabla f(x_t).$$

The suboptimality of GD and the improvement achieved by AGD can be clearly illustrated for the case of smooth and strongly convex functions.

Definition 3.2.1. A twice-differentiable function $f(\cdot)$ is $\alpha$-strongly convex if $\lambda_{\min}(\nabla^2 f(x)) \geq \alpha, \forall x$.

Let $f^* := \min_y f(y)$. A point $x$ is said to be $\epsilon$-suboptimal if $f(x) \leq f^* + \epsilon$. The following theorem gives the convergence rate of GD and AGD for smooth and strongly convex functions.

Theorem 3.2.2 ((Nesterov, 2004)). Assume that the function $f(\cdot)$ is $\ell$-gradient Lipschitz and $\alpha$-strongly convex. Then, for any $\epsilon > 0$, the iteration complexities to find an $\epsilon$-suboptimal point are as follows:

- GD with $\eta = 1/\ell$: $O((\ell/\alpha) \cdot \log((f(x_0) - f^*)/\epsilon))$
- AGD (Algorithm 5) with $\eta = 1/\ell$ and $\theta = \sqrt{\alpha/\ell}$: $O(\sqrt{\ell/\alpha} \cdot \log((f(x_0) - f^*)/\epsilon))$.

The number of iterations of GD depends linearly on the ratio $\ell/\alpha$, which is called the condition number of $f(\cdot)$ since $\alpha I \preceq \nabla^2 f(x) \preceq \ell I$. Clearly $\ell \geq \alpha$ and hence condition number is always at least one. Denoting the condition number by $\kappa$, we highlight two important aspects of AGD: (1) the momentum parameter satisfies $\theta = 1/\sqrt{\kappa}$ and (2) AGD improves upon GD by a factor of $\sqrt{\kappa}$.

3.3 Main Result

In this section, we present our algorithm and main result. As mentioned in Section 3.1, the algorithm we propose is essentially AGD with two key differences (see Algorithm 6): perturbation and negative curvature exploitation (NCE). A perturbation is added when the
gradient is small (to escape saddle points), and no more frequently than once in \( T \) steps. The perturbation \( \xi_t \) is sampled uniformly from a \( d \)-dimensional ball with radius \( r \). The specific choices of gap and uniform distribution are for technical convenience (they are sufficient for our theoretical result but not necessary).

NCE (Algorithm 7) is explicitly designed to guarantee decrease of the Hamiltonian \( (3.1) \). When it is triggered, i.e., when \( f(x_t) \leq f(y_t) + \langle \nabla f(y_t), x_t - y_t \rangle - \gamma \| x_t - y_t \|^2 \) (3.2)
the function has a large negative curvature between the current iterates \( x_t \) and \( y_t \). In this case, if the momentum \( v_t \) is small, then \( y_t \) and \( x_t \) are close, so the large negative curvature also carries over to the Hessian at \( x_t \) due to the Lipschitz property. Assaying two points along \( \pm (y_t - x_t) \) around \( x_t \) gives one point that is negatively aligned with \( \nabla f(x_t) \) and yields a decreasing function value and Hamiltonian. If the momentum \( v_t \) is large, negative curvature can no longer be exploited, but fortunately resetting the momentum to zero kills the second term in \( (3.1) \) significantly decreasing the Hamiltonian.

Setting of hyperparameters: Let \( \epsilon \) be the target accuracy for a second-order stationary point, let \( \ell \) and \( \rho \) be gradient/Hessian-Lipschitz parameters, and let \( c, \chi \) be absolute constant and log factor to be specified later. Let \( \kappa := \frac{\ell}{\sqrt{\rho \epsilon}} \), and set
\[
\eta = \frac{1}{4\ell}, \quad \theta = \frac{1}{4\sqrt{\kappa}}, \quad \gamma = \frac{\theta^2}{\eta}, \quad s = \frac{\gamma}{4\rho}, \quad T = \sqrt{\kappa} \cdot \chi c, \quad r = \eta \epsilon \cdot \chi^{-5} c^{-8} .
\] (3.3)
The following theorem is the main result of this work.

**Theorem 3.3.1.** Assume that the function \( f(\cdot) \) is \( \ell \)-smooth and \( \rho \)-Hessian Lipschitz. There exists an absolute constant \( c_{\text{max}} \) such that for any \( \delta > 0 \), \( \epsilon \leq \frac{\ell^2}{\rho} \), \( \Delta_f \geq f(x_0) - f^* \), if \( \chi = \max\{1, \log \frac{d \Delta_f}{\rho \delta} \}, \quad c \geq c_{\text{max}} \) and such that if we run PAGD (Algorithm 8) with choice of parameters according to \( (3.3) \), then with probability at least \( 1 - \delta \), one of the iterates \( x_t \) will be an \( \epsilon \)-second order stationary point in the following number of iterations:
\[
O \left( \frac{\ell^{1/2} \rho^{1/4} (f(x_0) - f^*)}{\epsilon^{7/4}} \log^6 \left( \frac{d \Delta_f}{\rho \epsilon \delta} \right) \right)
\]
Theorem 3.3.1 says that when PAGD is run for the designated number of steps (which is poly-logarithmic in dimension), at least one of the iterates is an \( \epsilon \)-second-order stationary point. We focus on the case of small \( \epsilon \) (i.e., \( \epsilon \leq \ell^2/\rho \)) so that the Hessian requirement for the \( \epsilon \)-second-order stationary point \( (\lambda_{\min}(\nabla^2 f(x))) \geq -\sqrt{\rho \epsilon} \) is nontrivial. Note that \( \| \nabla^2 f(x) \| \leq \ell \) implies \( \kappa = \ell/\sqrt{\rho \epsilon} \), which can be viewed as a condition number, akin to that in convex setting. Comparing Theorem 3.3.1 with Theorem 2.6.1, PAGD, with a momentum parameter \( \theta = \Theta(1/\sqrt{\kappa}) \), achieves \( \tilde{\Theta}(\sqrt{\kappa}) \) better iteration complexity compared to PGD.

**Output \( \epsilon \)-second order stationary point:** Although Theorem 3.3.1 only guarantees that one of the iterates is an \( \epsilon \)-second order stationary point, it is straightforward to identify
one of them by adding a proper termination condition: once the gradient is small and satisfies the pre-condition to add a perturbation, we can keep track of the point \( \mathbf{x}_{t_0} \) prior to adding perturbation, and compare the Hamiltonian at \( t_0 \) with the one \( \mathcal{F} \) steps after. If the Hamiltonian decreases by \( \mathcal{F} = \tilde{\Theta}(\sqrt{\epsilon^3/\rho}) \), then the algorithm has made progress, otherwise \( \mathbf{x}_{t_0} \) is an \( \epsilon \)-second-order stationary point according to Lemma 3.4.6. Doing so will add a hyperparameter (threshold \( \mathcal{F} \)) but does not increase complexity.

### 3.4 Overview of Analysis

In this section, we will present an overview of the proof of Theorem 3.3.1. Section 3.4 presents the Hamiltonian for AGD and its key property of monotonic decrease. This leads to Section 3.4 where the improve-or-localize lemma is stated, as well as the main intuition behind acceleration. Section 3.4 demonstrates how to apply these tools to prove Theorem 3.3.1. Complete details can be found in the appendix.

**Hamiltonian**

While GD guarantees decrease of function value in every step (even for nonconvex problems), the biggest stumbling block to analyzing AGD is that it is less clear how to keep track of “progress.” Known Lyapunov functions for AGD (Wilson, Recht, and Jordan, 2016) are restricted to the convex setting and furthermore are not computable by the algorithm (as they depend on \( \mathbf{x}^* \)).

To deepen the understanding of AGD in a nonconvex setting, we inspect it from a dynamical systems perspective, where we fix the ratio \( \tilde{\theta} = \theta / \sqrt{\eta} \) to be a constant, while letting \( \eta \to 0 \). This leads to an ODE which is the continuous limit of AGD (Su, Boyd, and Candes, 2016):

\[
\ddot{x} + \tilde{\theta} \dot{x} + \nabla f(x) = 0,
\tag{3.4}
\]

where \( \dot{x} \) and \( \ddot{x} \) are derivatives with respect to time \( t \). This equation is a second-order dynamical equation with dissipative forces \(-\tilde{\theta} \dot{x}\). Integrating both sides, we obtain:

\[
f(x(t_2)) + \frac{1}{2} \ddot{x}(t_2)^2 = f(x(t_1)) + \frac{1}{2} \ddot{x}(t_1)^2 - \tilde{\theta} \int_{t_1}^{t_2} \dot{x}(t)^2 dt.
\tag{3.5}
\]

Using physical language, \( f(x) \) is a potential energy while \( \dot{x}^2/2 \) is a kinetic energy, and the sum is a Hamiltonian. The integral shows that the Hamiltonian decreases monotonically with time \( t \), and the decrease is given by the dissipation term \( \tilde{\theta} \int_{t_1}^{t_2} \dot{x}(t)^2 dt \). Note that (3.5) holds regardless of the convexity of \( f(\cdot) \). This monotonic decrease of the Hamiltonian can in fact be extended to the discretized version of AGD when the function is convex, or mildly nonconvex:
Lemma 3.4.1 (Hamiltonian decreases monotonically). Assume that the function $f(\cdot)$ is $\ell$-smooth, the learning rate $\eta \leq \frac{1}{2\ell}$, and $\theta \in [2\eta \gamma, \frac{1}{2}]$ in AGD (Algorithm 5). Then, for every iteration $t$ where (3.2) does not hold, we have:

$$f(x_{t+1}) + \frac{1}{2\eta} \|v_{t+1}\|^2 \leq f(x_t) + \frac{1}{2\eta} \|v_t\|^2 - \frac{\theta}{2\eta} \|v_t\|^2 - \frac{\eta}{4} \|\nabla f(y_t)\|^2. \quad (3.6)$$

Denote the discrete Hamiltonian as $E_t := f(x_t) + \frac{1}{2\eta} \|v_t\|^2$, and note that in AGD, $v_t = x_t - x_{t-1}$. Lemma 3.4.1 tolerates nonconvexity with curvature at most $\gamma = \Theta(\theta/\eta)$. Unfortunately, when the function becomes too nonconvex in certain regions (so that (3.2) holds), the analogy between the continuous and discretized versions breaks and (3.6) no longer holds. In fact, standard AGD can even increase the Hamiltonian in this regime (see Appendix 3.6 for more details). This motivates us to modify the algorithm by adding the NCE step, which addresses this issue. We have the following result:

Lemma 3.4.2. Assume that $f(\cdot)$ is $\ell$-smooth and $\rho$-Hessian Lipschitz. For every iteration $t$ of Algorithm 6 where (3.2) holds (thus running NCE), we have:

$$E_{t+1} \leq E_t - \min\left\{s^2 \frac{1}{2\eta}, \frac{1}{2\rho} (\gamma - 2\rho s)s^2\right\}.$$  

Lemmas 3.4.1 and 3.4.2 jointly assert that the Hamiltonian decreases monotonically in all situations, and are the main tools in the proof of Theorem 3.3.1. They not only give us a way of tracking progress, but also quantitatively measure the amount of progress.

**Improve or Localize**

One significant challenge in the analysis of gradient-based algorithms for nonconvex optimization is that many phenomena—for instance the accumulation of momentum and the escape from saddle points via perturbation—are multiple-step behaviors; they do not happen in each step. We address this issue by developing a general technique for analyzing the long-term behavior of such algorithms.

In our case, to track the long-term behavior of AGD, one key observation from Lemma 3.4.1 is that the amount of progress actually relates to movement of the iterates, which leads to the following improve-or-localize lemma:

Corollary 3.4.3 (Improve or localize). Under the same setting as in Lemma 3.4.1, if (3.2) does not hold for all steps in $[t, t + T]$, we have:

$$\sum_{\tau = t}^{t+T} \|x_{\tau} - x_{\tau-1}\|^2 \leq \frac{2\eta}{\theta} (E_t - E_{t+T}).$$

Corollary 3.4.3 says that the algorithm either makes progress in terms of the Hamiltonian, or the iterates do not move much. In the second case, Corollary 3.4.3 allows us to approximate the dynamics of $\{x_{\tau}\}_{\tau=t}^{t+T}$ with a quadratic approximation of $f(\cdot)$.  

---
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The acceleration phenomenon is rooted in and can be seen clearly for a quadratic, where the function can be decomposed into eigen-directions. Consider an eigen-direction with eigenvalue $\lambda$, and linear term $g$ (i.e., in this direction $f(x) = \frac{\lambda}{2}x^2 + gx$). The GD update becomes $x_{t+1} = (1 - \eta\lambda)x_t - \eta g$, with $\mu_{\text{GD}}(\lambda) := 1 - \eta\lambda$ determining the rate of GD. The update of AGD is $(x_{t+1}, x_t) = (x_t, x_{t-1})A^\top - (\eta g, 0)$ with matrix $A$ defined as follows:

$$A := \begin{pmatrix} (2 - \theta)(1 - \eta\lambda) & - (1 - \theta)(1 - \eta\lambda) \\ 1 & 0 \end{pmatrix}.$$  

The rate of AGD is determined by largest eigenvalue of matrix $A$, which is denoted by $\mu_{\text{AGD}}(\lambda)$. Recall the choice of parameter [3.3] and divide the eigen-directions into the following three categories.

- **Strongly convex directions** $\lambda \in [\sqrt{\rho\epsilon}, \ell]$: the slowest case is $\lambda = \sqrt{\rho\epsilon}$, where $\mu_{\text{GD}}(\lambda) = 1 - \Theta(1/\kappa)$ while $\mu_{\text{AGD}}(\lambda) = 1 - \Theta(1/\sqrt{\kappa})$, which results in AGD converging faster than GD.

- **Flat directions** $\lambda \in [-\sqrt{\rho\epsilon}, \sqrt{\rho\epsilon}]$: the representative case is $\lambda = 0$ where AGD update becomes $x_{t+1} - x_t = (1 - \theta)(x_t - x_{t-1}) - \eta g$. For $\tau \leq 1/\theta$, we have $|x_{t+\tau} - x_t| = \Theta(\tau)$ for GD while $|x_{t+\tau} - x_t| = \Theta(\tau^2)$ for AGD, which results in AGD moving along negative gradient directions faster than GD.

- **Strongly nonconvex directions** $\lambda \in [-\ell, -\sqrt{\rho\epsilon}]$: similar to the strongly convex case, the slowest rate is for $\lambda = -\sqrt{\rho\epsilon}$ where $\mu_{\text{GD}}(\lambda) = 1 + \Theta(1/\kappa)$ while $\mu_{\text{AGD}}(\lambda) = 1 + \Theta(1/\sqrt{\kappa})$, which results in AGD escaping saddle point faster than GD.

Finally, the approximation error (from a quadratic) is also under control in this framework. With appropriate choice of $T$ and threshold for $E_t - E_{t+T}$ in Corollary 3.4.3 by the Cauchy-Swartz inequality we can restrict iterates $\{x_t\}_{t=1}^{t+T}$ to all lie within a local ball around $x_t$ with radius $\sqrt{\epsilon/\rho}$, where both the gradient and Hessian of $f(\cdot)$ and its quadratic approximation $\tilde{f}_t(x) = f(x_t) + \langle \nabla f(x_t), x - x_t \rangle + \frac{1}{2}(x - x_t)^\top \nabla^2 f(x_t)(x - x_t)$ are close:

**Fact 3.4.4.** Assume $f(\cdot)$ is $\rho$-Hessian Lipschitz, then for all $x$ so that $\|x - x_t\| \leq \sqrt{\epsilon/\rho}$, we have $\|\nabla f(x) - \nabla \tilde{f}_t(x)\| \leq \epsilon$ and $\|\nabla^2 f(x) - \nabla^2 \tilde{f}_t(x)\| = \|\nabla^2 f(x) - \nabla^2 \tilde{f}_t(x)\| \leq \rho \sqrt{\epsilon}.$

**Main Framework**

For simplicity of presentation, recall $\mathcal{T} := \sqrt{\kappa} \cdot \chi c = \tilde{O}(\sqrt{\kappa})$ and denote $\mathcal{F} := \sqrt{\epsilon^3/\rho} \cdot \chi^{-5}c^{-7} = \tilde{O}(\sqrt{\epsilon^3/\rho})$, where $c$ is sufficiently large constant as in Theorem 3.3.1. Our overall proof strategy will be to show the following “average descent claim”: Algorithm 6 decreases the Hamiltonian by $\mathcal{F}$ in every set of $\mathcal{T}$ iterations as long as it does not reach an $\epsilon$-second-order stationary point. Since the Hamiltonian cannot decrease more than $E_0 - E^* = \ldots$
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\( f(x_0) - f^* \), this immediately shows that it has to reach an \( \epsilon \)-second-order stationary point in \( O((f(x_0) - f^*) \mathcal{F} / \mathcal{F}) \) steps, proving Theorem 3.3.1.

It can be verified by the choice of parameters (3.3) and Lemma 3.4.1 that whenever (3.2) holds so that NCE is triggered, the Hamiltonian decreases by at least \( \mathcal{F} \) in one step. So, if NCE step is performed even once in each round of \( \mathcal{F} \) steps, we achieve enough average decrease. The troublesome case is when in some time interval of \( \mathcal{F} \) steps starting with \( x_t \), only AGD steps are performed without NCE. If \( x_t \) is not an \( \epsilon \)-second order stationary point, either the gradient is large or the Hessian has a large negative direction. We prove the average decrease claim by considering these two cases.

**Lemma 3.4.5** (Large gradient). Consider the setting of Theorem 3.3.1. If \( \|\nabla f(x_\tau)\| \geq \epsilon \) for all \( \tau \in [t, t + \mathcal{F}] \), then by running Algorithm 6 we have \( E_{t+\mathcal{F}} - E_t \leq -\mathcal{F} \).

**Lemma 3.4.6** (Negative curvature). Consider the setting of Theorem 3.3.1. If \( \|\nabla f(x_t)\| \leq \epsilon, \lambda_{\min}(\nabla^2 f(x_t)) < -\sqrt{\mathcal{F}} \), and perturbation has not been added in iterations \( \tau \in [t - \mathcal{F}, t) \), then by running Algorithm 6 we have \( E_{t+\mathcal{F}} - E_t \leq -\mathcal{F} \) with high probability.

We note that an important aspect of these two lemmas is that the Hamiltonian decreases by \( \Omega(\mathcal{F}) \) in \( \mathcal{F} = \tilde{\Theta}(\sqrt{\kappa}) \) steps, which is faster compared to PGD which decreases the function value by \( \Omega(\mathcal{F}) \) in \( \mathcal{F}^2 = \tilde{\Theta}(\kappa) \) steps (Jin et al., 2017). That is, the acceleration phenomenon in PAGD happens in both cases. We also stress that under both of these settings, PAGD cannot achieve \( \Omega(\mathcal{F}/\mathcal{F}) \) decrease in each step—it has to accumulate momentum over time to achieve \( \Omega(\mathcal{F}/\mathcal{F}) \) amortized decrease.

**Large Gradient Scenario**

For AGD, gradient and momentum interact, and both play important roles in the dynamics. Fortunately, according to Lemma 3.4.1, the Hamiltonian decreases sufficiently whenever the momentum \( v_t \) is large; so it is sufficient to discuss the case where the momentum is small.

One difficulty in proving Lemma 3.4.5 lies in the difficulty of enforcing the precondition that gradients of all iterates are large even with quadratic approximation. Intuitively we hope that the large initial gradient \( \|\nabla f(x_t)\| \geq \epsilon \) suffices to give a sufficient decrease of the Hamiltonian. Unfortunately, this is not true. Let \( \mathcal{S} \) be the subspace of eigenvectors of \( \nabla^2 f(x_t) \) with eigenvalues in \( [\sqrt{\mathcal{F}}, \ell] \), consisting of all the strongly convex directions, and let \( \mathcal{S}^c \) be the orthogonal subspace. It turns out that the initial gradient component in \( \mathcal{S} \) is not very helpful in decreasing the Hamiltonian since AGD rapidly decreases the gradient in these directions. We instead prove Lemma 3.4.5 in two steps.

**Lemma 3.4.7.** (informal) If \( v_t \) is small, \( \|\nabla f(x_t)\| \) not too large and \( E_{t+\mathcal{F}/2} - E_t \geq -\mathcal{F} \), then for all \( \tau \in [t + \mathcal{F}/4, t + \mathcal{F}/2] \) we have \( \|\mathcal{P}_{\mathcal{S}}\nabla f(x_\tau)\| \leq \epsilon/2 \).

**Lemma 3.4.8.** (informal) If \( v_t \) is small and \( \|\mathcal{P}_{\mathcal{S}}\nabla f(x_t)\| \geq \epsilon/2 \), then we have \( E_{t+\mathcal{F}/4} - E_t \leq -\mathcal{F} \).
See the formal versions, Lemma 3.7.5 and Lemma 3.7.6, for more details. We see that if the Hamiltonian does not decrease much (and so is localized in a small ball), the gradient in the strongly convex subspace \( \| P_S \nabla f(x_\tau) \| \) vanishes in \( T/4 \) steps by Lemma 3.4.7. Since the hypothesis of Lemma 3.4.5 guarantees a large gradient for all of the \( T \) steps, this means that \( \| P_S \nabla f(x_\tau) \| \) is large after \( T/4 \) steps, thereby decreasing the Hamiltonian in the next \( T/4 \) steps (by Lemma 3.4.8).

Negative Curvature Scenario

In this section, we will show that the volume of the set around a strict saddle point from which AGD does not escape quickly is very small (Lemma 3.4.6). We do this using the coupling mechanism introduced in (Jin et al., 2017), which gives a fine-grained understanding of the geometry around saddle points. More concretely, letting the perturbation radius \( r = \tilde{\Theta}(\epsilon/\ell) \) as specified in (3.3), we show the following lemma.

Lemma 3.4.9. (informal) Suppose \( \| \nabla f(\bar{x}) \| \leq \epsilon \) and \( \lambda_{\min}(\nabla^2 f(\bar{x})) \leq -\sqrt{\rho \epsilon} \). Let \( x_0, x_0' \) be at distance at most \( r \) from \( \bar{x} \), and \( x_0 - x_0' = r_0 e_1 \) where \( e_1 \) is the minimum eigen-direction of \( \nabla^2 f(\bar{x}) \) and \( r_0 \geq \delta r/\sqrt{d} \). Then for AGD starting at \( (x_0, v) \) and \( (x_0', v) \), we have:

\[
\min\{ E_\bar{x} - \bar{E}, E'_\bar{x} - \bar{E} \} \leq -\mathcal{M},
\]

where \( \bar{E}, E_\bar{x} \) and \( E'_\bar{x} \) are the Hamiltonians at \( (\bar{x}, v), (x_0, v) \) and \( (x_0', v) \) respectively.

See the formal version in Lemma 3.7.7. We note \( \delta \) in above Lemma is a small number characterize the failure probability of the algorithm (as defined in Theorem 3.3.1), and \( \mathcal{M} \) has logarithmic dependence on \( \delta \) according to (3.3). Lemma 3.4.9 says that around any strict saddle, for any two points that are separated along the smallest eigen-direction by at least \( \delta r/\sqrt{d} \), PAGD, starting from at least one of those points, decreases the Hamiltonian, and hence escapes the strict saddle. This implies that the width of the region starting from where AGD is stuck has width at most \( \delta r/\sqrt{d} \), and thus has small volume.

3.5 Conclusions

In this work, we show that a variant of AGD can escape saddle points faster than GD, demonstrating that momentum techniques can indeed accelerate convergence even for non-convex optimization. Our algorithm finds an \( \epsilon \)-second order stationary point in \( \tilde{O}(1/\epsilon^{7/4}) \) iterations, faster than the \( \tilde{O}(1/\epsilon^2) \) iterations taken by GD. This is the first algorithm that is both Hessian-free and single-loop that achieves this rate. Our analysis relies on novel techniques that lead to a better understanding of momentum techniques as well as nonconvex optimization.

The results here also give rise to several questions. The first concerns lower bounds; is the rate of \( \tilde{O}(1/\epsilon^{7/4}) \) that we have established here optimal for gradient-based methods
under the setting of gradient and Hessian-Lipschitz? We believe this upper bound is very likely sharp up to log factors, and developing a tight algorithm-independent lower bound will be necessary to settle this question. The second is whether the negative-curvature-exploitation component of our algorithm is actually necessary for the fast rate. To attempt to answer this question, we may either explore other ways to track the progress of standard AGD (other than the particular Hamiltonian that we have presented here), or consider other discretizations of the ODE $[3.4]$ so that the property $[3.5]$ is preserved even for the most nonconvex region. A final direction for future research is the extension of our results to the finite-sum setting and the stochastic setting.

### 3.6 Proof of Hamiltonian Lemmas

In this section, we prove Lemma 3.4.1, Lemma 3.4.2 and Corollary 3.4.3, which are presented in Section 3.4 and Section 3.4. In section 3.6 we also give an example where standard AGD with negative curvature exploitation can increase the Hamiltonian.

Recall that we define the Hamiltonian as $E_t := f(x_t) + \frac{1}{2\eta}\|v_t\|^2$, where, for AGD, we define $v_t = x_t - x_{t-1}$. The first lemma shows that this Hamiltonian decreases in every step of AGD for mildly nonconvex functions.

**Lemma 3.6.1 (Hamiltonian decreases monotonically).** Assume that the function $f(\cdot)$ is $\ell$-smooth and set the learning rate to be $\eta \leq \frac{1}{2\ell}$, $\theta \in [2\eta\gamma, \frac{1}{2}]$ in AGD (Algorithm 5). Then, for every iteration $t$ where (3.2) does not hold, we have:

$$E_{t+1} \leq E_t - \frac{\theta}{2\eta}\|v_t\|^2 - \frac{\eta}{4}\|\nabla f(y_t)\|^2.$$

**Proof.** Recall that the update equation of accelerated gradient descent has following form:

$$x_{t+1} \leftarrow y_t - \eta\nabla f(y_t)$$
$$y_{t+1} \leftarrow x_{t+1} + (1-\theta)(x_{t+1} - x_t).$$

By smoothness, with $\eta \leq \frac{1}{2\ell}$:

$$f(x_{t+1}) \leq f(y_t) - \eta\|\nabla f(y_t)\|^2 + \frac{\ell\eta^2}{2}\|\nabla f(y_t)\|^2 \leq f(y_t) - \frac{3\eta}{4}\|\nabla f(y_t)\|^2, \quad (3.7)$$

assuming that the precondition $[3.2]$ does not hold:

$$f(x_t) \geq f(y_t) + \langle \nabla f(y_t), x_t - y_t \rangle - \frac{\gamma}{2}\|y_t - x_t\|^2, \quad (3.8)$$

and given the following update equation:

$$\|x_{t+1} - x_t\|^2 = \|y_t - x_t - \eta\nabla f(y_t)\|^2$$
$$= [(1-\theta)^2\|x_t - x_{t-1}\|^2 - 2\eta\langle \nabla f(y_t), y_t - x_t \rangle + \eta^2\|\nabla f(y_t)\|^2], \quad (3.9)$$
we have:
\[
    f(x_{t+1}) + \frac{1}{2\eta} \|x_{t+1} - x_t\|^2 \leq f(x_t) + \langle \nabla f(y_t), y_t - x_t \rangle - \frac{3\eta}{4} \|\nabla f(y_t)\|^2
    + \frac{1 + \eta\gamma}{2\eta} (1 - \theta)^2 \|x_t - x_{t-1}\|^2
    - \langle \nabla f(y_t), y_t - x_t \rangle + \frac{\eta}{2} \|\nabla f(y_t)\|^2
\]
\[
    \leq f(x_t) + \frac{1}{2\eta} \|x_t - x_{t-1}\|^2
    - \frac{2\theta - \theta^2 - \eta\gamma(1 - \theta)^2}{2\eta} \|v_t\|^2
    - \frac{\eta}{4} \|\nabla f(y_t)\|^2
\]
\[
    \leq f(x_t) + \frac{1}{2\eta} \|x_t - x_{t-1}\|^2 - \frac{\theta}{2\eta} \|v_t\|^2
    - \frac{\eta}{4} \|\nabla f(y_t)\|^2.
\]

The last inequality uses the fact that \( \theta \in [2\eta\gamma, \frac{1}{2}] \) so that \( \theta^2 \leq \frac{\theta}{2} \) and \( \eta\gamma \leq \frac{\theta}{2} \). We substitute in the definition of \( v_t \) and \( E_t \) to finish the proof.

We see from this proof that (3.8) relies on approximate convexity of \( f(\cdot) \), which explains why in all existing proofs, the convexity between \( x_t \) and \( y_t \) is so important. A perhaps surprising fact to note is that the above proof can in fact go through even with mild non-convexity (captured in line 8 of Algorithm 6). Thus, high non-convexity is the problematic situation. To overcome this, we need to slightly modify AGD so that the Hamiltonian is decreasing. This is formalized in the following lemma.

**Lemma 3.6.1.** Assume that \( f(\cdot) \) is \( \ell \)-smooth and \( \rho \)-Hessian Lipschitz. For every iteration \( t \) of Algorithm 6 where (3.2) holds (thus running NCE), we have:

\[
    E_{t+1} \leq E_t - \min\{\frac{s^2}{2\eta}, \frac{1}{2}(\gamma - 2\rho)s^2\}.
\]

**Proof.** When we perform an NCE step, we know that (3.2) holds. In the first case (\( \|v_t\| \geq s \)), we set \( x_{t+1} = x_t \) and set the momentum \( v_{t+1} \) to zero, which gives:

\[
    E_{t+1} = f(x_{t+1}) = f(x_t) = E_t - \frac{1}{2\eta} \|v_t\|^2 \leq E_t - \frac{s^2}{2\eta}.
\]

In the second case (\( \|v_t\| \leq s \)), expanding in a Taylor series with Lagrange remainder, we have:

\[
    f(x_t) = f(y_t) + \langle \nabla f(y_t), x_t - y_t \rangle + \frac{1}{2}(x_t - y_t)\nabla^2 f(\zeta_t)(x_t - y_t),
\]

where \( \zeta_t = \phi x_t + (1 - \phi) y_t \) and \( \phi \in [0, 1] \). Due to the certificate [3.2] we have

\[
    \frac{1}{2}(x_t - y_t)\nabla^2 f(\zeta_t)(x_t - y_t) \leq -\frac{\gamma}{2} \|x_t - y_t\|^2.
\]

On the other hand, clearly \( \min\{\langle \nabla f(x_t), \delta \rangle, \langle \nabla f(x_t), -\delta \rangle\} \leq 0 \). WLOG, suppose \( \langle \nabla f(x_t), \delta \rangle \leq 0 \), then, by definition of \( x_{t+1} \), we have:

\[
    f(x_{t+1}) \leq f(x_t + \delta) = f(x_t) + \langle \nabla f(x_t), \delta \rangle + \frac{1}{2}\delta^T \nabla^2 f(\zeta_t)\delta \leq f(x_t) + \frac{1}{2}\delta^T \nabla^2 f(\zeta_t)\delta,
\]
where $\zeta_t' = x_t + \phi \delta$ and $\phi \in [0, 1]$. Since $\|\zeta_t - \zeta_t'\| \leq 2s$, $\delta$ also lines up with $y_t - x_t$:

$$
\delta^T \nabla^2 f(\zeta_t') \delta \leq \delta^T \nabla^2 f(\zeta_t) \delta + \|\nabla^2 f(\zeta_t') - \nabla^2 f(\zeta_t)\|\|\delta\|^2 \leq -\gamma\|\delta\|^2 + 2\rho s\|\delta\|^2.
$$

Therefore, this gives

$$
E_{t+1} = f(x_{t+1}) \leq f(x_t) - \frac{1}{2}(\gamma - \rho s)s^2 \leq E_t - \frac{1}{2}(\gamma - 2\rho s)s^2,
$$

which finishes the proof.

The Hamiltonian decrease has an important consequence: if the Hamiltonian does not decrease much, then all the iterates are localized in a small ball around the starting point. Moreover, the iterates do not oscillate much in this ball. We called this the improve-or-localize phenomenon.

**Corollary 3.6.1** (Improve or localize). Under the same setting as in Lemma 3.4.1, if (3.2) does not hold for all steps in $[t, t + T]$, we have:

$$
\sum_{\tau = t+1}^{t+T} \|x_{\tau} - x_{\tau-1}\|^2 \leq \frac{2\eta}{\theta}(E_t - E_{t+T}).
$$

**Proof.** The proof follows immediately from telescoping the argument of Lemma 3.4.1.

**AGD can increase the Hamiltonian under nonconvexity**

In the previous section, we proved Lemma 3.4.1 which requires $\theta \geq 2\eta\gamma$, that is, $\gamma \leq \theta/(2\eta)$. In this section, we show Lemma 3.4.1 is almost tight in the sense that when $\gamma \geq 4\theta/\eta$ in (3.2) we have:

$$
f(x_t) \leq f(y_t) + \langle \nabla f(y_t), x_t - y_t \rangle - \frac{\gamma}{2}\|x_t - y_t\|^2.
$$

Monotonic decrease of the Hamiltonian may no longer hold, indeed, AGD can increase the Hamiltonian for those steps.

Consider a simple one-dimensional example, $f(x) = -\frac{1}{2}\gamma x^2$, where (3.2) always holds. Define the initial condition $x_0 = -1, v_0 = 1/(1 - \theta)$. By update equation in Algorithm 5, the next iterate will be $x_1 = y_0 = 0$, and $v_1 = x_1 - x_0 = 1$. By the definition of Hamiltonian, we have

$$
E_0 = f(x_0) + \frac{1}{2\eta}|v_0|^2 = -\frac{\gamma}{2} + \frac{1}{2\eta(1 - \theta)^2}
$$

$$
E_1 = f(x_1) + \frac{1}{2\eta}|v_1|^2 = \frac{1}{2\eta},
$$

since $\theta \leq 1/4$. It is not hard to verify that whenever $\gamma \geq 4\theta/\eta$, we will have $E_1 \geq E_0$; that is, the Hamiltonian increases in this step.
This fact implies that when we pick a large learning rate $\eta$ and small momentum parameter $\theta$ (both are essential for acceleration), standard AGD does not decrease the Hamiltonian in a very nonconvex region. We need another mechanism such as NCE to fix the monotonically decreasing property.

### 3.7 Proof of Main Result

In this section, we set up the machinery needed to prove our main result, Theorem [3.3.1]. We first present the generic setup, then, as in Section [3.4], we split the proof into two cases, one where gradient is large and the other where the Hessian has negative curvature. In the end, we put everything together and prove Theorem [3.3.1].

To simplify the proof, we introduce some notation for this section, and state a convention regarding absolute constants. Recall the choice of parameters in Eq. (3.3):

$$
\eta = \frac{1}{4\ell}, \quad \theta = \frac{1}{4\sqrt{\kappa}}, \quad \gamma = \frac{\theta^2}{\eta} = \frac{\sqrt{\rho}}{4}, \quad s = \frac{\gamma}{4\rho} = \frac{1}{16} \frac{\sqrt{\rho}}{\rho}, \quad r = \eta \epsilon \cdot \chi^{-5} c^{-8},
$$

where $\kappa = \frac{\ell}{4\sqrt{\rho}}$, $\chi = \max\{1, \log\frac{d\Delta}{\rho \delta}\}$, and $c$ is a sufficiently large constant as stated in the precondition of Theorem [3.3.1]. Throughout this section, we also always denote

$$
\mathcal{T} := \sqrt{\kappa} \cdot \chi, \quad \mathcal{F} := \sqrt{\frac{\epsilon^3}{\rho}} \cdot \chi^{-5} c^{-7}, \quad \mathcal{J} := \sqrt{\frac{2\eta \mathcal{T}}{\theta}} = \sqrt{\frac{2\epsilon}{\rho}} \cdot \chi^{-2} c^{-3}, \quad \mathcal{M} := \frac{\sqrt{\kappa}}{\ell} c^{-1},
$$

which represent the special units for time, the Hamiltonian, the parameter space and the momentum. All the lemmas in this section hold when the constant $c$ is picked to be sufficiently large. To avoid ambiguity, throughout this section $O(\cdot), \Omega(\cdot), \Theta(\cdot)$ notation only hides an absolute constant which is independent of the choice of sufficiently large constant $c$, which is defined in the precondition of Theorem [3.3.1]. That is, we will always make $c$ dependence explicit in $O(\cdot), \Omega(\cdot), \Theta(\cdot)$ notation. Therefore, for a quantity like $O(c^{-1})$, we can always pick $c$ large enough so that it cancels out the absolute constant in the $O(\cdot)$ notation, and make $O(c^{-1})$ smaller than any fixed required constant.

**Common setup**

Our general strategy in the proof is to show that if none of the iterates $x_t$ is a SOSP, then in all $\mathcal{T}$ steps, the Hamiltonian always decreases by at least $\mathcal{F}$. This gives an average decrease of $\mathcal{F} / \mathcal{T}$. In this section, we establish some facts which will be used throughout the entire proof, including the decrease of the Hamiltonian in NCE step, the update of AGD in matrix form, and upper bounds on approximation error for a local quadratic approximation.

The first lemma shows if negative curvature exploitation is used, then in a single step, the Hamiltonian will decrease by $\mathcal{F}$. 
Lemma 3.7.1. Under the same setting as Theorem 3.3.1, for every iteration \( t \) of Algorithm 6 where (3.2) holds (thus running NCE), we have:
\[
E_{t+1} - E_t \leq -2\mathcal{F}.
\]

Proof. It is also easy to check that the precondition of Lemma 3.4.2 holds, and by the particular choice of parameters in Theorem 3.3.1, we have:
\[
\min\{\frac{s^2}{2\eta}, \frac{1}{2}(\gamma - 2\rho s^2)\} \geq \Omega(\mathcal{F}c^7) \geq 2\mathcal{F},
\]
where the last inequality is by picking \( c \) in Theorem 3.3.1 large enough, which finishes the proof.

Therefore, whenever NCE is called, the decrease of the Hamiltonian is already sufficient. We thus only need to focus on AGD steps. The next lemma derives a general expression for \( x_t \) after an AGD update, which is very useful in multiple-step analysis. The general form is expressed with respect to a reference point \( 0 \), which can be any arbitrary point (in many cases we choose it to be \( x_0 \)).

Lemma 3.7.2. Let \( 0 \) be an origin (which can be fixed at an arbitrary point). Let \( \mathcal{H} = \nabla^2 f(0) \). Then an AGD (Algorithm 5) update can be written as:
\[
\begin{pmatrix}
x_{t+1} \\
x_t
\end{pmatrix} = A^t \begin{pmatrix}
x_1 \\
x_0
\end{pmatrix} - \eta \sum_{\tau=1}^{t} A^{t-\tau} \begin{pmatrix}
\nabla f(0) + \delta_\tau \\
0
\end{pmatrix},
\]
(3.10)

where \( \delta_\tau = \nabla f(y_\tau) - \nabla f(0) - \mathcal{H} y_\tau \), and
\[
A = \begin{pmatrix}
(2 - \theta)(I - \eta \mathcal{H}) & -(1 - \theta)(I - \eta \mathcal{H}) \\
I & 0
\end{pmatrix}.
\]

Proof. Substituting for \((y_t, v_t)\) in Algorithm 5, we have a recursive equation for \( x_t \):
\[
x_{t+1} = (2 - \theta)x_t - (1 - \theta)x_{t-1} - \eta \nabla f((2 - \theta)x_t - (1 - \theta)x_{t-1}).
\]
(3.11)

By definition of \( \delta_\tau \), we also have:
\[
\nabla f(y_\tau) = \nabla f(0) + \mathcal{H} y_\tau + \delta_\tau.
\]

Therefore, in matrix form, we have:
\[
\begin{pmatrix}
x_{t+1} \\
x_t
\end{pmatrix} = \begin{pmatrix}
(2 - \theta)(I - \eta \mathcal{H}) & -(1 - \theta)(I - \eta \mathcal{H}) \\
I & 0
\end{pmatrix} \begin{pmatrix}
x_t \\
x_{t-1}
\end{pmatrix} - \eta \begin{pmatrix}
\nabla f(0) + \delta_t \\
0
\end{pmatrix}
\]
\[
= A^t \begin{pmatrix}
x_1 \\
x_0
\end{pmatrix} - \eta \sum_{\tau=1}^{t} A^{t-\tau} \begin{pmatrix}
\nabla f(0) + \delta_\tau \\
0
\end{pmatrix},
\]
which finishes the proof. \( \square \)
Let $\Delta$.

Proof. The next lemma shows that when sequence $\approx$ approximation. The next lemma shows that when sequence $x_0, \ldots, x_t$ are all close to $0$, then the approximation error is under control:

**Proposition 3.7.3.** Using the notation of Lemma 3.7.2, if for any $\tau \leq t$, we have $\|x_\tau\| \leq R$, then for any $\tau \leq t$, we also have

1. $\|\delta_\tau\| \leq O(\rho R^2)$;
2. $\|\delta_{\tau} - \delta_{\tau-1}\| \leq O(\rho R)(\|x_\tau - x_{\tau-1}\| + \|x_{\tau-1} - x_{\tau-2}\|)$;
3. $\sum_{\tau=1}^{t} \|\delta_{\tau} - \delta_{\tau-1}\|^2 \leq O(\rho^2 R^2) \sum_{\tau=1}^{t} \|x_\tau - x_{\tau-1}\|^2$.

**Proof.** Let $\Delta_\tau = \int_{0}^{1} (\nabla^2 f(\phi y_\tau) - \mathcal{H})d\phi$. The first inequality is true because $\delta_\tau = \Delta_\tau y_\tau$, thus:

$$\|\delta_\tau\| = \|\Delta_\tau y_\tau\| \leq \|\Delta_\tau\||\|y_\tau\| = \|\int_{0}^{1} (\nabla^2 f(\phi y_\tau) - \mathcal{H})d\phi\|\|y_\tau\|$$

$$\leq \int_{0}^{1} \|\nabla^2 f(\phi y_\tau) - \mathcal{H}\|d\phi \cdot \|y_\tau\| \leq \rho \|y_\tau\|^2 \leq \rho \|(2 - \theta)x_\tau - (1 - \theta)x_{\tau-1}\|^2 \leq O(\rho R^2).$$

For the second inequality, we have:

$$\delta_{\tau} - \delta_{\tau-1} = \nabla f(y_\tau) - \nabla f(y_{\tau-1}) - \mathcal{H}(y_\tau - y_{\tau-1}) = \Delta'_\tau (y_\tau - y_{\tau-1})$$

where $\Delta'_\tau = \int_{0}^{1} (\nabla^2 f(y_{\tau-1} + \phi(y_\tau - y_{\tau-1})) - \mathcal{H})d\phi$. As in the proof of the first inequality, we have:

$$\|\delta_{\tau} - \delta_{\tau-1}\| \leq \|\Delta'_\tau\||\|y_{\tau} - y_{\tau-1}\| = \|\int_{0}^{1} (\nabla^2 f(y_{\tau-1} + \phi(y_\tau - y_{\tau-1})) - \mathcal{H})d\phi\|\|y_{\tau} - y_{\tau-1}\|$$

$$\leq \rho \max\{\|y_\tau\|, \|y_{\tau-1}\|\} \|y_\tau - y_{\tau-1}\| \leq O(\rho R)(\|x_\tau - x_{\tau-1}\| + \|x_{\tau-1} - x_{\tau-2}\|).$$

Finally, since $(\|x_\tau - x_{\tau-1}\| + \|x_{\tau-1} - x_{\tau-2}\|^2)^2 \leq 2(\|x_\tau - x_{\tau-1}\|^2 + \|x_{\tau-1} - x_{\tau-2}\|^2)$, the third inequality is immediately implied by the second inequality. \qed
Proof for large-gradient scenario

We prove Lemma 3.4.5 in this subsection. Throughout this subsection, we let $\mathcal{S}$ be the subspace with eigenvalues in $(\theta^2/[\eta(2 - \theta)^2], \ell]$, and let $\mathcal{S}^c$ be the complementary subspace. Also let $P_{\mathcal{S}}$ and $P_{\mathcal{S}^c}$ be the corresponding projections. We note $\theta^2/[\eta(2 - \theta)^2] = \Theta(\sqrt{\rho\epsilon})$, and this particular choice lies at the boundary between the real eigenvalues and complex eigenvalues of the matrix $A_j$, as shown in Lemma 3.8.3.

The first lemma shows that if momentum or gradient is very large, then the Hamiltonian already has sufficient decrease on average.

**Lemma 3.7.4.** Under the setting of Theorem 3.3.1, if $\|v_t\| \geq \mathcal{M}$ or $\|\nabla f(x_t)\| \geq 2\ell\mathcal{M}$, and at time step $t$ only AGD is used without NCE or perturbation, then:

$$E_{t+1} - E_t \leq -4\mathcal{F}/\mathcal{T}.$$  

**Proof.** When $\|v_t\| \geq \frac{\epsilon\sqrt{\Kappa}}{10\ell}$, by Lemma 3.4.1, we have:

$$E_{t+1} - E_t \leq -\frac{\theta}{2\eta}\|v_t\|^2 \leq -\Omega\left(\frac{\ell e^2\Kappa}{\sqrt{\Kappa}\ell^2 c^{-2}}\right) \leq -\Omega\left(\frac{e^2\sqrt{\Kappa}}{2\ell^2 c^{-2}}\right) \leq -\Omega\left(\frac{\mathcal{F}}{\mathcal{T}} c^6\right) \leq -\frac{4\mathcal{F}}{\mathcal{T}}.$$  

The last step is by picking $c$ to be a large enough constant. When $\|v_t\| \leq \mathcal{M}$ but $\|\nabla f(x_t)\| \geq 2\ell\mathcal{M}$, by the gradient Lipschitz assumption, we have:

$$\|\nabla f(y_t)\| \geq \|\nabla f(x_t)\| - (1 - \theta)\|v_t\| \geq \ell\mathcal{M}.$$  

Similarly, by Lemma 3.4.1, we have:

$$E_{t+1} - E_t \leq -\frac{\eta}{4}\|\nabla f(y_t)\|^2 \leq -\Omega\left(\frac{e^2\Kappa}{\ell^2 c^{-2}}\right) \leq -\Omega\left(\frac{\mathcal{F}}{\mathcal{T}} c^6\right) \leq -\frac{4\mathcal{F}}{\mathcal{T}}.$$  

Again the last step is by picking $c$ to be a large enough constant, which finishes the proof. \qed

Next, we show that if the initial momentum is small, but the initial gradient on the non-convex subspace $\mathcal{S}^c$ is large enough, then within $O(\mathcal{T})$ steps, the Hamiltonian will decrease by at least $\mathcal{F}$.

**Lemma 3.7.5 (Formal Version of Lemma 3.4.8).** Under the setting of Theorem 3.3.1, if $\|P_{\mathcal{S}^c}\nabla f(x_0)\| \geq \frac{\epsilon}{2}$, $\|v_0\| \leq \mathcal{M}$, $v_0^\top P_{\mathcal{S}} \nabla^2 f(x_0) P_{\mathcal{S}} v_0 \leq 2\sqrt{\rho\epsilon}\mathcal{M}^2$, and for $t \in [0, \mathcal{T}/4]$ only AGD steps are used without NCE or perturbation, then:

$$E_{\mathcal{T}/4} - E_0 \leq -\mathcal{F}.$$  

**Proof.** The high-level plan is a proof by contradiction. We first assume that the energy doesn’t decrease very much; that is, $E_{\mathcal{T}/4} - E_0 \geq -\mathcal{F}$ for a small enough constant $\mu$. By Corollary 3.4.3 and the Cauchy-Swartz inequality, this immediately implies that for all
t \leq T, we have \|x_t - x_0\| \leq \sqrt{2\eta T / (4\theta)} = \mathcal{F} / 2. In the rest of the proof we will show that this leads to a contradiction.

Given initial \(x_0\) and \(v_0\), we define \(x_{-1} = x_0 - v_0\). Without loss of generality, set \(x_0\) as the origin \(0\). Using the notation and results of Lemma [3.7.2], we have the following update equation:

\[
\begin{pmatrix}
x_t \\
x_{t-1}
\end{pmatrix} = A^t \begin{pmatrix} 0 \\ -v_0
\end{pmatrix} - \eta \sum_{\tau=0}^{t-1} A_{t-1-\tau} \left( \nabla f(0) + \delta_{\tau} \right).
\]

Consider the \(j\)-th eigen-direction of \(H = \nabla^2 f(0)\), recall the definition of the \(2 \times 2\) block matrix \(A_j\) as in (3.12), and denote \((a^{(j)}_t, -b^{(j)}_t) = \begin{pmatrix} 1 & 0 \end{pmatrix} A^t_j\).

Then we have for the \(j\)-th eigen-direction:

\[
x_t^{(j)} = b^{(j)}_0 v^{(j)}_0 - \eta \sum_{\tau=0}^{t-1} a^{(j)}_{t-1-\tau} (\nabla f(0)^{(j)} + \delta^{(j)}_{\tau})
\]

\[
= -\eta \left[ \sum_{\tau=0}^{t-1} a^{(j)}_{\tau} \right] \left( \nabla f(0)^{(j)} + \sum_{\tau=0}^{t-1} p^{(j)}_{\tau} \delta^{(j)}_{\tau} + q^{(j)}_t v^{(j)}_0 \right),
\]

where

\[
p^{(j)}_{\tau} = \frac{a^{(j)}_{t-1-\tau}}{\sum_{\tau=0}^{t-1} a^{(j)}_{\tau}} \quad \text{and} \quad q^{(j)}_t = -\frac{b^{(j)}_t}{\eta \sum_{\tau=0}^{t-1} a^{(j)}_{\tau}}.
\]

Clearly \(\sum_{\tau=0}^{t-1} p^{(j)}_{\tau} = 1\). For \(j \in S^c\), by Lemma [3.8.7], we know \(\sum_{\tau=0}^{t-1} a^{(j)}_{\tau} \geq \Omega(\frac{1}{\theta^2})\). We can thus further write the above equation as:

\[
x_t^{(j)} = -\eta \left[ \sum_{\tau=0}^{t-1} a^{(j)}_{\tau} \right] \left( \nabla f(0)^{(j)} + \tilde{\delta}^{(j)} + \tilde{v}^{(j)} \right),
\]

where \(\tilde{\delta}^{(j)} = \sum_{\tau=0}^{t-1} p^{(j)}_{\tau} \delta^{(j)}_{\tau}\) and \(\tilde{v}^{(j)} = q^{(j)}_t v^{(j)}_0\), coming from the Hessian Lipschitz assumption and the initial momentum respectively. For the remaining part, we would like to bound \(\|P_{S^c} \tilde{\delta}\|\) and \(\|P_{S^c} \tilde{v}\|\), and show that both of them are small compared to \(\|P_{S^c} \nabla f(x_0)\|\).

First, for the \(\|P_{S^c} \tilde{\delta}\|\) term, we know by definition of the subspace \(S^c\), and given that both eigenvalues of \(A_j\) are real and positive according to Lemma [3.8.3], such that \(p^{(j)}_{\tau}\) is positive
by Lemma 3.8.1 we have for any $j \in \mathbb{S}^c$:

$$|\tilde{\delta}(j)| = \left| \sum_{\tau=0}^{t-1} p^{(j)}_\tau \delta^{(j)}_\tau \right| \leq \sum_{\tau=0}^{t-1} \left| p^{(j)}_\tau \right| \left( |\delta^{(j)}_0| + |\delta^{(j)}_\tau - \delta^{(j)}_{\tau-1}| \right) \leq \sum_{\tau=0}^{t-1} \left| p^{(j)}_\tau \right| \left( |\delta^{(j)}_0| + |\delta^{(j)}_\tau - \delta^{(j)}_{\tau-1}| \right).$$

By the Cauchy-Swartz inequality, this gives:

$$\|P_{\mathbb{S}^c} \tilde{\delta}\|^2 = \sum_{j \in \mathbb{S}^c} |\tilde{\delta}(j)|^2 \leq \sum_{j \in \mathbb{S}^c} \left( |\delta^{(j)}_0| + \sum_{\tau=1}^{t-1} |\delta^{(j)}_\tau - \delta^{(j)}_{\tau-1}| \right)^2 \leq 2 \left[ \sum_{j \in \mathbb{S}^c} |\delta^{(j)}_0|^2 + \sum_{j \in \mathbb{S}^c} \left( \sum_{\tau=1}^{t-1} |\delta^{(j)}_\tau - \delta^{(j)}_{\tau-1}| \right)^2 \right] \leq 2 \left[ \sum_{j \in \mathbb{S}^c} |\delta^{(j)}_0|^2 + t \sum_{j \in \mathbb{S}^c} \left( \sum_{\tau=1}^{t-1} |\delta^{(j)}_\tau - \delta^{(j)}_{\tau-1}| \right)^2 \right] \leq 2 \sum_{j \in \mathbb{S}^c} |\delta^{(j)}_0|^2 + 2t \sum_{\tau=1}^{t-1} \|\delta_\tau - \delta_{\tau-1}\|^2.$$ 

Recall that for $t \leq \mathcal{F}$, we have $\|x_t\| \leq \mathcal{F}/2$. By Proposition 3.7.3, we know: $\|\delta_0\| \leq O(\rho \mathcal{F}^2)$, and by Corollary 3.4.3 and Proposition 3.7.3

$$t \sum_{\tau=1}^{t-1} \|\delta_\tau - \delta_{\tau-1}\|^2 \leq O(\rho^2 \mathcal{F}^2) t \sum_{\tau=1}^{t-1} \|x_\tau - x_{\tau-1}\|^2 \leq O(\rho^2 \mathcal{F}^4).$$

This gives $\|P_{\mathbb{S}^c} \tilde{\delta}\| \leq O(\rho \mathcal{F}^2) \leq O(\epsilon \cdot c^{-6}) \leq \epsilon/10$.

Next we consider the $\|P_{\mathbb{S}^c} \tilde{v}\|$ term. By Lemma 3.8.7, we have

$$-\eta q^{(j)}_t = \frac{b_t}{\sum_{\tau=0}^{t-1} a_\tau} \leq O(1) \max\{\theta, \sqrt{\eta |\lambda_j|}\}.$$ 

This gives:

$$\|P_{\mathbb{S}^c} \tilde{v}\|^2 = \sum_{j \in \mathbb{S}^c} \left[ q^{(j)}_t v^{(j)}_0 \right]^2 \leq O(1) \sum_{j \in \mathbb{S}^c} \max\{\eta |\lambda_j|, \theta^2\} \left[ v^{(j)}_0 \right]^2.$$ 

Recall that we have assumed by way of contradiction that $E_{\mathcal{F}/4} - E_0 \leq -\mathcal{F}$. By the precondition that NCE is not used at $t = 0$, due to the certificate [3.2] we have:

$$\frac{1}{2} v_0^\top \nabla^2 f(\zeta_0) v_0 \geq -\frac{\gamma}{2} \|v_0\|^2 = -\frac{\sqrt{\rho \epsilon}}{8} \|v_0\|^2,$$

where $\zeta_0 = \phi x_0 + (1-\phi) y_0$ and $\phi \in [0, 1]$. Noting that we fix $x_0$ as the origin $0$, by the Hessian Lipschitz property, it is easy to show that $\|\nabla^2 f(\zeta_0) - \mathcal{H}\| \leq \rho \|y_0\| \leq \rho \|v_0\| \leq \rho \mathcal{M} \leq \sqrt{\rho \epsilon}$. This gives:

$$v_0 \mathcal{H} v_0 \geq -2\sqrt{\rho \epsilon} \|v_0\|^2.$$
Again letting $\lambda_j$ denote the eigenvalues of $H$, rearranging the above sum give:

$$\sum_{j: \lambda_j \leq 0} |\lambda_j| [v_0^{(j)}]^2 \leq O(\sqrt{\rho c})\|v_0\|^2 + \sum_{j: \lambda_j > 0} \lambda_j [v_0^{(j)}]^2 \leq O(\sqrt{\rho c})\|v_0\|^2 + v_0^T [P_S^T H P_S] v_0.$$  

The second inequality uses the fact that $\theta^2/\eta(2 - \theta)^2 \leq O(\sqrt{\rho c})$. Substituting into \((3.13)\) gives:

$$\|P_S \tilde{v}\|^2 \leq O(\frac{1}{\eta}) \left(\sqrt{\rho c}\|v_0\|^2 + v_0^T [P_S^T H P_S] v_0\right) \leq O(\ell \sqrt{\rho c} \epsilon^2) = O(\epsilon^2 c^{-2}) \leq \epsilon^2/100.$$  

Finally, putting all pieces together, we have:

$$\|x_t\| \geq \|P_S x_t\| \geq \eta \left[\min_{j \in S'} \sum_{t=0}^{t-1} a_t^{(j)}\right] \|P_S (\nabla f(0) + \tilde{\delta} + \tilde{v})\| \geq \Omega(\frac{\eta c}{\theta^2}) \geq \Omega(\frac{\eta}{\theta^2}) \geq \Omega(\ell c) \geq \mathcal{I}$$

which contradicts the fact $\|x_t\|$ that remains inside the ball around $0$ with radius $\mathcal{I}/2$. \qed

The next lemma shows that if the initial momentum and gradient are reasonably small, and the Hamiltonian does not have sufficient decrease over the next $\mathcal{I}$ iterations, then both the gradient and momentum of the strongly convex component $S$ will vanish in $\mathcal{I}/4$ iterations.

**Lemma 3.7.6 (Formal Version of Lemma 3.4.7).** Under the setting of Theorem 3.3.1 suppose $\|v_0\| \leq \mathcal{M}$ and $\|\nabla f(x_0)\| \leq 2\ell \mathcal{M}$, $E_{\mathcal{I}/2} - E_0 \geq -\mathcal{I}$, and for $t \in [0, \mathcal{I}/2]$ only AGD steps are used, without NCE or perturbation. Then $\forall t \in [\mathcal{I}/4, \mathcal{I}/2]$:  

$$\|P_S \nabla f(x_t)\| \leq \frac{\epsilon}{2} \quad \text{and} \quad v_t^T [P_S^T \nabla^2 f(x_0) P_S] v_t \leq \sqrt{\rho c} \mathcal{M}^2.$$  

**Proof.** Since $E_{\mathcal{I}} - E_0 \geq -\mathcal{I}$, by Corollary 3.4.3 and the Cauchy-Swartz inequality, we see that for all $t \leq \mathcal{I}$ we have $\|x_t - x_0\| \leq \sqrt{2\eta \mathcal{I} \mathcal{F}/\theta} = \mathcal{F}$.  

Given initial $x_0$ and $v_0$, we define $x_{-1} = x_0 - v_0$. Without loss of generality, setting $x_0$ as the origin $0$, by the notation and results of Lemma 3.7.2 we have the update equation:

$$
\begin{pmatrix}
x_t \\
x_{t-1}
\end{pmatrix} = A^t 
\begin{pmatrix}
0 \\
-v_0
\end{pmatrix} - \eta \sum_{\tau=0}^{t-1} A^{t-1-\tau} \begin{pmatrix}
\nabla f(0) + \delta_\tau \\
0
\end{pmatrix}.
\quad (3.14)
$$
First we prove the upper bound on the gradient: \( \forall t \in [\mathcal{T}/4, \mathcal{T}] \), we have \( \| \mathcal{P}_g \nabla f(x_t) \| \leq \frac{\epsilon}{2} \). Let \( \Delta_t = \int_0^1 \langle \nabla^2 f(\phi x_t) - \mathcal{H} \rangle d\phi \). According to (3.14), we have:

\[
\nabla f(x_t) = \nabla f(0) + (\mathcal{H} + \Delta_t)x_t
\]

\[
= \left( I - \eta \mathcal{H} \begin{pmatrix} I & 0 \end{pmatrix} \sum_{\tau=0}^{t-1} A^{t-1-\tau} \begin{pmatrix} I \\ 0 \end{pmatrix} \right) \nabla f(0) + \mathcal{H} \begin{pmatrix} I & 0 \end{pmatrix} A^t \begin{pmatrix} 0 \\ -v_0 \end{pmatrix}
\]

\[- \eta \mathcal{H} \begin{pmatrix} I & 0 \end{pmatrix} \sum_{\tau=0}^{t-1} A^{t-1-\tau} \begin{pmatrix} \delta_t \\ 0 \end{pmatrix} + \Delta_t x_t.
\]

We will upper bound four terms \( g_1, g_2, g_3, g_4 \) separately. Clearly, for the last term \( g_4 \), we have:

\( \| g_4 \| \leq \rho \| x_t \|^2 \leq O(\rho \mathcal{T}^2) = O(\epsilon c^{-6}) \leq \epsilon/8. \)

Next, we show that the first two terms \( g_1, g_2 \) become very small for \( t \in [\mathcal{T}/4, \mathcal{T}] \). Consider coordinate \( j \in \mathcal{S} \) and the \( 2 \times 2 \) block matrix \( A_j \). By Lemma 3.8.2, we have:

\[
1 - \eta \lambda_j \begin{pmatrix} 1 & 0 \end{pmatrix} \sum_{\tau=0}^{t-1} A_j^{t-1-\tau} \begin{pmatrix} 1 \\ 0 \end{pmatrix} = \begin{pmatrix} 1 & 0 \end{pmatrix} A_j^t \begin{pmatrix} 1 \\ 1 \end{pmatrix}.
\]

Denote:

\( \langle a_t^{(j)}, -b_t^{(j)} \rangle = \begin{pmatrix} 1 & 0 \end{pmatrix} A_j^t. \)

By Lemma 3.8.9, we know:

\[
\max_{j \in \mathcal{S}} \left\{ |a_t^{(j)}|, |b_t^{(j)}| \right\} \leq (t + 1)(1 - \theta)^\frac{1}{2}.
\]

This immediately gives when \( t \geq \mathcal{T}/4 = \Omega(\frac{\epsilon}{\theta} \log \frac{1}{\theta}) \) for \( c \) sufficiently large:

\[
\| \mathcal{P}_g g_1 \|^2 = \sum_{j \in \mathcal{S}} |(a_t^{(j)} - b_t^{(j)}) \nabla f(0)^{(j)}|^2 \leq (t + 1)^2 (1 - \theta)^t \| \nabla f(0) \|^2 \leq \epsilon^2/64
\]

\[
\| \mathcal{P}_g g_2 \|^2 = \sum_{j \in \mathcal{S}} |\lambda_j b_t^{(j)} v_0^{(j)}|^2 \leq \ell^2 (t + 1)^2 (1 - \theta)^t \| v_0 \|^2 \leq \epsilon^2/64.
\]

Finally, for \( g_3 \), by Lemma 3.8.11, for all \( j \in \mathcal{S} \), we have

\[
| g_3^{(j)} | = \left| \eta \lambda_j \sum_{\tau=0}^{t-1} a_t^{(j)} \delta_{t-1-\tau} \right| \leq | \delta_t^{(j)} | + \sum_{\tau=1}^{t-1} | \delta_{\tau}^{(j)} | - \delta_{\tau-1}^{(j)} |.
\]
By Proposition 3.7.3, this gives:
\[
\|P_sg_3\|^2 \leq 2\|\delta_{t-1}\|^2 + 2t \sum_{\tau=1}^{t-1} \|\delta_{\tau} - \delta_{\tau-1}\|^2 \leq O(\rho^2 \mathcal{F}^4) \leq O(\epsilon^2 \cdot c^{-12}) \leq \epsilon^2 / 64.
\]
In sum, this gives for any fixed \( t \in [\mathcal{F} / 4, \mathcal{F}] \):
\[
\|P_s \nabla f(x_t)\| \leq \|P_s g_1\| + \|P_s g_2\| + \|P_s g_3\| + \|g_4\| \leq \frac{\epsilon}{2}.
\]
We now provide a similar argument to prove the upper bound for the momentum. That is, \( \forall t \in [\mathcal{F} / 4, \mathcal{F}] \), we show \( v_t^T [P_s^T \nabla^2 f(x_0)P_s]v_t \leq \sqrt{\rho \epsilon} \mathcal{M}^2 \). According to (3.14), we have:
\[
v_t = \begin{pmatrix} 1 & -1 \end{pmatrix} \begin{pmatrix} x_t \\ x_{t-1} \end{pmatrix} = \begin{pmatrix} 1 & -1 \end{pmatrix} A^t \begin{pmatrix} 0 \\ -v_0 \end{pmatrix} - \eta \begin{pmatrix} 1 & -1 \end{pmatrix} \sum_{\tau=0}^{t-1} A^{t-\tau} \begin{pmatrix} \nabla f(0) \\ 0 \end{pmatrix} - \eta \begin{pmatrix} 1 & -1 \end{pmatrix} \sum_{\tau=0}^{t-1} A^{t-\tau} \begin{pmatrix} \delta_{\tau} \\ 0 \end{pmatrix}.
\]
Consider the \( j \)-th eigendirection, so that \( j \in S \), and recall the \( 2 \times 2 \) block matrix \( A_j \). Denoting
\[
(a^{(j)}_t, -b^{(j)}_t) = \begin{pmatrix} 1 \\ 0 \end{pmatrix} A^t_j,
\]
by Lemma 3.8.1 and 3.8.9, we have for \( t \geq \mathcal{F} / 4 = \Omega(\frac{\mathcal{F}}{\theta} \log \frac{1}{\theta}) \) with \( c \) sufficiently large:
\[
\|\frac{1}{\mathcal{M}} P_s^T \nabla^2 f(x_0)P_s \|^2 = \sum_{j \in S} |\lambda_j^{\frac{1}{2}} (b^{(j)}_t - b^{(j)}_{t-1}) v_0^{(j)}|^2 \leq \ell(t+1)^2(1-\theta)^t \|v_0\|^2 \leq O\left( \frac{\epsilon^2}{\ell} c^{-3} \right) \leq \frac{1}{3} \sqrt{\rho \epsilon} \mathcal{M}^2.
\]
On the other hand, by Lemma 3.8.2 we have:
\[
\eta \lambda_j \begin{pmatrix} 1 & -1 \end{pmatrix} \sum_{\tau=0}^{t-1} A_j^{t-\tau} \begin{pmatrix} 1 \\ 0 \end{pmatrix} = \eta \lambda_j \begin{pmatrix} 1 & 0 \end{pmatrix} \sum_{\tau=0}^{t-1} (A_j^{t-\tau} - A_j^{t-2-\tau}) \begin{pmatrix} 1 \\ 0 \end{pmatrix} = \begin{pmatrix} 1 & 0 \end{pmatrix} (A_j^t - A_j^{t-1}) \begin{pmatrix} 1 \\ 0 \end{pmatrix}.
\]
This gives, for \( t \geq \mathcal{F} / 4 = \Omega(\frac{\mathcal{F}}{\theta} \log \frac{1}{\theta}) \), and for \( c \) sufficiently large:
\[
\|\frac{1}{\mathcal{M}} P_s^T \nabla^2 f(x_0)P_s \|^2 \leq \sum_{j \in S} |\lambda_j^{\frac{1}{2}} (a^{(j)}_t - a^{(j)}_{t-1} - b^{(j)}_t + b^{(j)}_{t-1}) \nabla f(0)^{(j)}|^2
\]
\[
\leq O\left( \frac{1}{\sqrt{\rho \epsilon}} \right) (t+1)^2(1-\theta)^t \|\nabla f(0)\|^2 \leq O\left( \frac{\epsilon^2}{\ell} c^{-3} \right) \leq \frac{1}{3} \sqrt{\rho \epsilon} \mathcal{M}^2.
\]
Finally, for any $j \in S$, by Lemma 3.8.1, we have:

$$
\| (H^\frac{1}{2} m_3)^{(j)} \| = | \eta \lambda_j^\frac{1}{2} \sum_{\tau=0}^{t-1} (a_\tau - a_{\tau-1}) \delta_{\tau-1} | \leq \sqrt{\eta} \left[ \sum_{\tau=1}^{t-1} | \delta_{\tau-1}^{(j)} | + \sum_{\tau=1}^{t-1} | \delta_{\tau}^{(j)} - \delta_{\tau-1}^{(j)} | \right].
$$

Again by Proposition 3.7.3

$$
\| [P_S^T \nabla^2 f(x_0) P_S]^\frac{1}{2} m_3 \|^2 = \eta \left[ 2\| \delta_{t-1} \|^2 + 2t \sum_{\tau=1}^{t-1} \| \delta_{\tau} - \delta_{\tau-1} \|^2 \right] \leq O(\eta \rho^2 F^4) \leq O(\frac{e^2}{t} c^{-6}) \leq \frac{1}{3} \sqrt{\rho e} M^2.
$$

Putting everything together, we have:

$$
\| v_t^T [P_S^T \nabla^2 f(x_0) P_S] v_t \| \leq \| [P_S^T \nabla^2 f(x_0) P_S]^\frac{1}{2} m_1 \| + \| [P_S^T \nabla^2 f(x_0) P_S]^\frac{1}{2} m_2 \| + \| [P_S^T \nabla^2 f(x_0) P_S]^\frac{1}{2} m_3 \| \leq \sqrt{\rho e} M^2.
$$

This finishes the proof. \( \square \)

Finally, we are ready to prove the main lemma of this subsection (Lemma 3.4.5), which claims that if gradients in \( T \) iterations are always large, then the Hamiltonian will decrease sufficiently within a small number of steps.

**Lemma 3.7.7** (Large gradient). Consider the setting of Theorem 3.3.1. If \( \| \nabla f(x_\tau) \| \geq \epsilon \) for all \( \tau \in [0, T] \), then by running Algorithm 6 we have \( E_T - E_0 \leq -F \).

**Proof.** Since \( \| \nabla f(x_\tau) \| \geq \epsilon \) for all \( \tau \in [0, T] \), according to Algorithm 6 the precondition to add perturbation never holds, so Algorithm will not add any perturbation in these \( T \) iterations.

Next, suppose there is at least one iteration where NCE is used. Then by Lemma 3.4.1 we know that that step alone gives \( F \) decrease in the Hamiltonian. According to Lemma 3.4.1 and Lemma 3.7.1 we know that without perturbation, the Hamiltonian decreases monotonically in the remaining steps. This means whenever at least one NCE step is performed, Lemma 3.4.5 immediately holds.

For the remainder of the proof, we can restrict the discussion to the case where NCE is never performed in steps \( \tau \in [0, T] \). Letting

$$
\tau_1 = \arg \min_{t \in [0, T]} \left\{ t \| v_t \| \leq M \text{ and } \| \nabla f(x_t) \| \leq 2\ell M \right\},
$$

we know in case \( \tau_1 \geq \frac{\ell}{4} \), that Lemma 3.7.4 ensures \( E_T - E_0 \leq E_{\frac{\ell}{4}} - E_0 \leq -F \). Thus, we only need to discuss the case \( \tau_1 \leq \frac{\ell}{4} \). Again, if \( E_{\tau_1 + \frac{\ell}{2}} - E_{\tau_1} \leq -F \), Lemma 3.4.5 immediately holds. For the remaining case, \( E_{\tau_1 + \frac{\ell}{2}} - E_{\tau_1} \leq -F \), we apply Lemma 3.7.6 starting at \( \tau_1 \), and obtain

$$
\| P_S \nabla f(x_t) \| \leq \frac{\epsilon}{2} \text{ and } v_t^T [P_S^T \nabla^2 f(x_t) P_S] v_t \leq \sqrt{\rho e} M^2. \quad \forall t \in [\tau_1 + \frac{\ell}{4}, \tau_1 + \frac{\ell}{2}].
$$
Now we finish the proof.

Proof for negative-curvature scenario

We prove Lemma 3.4.6 in this section. We consider two trajectories, starting at \( x_0 \) and \( x_0' \), with \( v_0 = v_0' \), where \( w_0 = x_0 - x_0' = r_0 e_1 \), where \( e_1 \) is the minimum eigenvector direction of \( \mathcal{H} \), and where \( r_0 \) is not too small. We show that at least one of the trajectories will escape saddle points efficiently.

**Lemma 3.7.7** (Formal Version of Lemma 3.4.9). Under the same setting as Theorem 3.3.1, suppose \( \| \nabla f(\tilde{x}) \| \leq \epsilon \) and \( \lambda_{\text{min}}(\nabla^2 f(\tilde{x})) \leq -\sqrt{\epsilon} \). Let \( x_0 \) and \( x_0' \) be at distance at most \( r \) from \( \tilde{x} \). Let \( x_0 - x_0' = r_0 e_1 \) and let \( v_0 = v_0' = \tilde{v} \) where \( e_1 \) is the minimum eigenvector-direction of \( \nabla^2 f(\tilde{x}) \). Let \( r_0 \geq \frac{\delta_\theta}{2\lambda_{\text{max}}} \). Then, running AGD starting at \( (x_0,v_0) \) and \( (x_0',v_0') \) respectively, we have:

\[
\min \{ E_{\mathcal{F}} - \tilde{E}, E_{\mathcal{F}}' - \tilde{E} \} \leq -\mathcal{F},
\]

where \( \tilde{E}, E_{\mathcal{F}} \) and \( E_{\mathcal{F}}' \) are the Hamiltonians at \( (\tilde{x},\tilde{v}), (x_0, v_0) \) and \( (x_0', v_0') \) respectively.

**Proof.** Assume none of the two sequences decrease the Hamiltonian fast enough; that is,

\[
\min \{ E_{\mathcal{F}} - E_0, E_{\mathcal{F}}' - E_0' \} \geq -2\mathcal{F},
\]

and the Cauchy-Swartz inequality, we have for any \( t \leq \mathcal{T} \):

\[
\max \{ \| x_t - \tilde{x} \|, \| x_t' - \tilde{x} \| \} \leq r + \max \{ \| x_t - x_0 \|, \| x_t' - x_0' \| \} \leq r + \sqrt{4\eta_{\mathcal{F}}^2} \mathcal{F}/\theta \leq 2\mathcal{F}.
\]

Fix the origin \( 0 \) at \( \tilde{x} \) and let \( \mathcal{H} \) be the Hessian at \( \tilde{x} \). Recall that the update equation of AGD (Algorithm 5) can be re-written as:

\[
x_{t+1} = (2 - \theta)x_t - (1 - \theta)x_{t-1} - \eta \nabla f((2 - \theta)x_t - (1 - \theta)x_{t-1})
\]
Taking the difference of two AGD sequences starting from \( x_0, x'_0 \), and let \( w_t = x_t - x'_t \), we have:
\[
\begin{align*}
w_{t+1} &= (2 - \theta)w_t - (1 - \theta)w_{t-1} - \eta \nabla f(x_t) + \eta \nabla f(x'_t) \\
&= (2 - \theta)(I - \eta \mathcal{H} - \eta \Delta_t)w_t - (1 - \theta)(I - \eta \mathcal{H} - \eta \Delta_t)w_{t-1},
\end{align*}
\]
where \( \Delta_t = \int_0^1 (\nabla^2 f(\phi y_t + (1 - \phi)y'_t) - \mathcal{H})d\phi \). In the last step, we used
\[
\nabla f(y_t) - \nabla f(y'_t) = (\mathcal{H} + \Delta_t)(y_t - y'_t) = (\mathcal{H} + \Delta_t)[(2 - \theta)w_t - (1 - \theta)w_{t-1}].
\]
We thus obtain the update of the \( w_t \) sequence in matrix form:
\[
\begin{pmatrix}
w_{t+1} \\
w_t \\
w_{t-1}
\end{pmatrix}
= \begin{pmatrix}
(2 - \theta)(I - \eta \mathcal{H}) & -(1 - \theta)(I - \eta \mathcal{H}) & 0 \\
\mathbf{I} & 0 & 0 \\
0 & 0 & 0
\end{pmatrix}
\begin{pmatrix}
w_t \\
w_{t-1}
\end{pmatrix}
- \eta \begin{pmatrix}
(2 - \theta)\Delta_t w_t - (1 - \theta)\Delta_t w_{t-1} \\
0
\end{pmatrix},
\]
where \( \delta_t = (2 - \theta)\Delta_t w_t - (1 - \theta)\Delta_t w_{t-1} \). Since \( v_0 = v'_0 \), we have \( w_{t-1} = w_0 \), and \( \|\Delta_t\| \leq \rho \max\{\|x_t - \bar{x}\|, \|x'_t - \bar{x}\|\} \leq 2\rho \mathcal{S} \), as well as \( \|\delta_t\| \leq 6\rho \mathcal{S} (\|w_t\| + \|w_{t-1}\|) \). According to (3.15)
\[
w_t = \begin{pmatrix}
\mathbf{I} & 0
\end{pmatrix} A^t \begin{pmatrix}
w_0 \\
w_0
\end{pmatrix} - \eta \begin{pmatrix}
\mathbf{I} & 0
\end{pmatrix} \sum_{\tau=0}^{t-1} A^{t-\tau} \begin{pmatrix}
\delta_\tau \\
0
\end{pmatrix}.
\]
Intuitively, we want to say that the first term dominates. Technically, we will set up an induction based on the following fact:
\[
\|\eta \begin{pmatrix}
\mathbf{I} & 0
\end{pmatrix} \sum_{\tau=0}^{t-1} A^{t-\tau} \begin{pmatrix}
\delta_\tau \\
0
\end{pmatrix}\| \leq \frac{1}{2} \|\begin{pmatrix}
\mathbf{I} & 0
\end{pmatrix} A^t \begin{pmatrix}
w_0 \\
w_0
\end{pmatrix}\|.
\]
It is easy to check the base case holds for \( t = 0 \). Then, assume that for all time steps less than or equal to \( t \), the induction assumption hold. We have:
\[
\|w_t\| \leq \|\begin{pmatrix}
\mathbf{I} & 0
\end{pmatrix} A^t \begin{pmatrix}
w_0 \\
w_0
\end{pmatrix}\| + \|\eta \begin{pmatrix}
\mathbf{I} & 0
\end{pmatrix} \sum_{\tau=0}^{t-1} A^{t-\tau} \begin{pmatrix}
\delta_\tau \\
0
\end{pmatrix}\|
\]
\[
\leq 2 \|\begin{pmatrix}
\mathbf{I} & 0
\end{pmatrix} A^t \begin{pmatrix}
w_0 \\
w_0
\end{pmatrix}\|,
\]
which gives:

\[ \| \delta_t \| \leq O(\rho) (\| w_t \| + \| w_{t-1} \|) \leq O(\rho) \left[ \left\| \begin{pmatrix} 1 & 0 \end{pmatrix} A^t \begin{pmatrix} w_0 \\ w_0 \end{pmatrix} \right\| + \left\| \begin{pmatrix} 1 & 0 \end{pmatrix} A^{t-1} \begin{pmatrix} w_0 \\ w_0 \end{pmatrix} \right\| \right] \]

\[ \leq O(\rho) \| \begin{pmatrix} 1 & 0 \end{pmatrix} A^t \begin{pmatrix} w_0 \\ w_0 \end{pmatrix} \|, \]

where in the last inequality, we used Lemma 3.8.15 for monotonicity in \( t \).

To prove that the induction assumption holds for \( t + 1 \) we compute:

\[ \| \eta \left( \begin{pmatrix} 1 & 0 \end{pmatrix} \right) \sum_{\tau=0}^{t} A^{t-\tau} \begin{pmatrix} \delta_{\tau} \\ 0 \end{pmatrix} \| \leq \eta \sum_{\tau=0}^{t} \left\| \begin{pmatrix} 1 & 0 \end{pmatrix} A^{t-\tau} \begin{pmatrix} 1 \\ 0 \end{pmatrix} \right\| \| \delta_{\tau} \| \]

\[ \leq O(\eta \rho) \sum_{\tau=0}^{t} \left\| \begin{pmatrix} 1 & 0 \end{pmatrix} A^{t-\tau} \begin{pmatrix} 1 \\ 0 \end{pmatrix} \right\| \left\| \begin{pmatrix} 1 & 0 \end{pmatrix} A^\tau \begin{pmatrix} w_0 \\ w_0 \end{pmatrix} \right\|. \tag{3.16} \]

By the precondition we have \( \lambda_{\text{min}}(H) \leq -\sqrt{\rho \epsilon} \). Without loss of generality, assume that the minimum eigenvector direction of \( H \) is along the first coordinate \( e_1 \), and denote the corresponding \( 2 \times 2 \) matrix as \( A_1 \) (as in the convention of (3.12)). Let:

\[ (a_t^{(1)}, -b_t^{(1)}) = \begin{pmatrix} 1 & 0 \end{pmatrix} A_t^1. \]

We then see that (1) \( w_0 \) is along the \( e_1 \) direction, and (2) according to Lemma 3.8.14, the matrix \( \begin{pmatrix} 1 & 0 \end{pmatrix} A^{t-\tau} \begin{pmatrix} 1 \\ 0 \end{pmatrix} \) is a diagonal matrix, where the spectral norm is achieved along the first coordinate which corresponds to the eigenvalue \( \lambda_{\text{min}}(H) \). Therefore, using Equation (3.16) we have:

\[ \| \eta \begin{pmatrix} 1 & 0 \end{pmatrix} \sum_{\tau=0}^{t} A^{t-\tau} \begin{pmatrix} \delta_{\tau} \\ 0 \end{pmatrix} \| \leq O(\eta \rho) \sum_{\tau=0}^{t} a_t^{(1)}(a_t^{(1)} - b_t^{(1)}) \| w_0 \|
\]

\[ \leq O(\eta \rho) \sum_{\tau=0}^{t} \left[ \frac{2}{\theta} + (t + 1) \right] |a_{t+1}^{(1)} - b_{t+1}^{(1)}| \| w_0 \|
\]

\[ \leq O(\eta \rho \mathcal{F}^2) \| \begin{pmatrix} 1 & 0 \end{pmatrix} A^{t+1} \begin{pmatrix} w_0 \\ w_0 \end{pmatrix} \|, \]
where, in the second to last step, we used Lemma 3.8.13, and in the last step we used $\frac{1}{\theta} \leq T$. Finally, $O(\eta \rho T^2) \leq O(c^{-1}) \leq 1/2$ by choosing a sufficiently large constant $c$. Therefore, we have proved the induction, which gives us:

$$\|w_t\| = \|\begin{pmatrix} I & 0 \end{pmatrix} A^t \begin{pmatrix} w_0 \\ w_0 \end{pmatrix} \| - \|\eta \begin{pmatrix} I & 0 \end{pmatrix} \sum_{\tau=0}^{t-1} A^{t-\tau} \begin{pmatrix} \delta \tau \\ 0 \end{pmatrix} \| \geq \frac{1}{2} \|\begin{pmatrix} I & 0 \end{pmatrix} A^t \begin{pmatrix} w_0 \\ w_0 \end{pmatrix} \|.$$ 

Noting that $\lambda_{\min}(H) \leq -\sqrt{\rho \epsilon}$, by applying Lemma 3.8.15 we have

$$\frac{1}{2} \|\begin{pmatrix} I & 0 \end{pmatrix} A^t \begin{pmatrix} w_0 \\ w_0 \end{pmatrix} \| \geq \frac{\theta}{4}(1 + \Omega(\theta))^{\frac{r}{2}} r_0,$$

which grows exponentially. Therefore, for $r_0 \geq \frac{\delta F}{2 \Delta_f} \cdot \frac{r}{\sqrt{d}}$, and $T = \Omega(\frac{1}{\theta} \cdot \chi c)$ where $\chi = \max\{1, \log \frac{\eta \Delta_f}{\rho c \delta}\}$, where the constant $c$ is sufficiently large, we have

$$\|x_{\mathcal{F}} - x'_{\mathcal{F}}\| = \|w_{\mathcal{F}}\| \geq \frac{\theta}{4}(1 + \Omega(\theta))^{\mathcal{F}} r_0 \geq 4 \mathcal{F},$$

which contradicts the fact that:

$$\forall t \leq \mathcal{F}, \max\{\|x_t - \tilde{x}\|, \|x'_t - \tilde{x}\|\} \leq O(\mathcal{F}).$$

This means our assumption is wrong, and we can therefore conclude:

$$\min\{E_{\mathcal{F}} - E_0, E'_{\mathcal{F}} - E'_0\} \leq -2 \mathcal{F}.$$ 

On the other hand, by the precondition on $\tilde{x}$ and the gradient Lipschitz property, we have:

$$\max\{E_0 - \tilde{E}, E'_0 - \tilde{E}'\} \leq \epsilon r + \frac{\epsilon r^2}{2} \leq \mathcal{F},$$

where the last step is due to our choice of $r = \eta \epsilon \cdot \chi^{-5} c^{-8}$ in (3.3). Combining these two facts:

$$\min\{E_{\mathcal{F}} - \tilde{E}, E'_{\mathcal{F}} - \tilde{E}'\} \leq \min\{E_{\mathcal{F}} - E_0, E'_{\mathcal{F}} - E'_0\} + \max\{E_0 - \tilde{E}, E'_0 - \tilde{E}'\} \leq -\mathcal{F},$$

which finishes the proof. 

We are now ready to prove the main lemma in this subsection, which states with that random perturbation, PAGD will escape saddle points efficiently with high probability.

**Lemma 3.7.8 (Negative curvature).** Consider the setting of Theorem 3.3.1. If $\|\nabla f(x_0)\| \leq \epsilon$, $\lambda_{\min}(\nabla^2 f(x_0)) < -\sqrt{\rho \epsilon}$, and a perturbation has not been added in iterations $\tau \in [-\mathcal{F}, 0)$, then, by running Algorithm 6, we have $E_{\mathcal{F}} - E_0 \leq -\mathcal{F}$ with probability at least $1 - \frac{\delta F}{2 \Delta_f}$. 


Proof. Since a perturbation has not been added in iterations $\tau \in [-\mathcal{T}, 0)$, according to PAGD (Algorithm 6), we add perturbation at $t = 0$, the Hamiltonian will increase by at most:

$$\Delta E \leq \epsilon r + \frac{\ell r^2}{2} \leq \mathcal{F},$$

where the last step is due to our choice of $r = \eta \epsilon \chi^{-5} c^{-8}$ in (3.3) with constant $c$ sufficiently large. Again by Algorithm 6, a perturbation will never be added in the remaining iterations, and by Lemma 3.4.1 and Lemma 3.7.1 we know the Hamiltonian always decreases for the remaining steps. Therefore, if at least one NCE step is performed in iteration $\tau \in [0, \mathcal{T}]$, by Lemma 3.7.1 we will decrease $2\mathcal{F}$ in that NCE step, and at most increase by $\mathcal{F}$ due to the perturbation. This immediately gives $E_{\mathcal{T}} - E_0 \leq -\mathcal{F}$.

Therefore, we only need to focus on the case where NCE is never used in iterations $\tau \in [0, \mathcal{T}]$. Let $B_{x_0}(r)$ denote the ball with radius $r$ around $x_0$. According to algorithm 6, we know the iterate after adding perturbation to $x_0$ is uniformly sampled from the ball $B_{x_0}(r)$. Let $X_{\text{stuck}} \subset B_{x_0}(r)$ be the region where AGD is stuck (does not decrease the Hamiltonian $\mathcal{F}$ in $T$ steps). Formally, for any point $x \in X_{\text{stuck}}$, let $x_1, \cdots, x_T$ be the AGD sequence starting at $(x, v_0)$, then $E_T - E_0 \geq -\mathcal{F}$. By Lemma 3.7.1, $X_{\text{stuck}}$ can have at most width $r_0 = \frac{\delta \mathcal{F}}{2\Delta_f} \cdot \frac{r}{\pi}$ along the minimum eigenvalue direction. Therefore,

$$\frac{\text{Vol}(X_{\text{stuck}})}{\text{Vol}(B_{x_0}(r))} \leq \frac{r_0 \cdot \text{Vol}(B_0^{(d-1)}(r))}{\text{Vol}(B_0^{(d)}(r))} = \frac{r_0}{r} \frac{\Gamma(d/2 + 1)}{\Gamma(d/2 + 1/2)} \leq \frac{r_0}{r} \sqrt{\frac{d}{2}} \frac{1}{\sqrt{\pi}} \leq \frac{\delta \mathcal{F}}{2\Delta_f}.$$

Thus, with probability at least $1 - \frac{\delta \mathcal{F}}{2\Delta_f}$, the perturbation will end up outside of $X_{\text{stuck}}$, which give $E_T - E_0 \leq -\mathcal{F}$. This finishes the proof.

\[\Box\]

Proof of Theorem 3.3.1

Our main result is now easily obtained from Lemma 3.4.5 and Lemma 3.4.6.

Proof of Theorem 3.3.1. Suppose we never encounter any $\epsilon$-second-order stationary point. Consider the set $\mathcal{T} = \{\tau | \tau \in [0, \mathcal{T}] \text{ and } \|\nabla f(x_{\tau})\| \leq \epsilon\}$, and two cases: (1) $\mathcal{T} = \emptyset$, in which case we know all gradients are large and by Lemma 3.4.5 we have $E_{\mathcal{T}} - E_0 \leq -\mathcal{F}$; (2) $\mathcal{T} \neq \emptyset$. In this case, define $\tau' = \min \mathcal{T}$; i.e., the earliest iteration where the gradient is small. Since by assumption, $x'_{\tau'}$ is not an $\epsilon$-second-order stationary point, this gives $\nabla^2 f(x_{\tau'}) \leq -\sqrt{\epsilon} \epsilon$, and by Lemma 3.4.6, we can conclude $E_{\tau'+\mathcal{T}} - E_0 \leq E_{\tau'+\mathcal{T}} - E_{\tau'} \leq -\mathcal{F}$. Clearly $\tau' + \mathcal{T} \leq 2\mathcal{T}$. That is, in either case, we will decrease the Hamiltonian by $\mathcal{F}$ in at most $2\mathcal{T}$ steps.

Then, for the the first case, we can repeat this argument starting at iteration $\mathcal{T}$, and for the second case, we can repeat the argument starting at iteration $\tau' + \mathcal{T}$. Therefore, we will continue to obtain a decrease of the Hamiltonian by an average of $\mathcal{F}/(2\mathcal{T})$ per step. Since the function $f$ is lower bounded, we know the Hamiltonian can not decrease
beyond $E_0 - E^* = f(x_0) - f^*$, which means that in $\frac{2(f(x_0) - f^*)}{\mathcal{F}}$ steps, we must encounter an $\epsilon$-second-order stationary point at least once.

Finally, in $\frac{2(f(x_0) - f^*)}{\mathcal{F}}$ steps, we will call Lemma 3.4.6 at most $\frac{2\Delta_f}{\mathcal{F}}$ times, and since Lemma 3.4.6 holds with probability $1 - \frac{\delta}{2\Delta_f}$, by a union bound, we know that the argument above is true with probability at least:

$$1 - \frac{\delta}{2\Delta_f} \cdot \frac{2\Delta_f}{\mathcal{F}} = 1 - \delta,$$

which finishes the proof. 

3.8 Auxiliary Lemma

In this section, we present some auxiliary lemmas which are used in proving Lemma 3.7.5, Lemma 3.7.6 and Lemma 3.7.7. These deal with the large-gradient scenario (nonconvex component), the large-gradient scenario (strongly convex component), and the negative curvature scenario, respectively.

The first two lemmas establish some facts about powers of the structured matrices arising in AGD.

**Lemma 3.8.1.** Let the $2 \times 2$ matrix $A$ have following form, for arbitrary $a, b \in \mathbb{R}$:

$$A = \begin{pmatrix} a & b \\ 1 & 0 \end{pmatrix}.$$

Letting $\mu_1, \mu_2$ denote the two eigenvalues of $A$ (can be repeated or complex eigenvalues), then, for any $t \in \mathbb{N}$:

$$\begin{pmatrix} 1 & 0 \end{pmatrix} A^t = \left( \sum_{i=0}^{t} \mu_1^i \mu_2^{t-i}, -\mu_1 \mu_2 \sum_{i=0}^{t-1} \mu_1^i \mu_2^{t-1-i} \right)$$

$$\begin{pmatrix} 0 & 1 \end{pmatrix} A^t = \begin{pmatrix} 1 & 0 \end{pmatrix} A^{t-1}.$$

**Proof.** When the eigenvalues $\mu_1$ and $\mu_2$ are distinct, the matrix $A$ can be rewritten as $\begin{pmatrix} \mu_1 + \mu_2 & -\mu_1 \mu_2 \\ 1 & 0 \end{pmatrix}$, and it is easy to check that the two eigenvectors have the form $\begin{pmatrix} \mu_1 \\ 1 \end{pmatrix}$ and $\begin{pmatrix} \mu_2 \\ 1 \end{pmatrix}$. Therefore, we can write the eigen-decomposition as:

$$A = \frac{1}{\mu_1 - \mu_2} \begin{pmatrix} \mu_1 & \mu_2 \\ 1 & 1 \end{pmatrix} \begin{pmatrix} \mu_1 & 0 \\ 0 & \mu_2 \end{pmatrix} \begin{pmatrix} 1 & -\mu_2 \\ -1 & \mu_1 \end{pmatrix},$$
and the $t$th power has the general form:

$$\mathbf{A}^t = \frac{1}{\mu_1 - \mu_2} \begin{pmatrix} \mu_1 & \mu_2 \\ 1 & 1 \end{pmatrix} \begin{pmatrix} \mu_1^t & 0 \\ 0 & \mu_2^t \end{pmatrix} \begin{pmatrix} 1 & -\mu_2 \\ -1 & \mu_1 \end{pmatrix}$$

When there are two repeated eigenvalue $\mu_1$, the matrix \( \begin{pmatrix} a & b \\ 1 & 0 \end{pmatrix} \) can be rewritten as \( \begin{pmatrix} 2\mu_1 & -\mu_2^2 \\ 1 & 0 \end{pmatrix} \). It is easy to check that $\mathbf{A}$ has the following Jordan normal form:

$$\mathbf{A} = -\begin{pmatrix} \mu_1 & \mu_1 + 1 \\ 1 & 1 \end{pmatrix} \begin{pmatrix} \mu_1 & 1 \\ 0 & \mu_1 \end{pmatrix} \begin{pmatrix} 1 & -(\mu_1 + 1) \\ -1 & \mu_1 \end{pmatrix},$$

which yields:

$$\mathbf{A}^t = -\begin{pmatrix} \mu_1 & \mu_1 + 1 \\ 1 & 1 \end{pmatrix} \begin{pmatrix} \mu_1^t & t\mu_1^{t-1} \\ 0 & \mu_1^t \end{pmatrix} \begin{pmatrix} 1 & -(\mu_1 + 1) \\ -1 & \mu_1 \end{pmatrix}.$$
Lemma 3.8.3. Let $\theta \in (0, \frac{1}{4}]$, $x \in [-\frac{1}{4}, \frac{1}{4}]$ and define the $2 \times 2$ matrix $A$ as follows:

$$A = \begin{pmatrix}
(2 - \theta)(1 - x) & -(1 - \theta)(1 - x) \\
1 & 0
\end{pmatrix}$$

Then the two eigenvalues $\mu_1$ and $\mu_2$ of $A$ are solutions of the following equation:

$$\mu^2 - (2 - \theta)(1 - x)\mu + (1 - \theta)(1 - x) = 0.$$ 

Moreover, when $x \in [-\frac{1}{4}, \frac{\theta^2}{(2 - \theta)^2}]$, $\mu_1$ and $\mu_2$ are real numbers, and when $x \in (\frac{\theta^2}{(2 - \theta)^2}, \frac{1}{4}]$, $\mu_1$ and $\mu_2$ are conjugate complex numbers.

Proof. An eigenvalue $\mu$ of the matrix $A$ must satisfy the following equation:

$$\det(A - \mu I) = \mu^2 - (2 - \theta)(1 - x)\mu + (1 - \theta)(1 - x) = 0.$$ 

The discriminant is equal to

$$\Delta = (2 - \theta)^2(1 - x)^2 - 4(1 - \theta)(1 - x) \equiv (1 - x)(\theta^2 - (2 - \theta^2)x).$$

Then $\mu_1$ and $\mu_2$ are real if and only if $\Delta \geq 0$, which finishes the proof. \qed

Finally, we need a simple lemma for geometric sums.

Lemma 3.8.4. For any $\lambda > 0$ and fixed $t$, we have:

$$\sum_{\tau=0}^{t-1}(\tau + 1)\lambda^\tau = \frac{1 - \lambda^t}{1 - \lambda} - \frac{t\lambda^t}{1 - \lambda}.$$ 

Proof. Consider the truncated geometric series:

$$\sum_{\tau=0}^{t-1}\lambda^\tau = \frac{1 - \lambda^t}{1 - \lambda}.$$ 

Taking derivatives, we have:

$$\sum_{\tau=0}^{t-1}(\tau + 1)\lambda^\tau = \frac{d}{d\lambda} \sum_{\tau=0}^{t-1}\lambda^\tau + 1 = \frac{d}{d\lambda} \left[ \lambda \cdot \frac{1 - \lambda^t}{1 - \lambda} \right] = \frac{1 - \lambda^t}{(1 - \lambda)^2} - \frac{t\lambda^t}{1 - \lambda}. \qed$$
Large-gradient scenario (nonconvex component)

All the lemmas in this section are concerned with the behavior of the AGD matrix for eigen-directions of the Hessian with eigenvalues being negative or small and positive, as used in proving Lemma 3.7.5. The following lemma bounds the smallest eigenvalue of the AGD matrix for those directions.

**Lemma 3.8.5.** Under the same setting as Lemma 3.8.3, and for $x \in \left[-\frac{1}{4}, \frac{\theta^2}{(2-\theta)^2}\right]$, where $\mu_1 \geq \mu_2$, we have:

$$\mu_2 \leq 1 - \frac{1}{2} \max\{\theta, \sqrt{|x|}\}.$$  

**Proof.** The eigenvalues satisfy:

$$\det(A - \mu I) = \mu^2 - (2 - \theta)(1 - x)\mu + (1 - \theta)(1 - x) = 0.$$  

Let $\mu = 1 + u$. We have

$$(1 + u)^2 - (2 - \theta)(1 - x)(1 + u) + (1 - \theta)(1 - x) = 0$$

$$\Rightarrow u^2 + ((1 - x)\theta + 2x)u + x = 0.$$  

Let $f(u) = u^2 + \theta u + 2xu - x\theta u + x$. To prove $\mu_2(A) \leq 1 - \frac{\sqrt{|x|}}{2}$ when $x \in \left[-\frac{1}{4}, -\theta^2\right]$, we only need to verify $f\left(-\frac{\sqrt{|x|}}{2}\right) \leq 0$:

$$f\left(-\frac{\sqrt{|x|}}{2}\right) = \frac{|x|}{4} - \frac{\theta \sqrt{|x|}}{2} + |x|\sqrt{|x|} - \frac{|x|\sqrt{|x|}\theta}{2} - |x|$$

$$\leq |x|\sqrt{|x|}(1 - \frac{\theta}{2}) - \frac{3|x|}{4} \leq 0.$$  

The last inequality follows because $|x| \leq \frac{1}{4}$ by assumption.

For $x \in [-\theta^2, 0]$, we have:

$$f\left(-\frac{\theta}{2}\right) = \frac{\theta^2}{4} - \frac{\theta^2}{2} - x\theta + \frac{x\theta^2}{2} + x = -\frac{\theta^2}{4} + x(1 - \theta) + \frac{x\theta^2}{2} \leq 0.$$  

On the other hand, when $x \in [0, \theta^2/(2-\theta)^2]$, both eigenvalues are still real, and the midpoint of the two roots is:

$$\frac{u_1 + u_2}{2} = -\frac{(1 - x)\theta + 2x}{2} = -\frac{\theta + (2 - \theta)x}{2} \leq -\frac{\theta}{2}.$$  

Combining the two cases, we have shown that when $x \in [-\theta^2, \theta^2/(2-\theta)^2]$ we have $\mu_2(A) \leq 1 - \frac{\theta}{2}$.

In summary, we have proved that

$$\mu_2(A) \leq \begin{cases} 
1 - \frac{\sqrt{|x|}}{2}, & x \in \left[-\frac{1}{4}, -\theta^2\right] \\
1 - \frac{\theta}{2}, & x \in \left[-\theta^2, \theta^2/(2 - \theta)^2\right],
\end{cases}$$

which finishes the proof.  

\[\square\]
In the same setting as above, the following lemma bounds the largest eigenvalue.

**Lemma 3.8.6.** Under the same setting as Lemma 3.8.3, and with \( x \in \left[-\frac{1}{4}, \frac{\theta^2}{(2-\theta^2)^2}\right] \), and letting \( \mu_1 \geq \mu_2 \), we have:

\[
\mu_1 \leq 1 + 2 \min\left\{ \frac{|x|}{\theta}, \sqrt{|x|} \right\}.
\]

**Proof.** By Lemma 3.8.3 and Vieta's formula we have:

\[
(\mu_1 - 1)(\mu_2 - 1) = \mu_1 \mu_2 - (\mu_1 + \mu_2) + 1 = x.
\]

An application of Lemma 3.8.5 finishes the proof. \(\square\)

The following lemma establishes some properties of the powers of the AGD matrix.

**Lemma 3.8.7.** Consider the same setting as Lemma 3.8.3, and let \( x \in \left[-\frac{1}{4}, \frac{\theta^2}{(2-\theta^2)^2}\right] \). Denote:

\[
(a_t, -b_t) = \left( \begin{array}{c} 1 \\ 0 \end{array} \right) A^t. 
\]

Then, for any \( t \geq \frac{2}{\theta} + 1 \), we have:

\[
\sum_{\tau=0}^{t-1} a_{\tau} \geq \Omega \left( \frac{1}{\theta^2} \right)
\]

\[
\frac{1}{b_t} \left( \sum_{\tau=0}^{t-1} a_{\tau} \right) \geq \Omega \left( 1 \right) \min \left\{ \frac{1}{\theta}, \frac{1}{\sqrt{|x|}} \right\}.
\]

**Proof.** We prove the two inequalities separately.

**First Inequality:** By Lemma 3.8.1,

\[
\sum_{\tau=0}^{t} \left( \begin{array}{c} 1 \\ 0 \end{array} \right) A^\tau \left( \begin{array}{c} 1 \\ 0 \end{array} \right) = \sum_{\tau=0}^{t} \sum_{i=0}^{\tau} \mu_1^{\tau-i} \mu_2^i = \sum_{\tau=0}^{t} \left( \mu_1 \mu_2 \right)^{\frac{\tau}{2}} \sum_{i=0}^{\tau} \left( \frac{\mu_1}{\mu_2} \right)^{\frac{\tau-i}{2}}
\]

\[
\geq \sum_{\tau=0}^{t} \left( (1-\theta)(1-x) \right)^{\frac{\tau}{2}} \cdot \frac{\tau}{2}
\]

The last inequality holds because in \( \sum_{i=0}^{\tau} \left( \frac{\mu_1}{\mu_2} \right)^{\frac{\tau-i}{2}} \) at least \( \frac{\tau}{2} \) terms are greater than one. Finally, since \( x \leq \theta^2/(2-\theta)^2 \leq \theta^2 \leq \theta \), we have \( 1 - x \geq 1 - \theta \), thus:

\[
\sum_{\tau=0}^{t} \left( (1-\theta)(1-x) \right)^{\frac{\tau}{2}} \cdot \frac{\tau}{2} \geq \sum_{\tau=0}^{t} \left( 1-\theta \right)^{\frac{\tau}{2}} \cdot \frac{\tau}{2} \geq \sum_{\tau=0}^{1/\theta} \left( 1-\theta \right)^{\frac{\tau}{2}} \cdot \frac{\tau}{2}
\]

\[
\geq (1-\theta)^{\frac{1}{2}} \sum_{\tau=0}^{1/\theta} \frac{\tau}{2} \geq \Omega \left( \frac{1}{\theta^2} \right).
\]
which finishes the proof.

**Second Inequality:** Without loss of generality, assume $\mu_1 \geq \mu_2$. Again by Lemma 3.8.1:

$$\frac{\sum_{\tau=0}^{t-1} a_\tau}{b_t} = \frac{\sum_{\tau=0}^{t-1} \sum_{i=0}^{\tau} \mu_1^i \mu_2^{\tau-i}}{\mu_1 \mu_2} = \frac{1}{\mu_1 \mu_2} \sum_{\tau=0}^{t-1} \sum_{i=0}^{\tau} \mu_1^i \mu_2^{\tau-i} \geq \frac{1}{\mu_1 \mu_2} \sum_{\tau=(t-1)/2}^{t-1} \sum_{i=0}^{\tau} \frac{1}{\mu_1 \mu_2} \cdot \frac{1}{\mu_1^{l-1/2}} \cdot \frac{1}{\mu_1^{1/\theta}}.$$ 

The second-to-last inequality holds because it is easy to check

$$2 \mu_1^{t-1/2} \sum_{i=0}^{\tau} \mu_1^i \mu_2^{\tau-i} \geq \sum_{i=0}^{t-1} \mu_1^i \mu_2^{\tau-i},$$

for any $\tau \geq (t-1)/2$. Finally, by Lemma 3.8.6 we have

$$\mu_1 \leq 1 + 2 \min\{\frac{|x|}{\theta}, \sqrt{|x|}\}.$$ 

Since $\mu_1 = \Theta(1)$, $\mu_2 = \Theta(1)$, we have that when $|x| \leq \theta^2$,

$$\sum_{\tau=0}^{t-1} \frac{a_\tau}{b_t} \geq \Omega(1) \left[1 + \frac{1}{\mu_1} + \cdots + \frac{1}{\mu_1^{1/\theta}}\right] \geq \Omega(1) \cdot \frac{\mu_1}{\theta} \cdot \frac{1}{(1+\theta)^{1/\theta}} \geq \Omega\left(\frac{1}{\theta}\right).$$

When $|x| > \theta^2$, we have:

$$\sum_{\tau=0}^{t-1} \frac{a_\tau}{b_t} \geq \Omega(1) \left[1 + \frac{1}{\mu_1} + \cdots + \frac{1}{\mu_1^{1/\theta}}\right] = \Omega(1) \cdot \frac{1 - \frac{1}{\mu_1^{1/\theta+1}}}{1 - \frac{1}{\mu_1}} = \Omega\left(\frac{1}{\mu_1 - 1}\right) = \Omega\left(\frac{1}{\sqrt{|x|}}\right).$$

Combining the two cases finishes the proof. 

**Large-gradient scenario (strongly convex component)**

All the lemmas in this section are concerned with the behavior of the AGD matrix for eigen-directions of the Hessian with eigenvalues being large and positive, as used in proving Lemma 3.7.6. The following lemma gives eigenvalues of the AGD matrix for those directions.

**Lemma 3.8.8.** Under the same setting as Lemma 3.8.3, and with $x \in \left(\frac{\mu^2}{(2-\theta)^2}, \frac{1}{4}\right]$, we have $\mu_1 = r e^{i\phi}$ and $\mu_2 = r e^{-i\phi}$, where:

$$r = \sqrt{(1-\theta)(1-x)}, \quad \sin \phi = \sqrt{(2-\theta)^2 x - \theta^2}(1-x)/2r.$$
Proof. By Lemma 3.8.3 we know that \( \mu_1 \) and \( \mu_2 \) are two solutions of
\[
\mu^2 - (2 - \theta)(1 - x)\mu + (1 - \theta)(1 - x) = 0.
\]
This gives \( r^2 = \mu_1\mu_2 = (1 - \theta)(1 - x) \). On the other hand, discriminant is equal to
\[
\Delta = (2 - \theta)^2(1 - x)^2 - 4(1 - \theta)(1 - x)
\]
\[
= (1 - x)(\theta^2 - (2 - \theta^2)x).
\]
Since \( \text{Im}(\mu_1) = r \sin \phi = \sqrt{-\Delta} \), the proof is finished.

Under the same setting as above, the following lemma delineates some properties of powers of the AGD matrix.

Lemma 3.8.9. Under the same setting as in Lemma 3.8.3, and with \( x \in \left( \frac{\theta^2}{(2-\theta)^2}, \frac{1}{4} \right] \), denote:
\[
(a_t, -b_t) = \begin{pmatrix} 1 & 0 \end{pmatrix} A^t.
\]
Then, for any \( t \geq 0 \), we have:
\[
\max\{|a_t|, |b_t|\} \leq (t + 1)(1 - \theta)^{\frac{t}{2}}.
\]

Proof. By Lemma 3.8.1 and Lemma 3.8.8 using \( |\cdot| \) to denote the magnitude of a complex number, we have:
\[
|a_t| = \left| \sum_{i=0}^{t} \mu_1^i \mu_2^{-i} \right| \leq \sum_{i=0}^{t} |\mu_1^i \mu_2^{-i}| = (t + 1)r^t \leq (t + 1)(1 - \theta)^{\frac{t}{2}}
\]
\[
|b_t| = \left| \mu_1 \mu_2 \sum_{i=0}^{t-1} \mu_1^i \mu_2^{-i-1} \right| \leq \sum_{i=0}^{t-1} |\mu_1^{i+1} \mu_2^{-i-1}| \leq tr^{t+1} \leq t(1 - \theta)^{\frac{t+1}{2}}.
\]
Reorganizing these two equations finishes the proof.

The following is a technical lemma which is useful in bounding the change in the Hessian by the amount of oscillation in the iterates.

Lemma 3.8.10. Under the same setting as Lemma 3.8.8, for any \( T \geq 0 \), any sequence \( \{\epsilon_t\} \), and any \( \varphi_0 \in [0, 2\pi] \):
\[
\sum_{t=0}^{T} r^t \sin(\phi t + \varphi_0)\epsilon_t \leq O\left( \frac{1}{\sin \phi} \right) \left( |\epsilon_0| + \sum_{t=1}^{T} |\epsilon_t - \epsilon_{t-1}| \right).
\]
Proof. Let $\tau = \lfloor 2\pi/\phi \rfloor$ be the approximate period, and $J = \lfloor T/\tau \rfloor$ be the number of periods that exist within time $T$. Then, we can group the summation by each period:

$$
\begin{align*}
T \sum_{t=0}^{\tau} r^t \sin(\phi t) \epsilon_t &= \sum_{j=0}^{J} \left[ \min\{ (j+1)\tau - 1, T \} \right] \sum_{t=j\tau}^{\min\{ (j+1)\tau - 1, T \}} r^t \sin(\phi t + \varphi_0) \epsilon_t \\
&= \sum_{j=0}^{J} \left[ \min\{ (j+1)\tau - 1, T \} \right] \sum_{t=j\tau}^{\min\{ (j+1)\tau - 1, T \}} r^t \sin(\phi t + \varphi_0) [\epsilon_{j\tau} + (\epsilon_t - \epsilon_{j\tau})] \\
&\leq \sum_{j=0}^{J} \left[ \min\{ (j+1)\tau - 1, T \} \right] \sum_{t=j\tau}^{\min\{ (j+1)\tau - 1, T \}} r^t \sin(\phi t + \varphi_0) \epsilon_{j\tau} + \sum_{j=0}^{J} \left[ \min\{ (j+1)\tau - 1, T \} \right] \sum_{t=j\tau}^{\min\{ (j+1)\tau - 1, T \}} r^t |\epsilon_t - \epsilon_{j\tau}|.
\end{align*}
$$

We prove the lemma by bounding the first term and the second term on the right-hand-side of this equation separately.

**Term 2:** Since $r \leq 1$, it is not hard to see:

$$
\begin{align*}
\text{Term 2} &= \sum_{j=0}^{J} \left[ \min\{ (j+1)\tau - 1, T \} \right] \sum_{t=j\tau}^{\min\{ (j+1)\tau - 1, T \}} r^t |\epsilon_t - \epsilon_{j\tau}| \\
&\leq \sum_{j=0}^{J} \left[ \min\{ (j+1)\tau - 1, T \} \right] \left[ \sum_{t=j\tau+1}^{\min\{ (j+1)\tau - 1, T \}} |\epsilon_t - \epsilon_{t-1}| \right] \\
&\leq \tau \sum_{j=0}^{J} \left[ \sum_{t=j\tau+1}^{\min\{ (j+1)\tau - 1, T \}} |\epsilon_t - \epsilon_{t-1}| \right] \leq \tau \sum_{t=1}^{T} |\epsilon_t - \epsilon_{t-1}|.
\end{align*}
$$

**Term 1:** We first study the inner-loop factor, $\sum_{t=j\tau}^{\min\{ (j+1)\tau - 1, T \}} r^t \sin(\phi t)$. Letting $\psi = 2\pi - \tau \phi$ be the offset for each approximate period, we have that for any $j < J$:

$$
\left| \sum_{t=j\tau}^{\min\{ (j+1)\tau - 1, T \}} r^t \sin(\phi t + \varphi_0) \right| = \left| \text{Im} \left[ \sum_{t=0}^{\tau-1} r^{j\tau+t} e^{i\phi (j\tau +\tau + \varphi_0)} \right] \right| \\
\leq r^{j\tau} \left\| \sum_{t=0}^{\tau-1} r^t e^{i\phi t} \right\| \leq r^{j\tau} \left\| \frac{1 - r^\tau e^{i(2\pi - \psi)}}{1 - r e^{i\phi}} \right\| \\
= r^{j\tau} \sqrt{\frac{(1 - r^\tau \cos \psi)^2 + (r^\tau \sin \psi)^2}{(1 - r \cos \phi)^2 + (r \sin \phi)^2}}.
$$
Combined with the fact that for all \( y \in [0, 1] \) we have \( e^{-3y} \leq 1 - y \leq e^{-y} \), we obtain the following:

\[
1 - r^\tau = 1 - [(1 - \theta)(1 - x)]^\tau = 1 - e^{-\Theta((\theta+x)\tau)} = \Theta((\theta + x)\tau) = \Theta \left( \frac{(\theta + x)}{\phi} \right)
\] (3.17)

Also, for any \( a, b \in [0, 1] \), we have \( (1 - ab)^2 \leq (1 - \min\{a, b\})^2 \leq (1 - a^2)^2 + (1 - b^2)^2 \), and by definition of \( \tau \), we immediately have \( \psi \leq \phi \). This yields:

\[
\frac{(1 - r^\tau \cos \psi)^2 + (r^\tau \sin \psi)^2}{(1 - r \cos \phi)^2 + (r \sin \phi)^2} \leq \frac{2(1 - r^2\tau)^2 + 2(1 - \cos^2 \psi)^2 + (r^\tau \sin \psi)^2}{(r \sin \phi)^2}
\leq O \left( \frac{1}{\sin^2 \phi} \right) \left[ \frac{(\theta + x)^2}{\phi^2} + \sin^4 \phi + \sin^2 \phi \right] \leq O \left( \frac{(\theta + x)^2}{\sin^2 \phi} \right).
\]

The second last inequality used the fact that \( r = \Theta(1) \) (although note \( r^\tau \) is not \( \Theta(1) \)). The last inequality is true since by Lemma 3.8.8, we know \( (\theta + x)/\sin^2 \phi \geq \Omega(1) \). This gives:

\[
\left| \sum_{t=0}^{(j+1)\tau - 1} r^t \sin(\phi t + \varphi_0) \right| \leq r^{j\tau} \cdot \frac{\theta + x}{\sin^2 \phi},
\]

and therefore, we can now bound the first term:

\[
\text{Term 1} = \sum_{j=0}^{J} \sum_{t=j\tau}^{\min\{(j+1)\tau-1,T\}} r^t \sin(\phi t + \varphi_0) \epsilon_{j\tau} = \sum_{j=0}^{J} \sum_{t=j\tau}^{\min\{(j+1)\tau-1,T\}} r^t \sin(\phi t + \varphi_0) (\epsilon_0 + \epsilon_{j\tau} - \epsilon_0)
\leq O(1) \sum_{j=0}^{J-1} \left[ r^{j\tau} \frac{\theta + x}{\sin^2 \phi} \right] (|\epsilon_0| + |\epsilon_{j\tau} - \epsilon_0|) + \sum_{t=j\tau}^{T} (|\epsilon_0| + |\epsilon_{j\tau} - \epsilon_0|)
\leq O(1) \left[ \frac{1}{1 - r^\tau \sin^2 \phi} \right] \cdot \left[ |\epsilon_0| + \sum_{t=1}^{T} |\epsilon_t - \epsilon_{t-1}| \right] \leq O \left( \frac{1}{\sin \phi} \right) + \tau \cdot \left[ |\epsilon_0| + \sum_{t=1}^{T} |\epsilon_t - \epsilon_{t-1}| \right].
\]

The second-to-last inequality used Eq. \((3.17)\). In conclusion, since \( \tau \leq \frac{2\pi}{\phi} \leq \frac{2\pi}{\sin \phi} \), we have:

\[
\sum_{t=0}^{T} r^t \sin(\phi t + \varphi_0) \epsilon_t \leq \text{Term 1} + \text{Term 2} \leq \left[ O \left( \frac{1}{\sin \phi} \right) + 2\tau \right] \cdot \left[ |\epsilon_0| + \sum_{t=1}^{T} |\epsilon_t - \epsilon_{t-1}| \right]
\leq O \left( \frac{1}{\sin \phi} \right) \left[ |\epsilon_0| + \sum_{t=1}^{T} |\epsilon_t - \epsilon_{t-1}| \right].
\]

The following lemma combines the previous two lemmas to bound the approximation error in the quadratic.
Lemma 3.8.11. Under the same setting as Lemma \[3.8.3\] and with \( x \in (\frac{\theta^2}{(2-\theta)^2}, \frac{1}{4}] \), denote:
\[
(a_t - b_t) = \left( \begin{array}{c} 1 \\ 0 \end{array} \right) A^t.
\]

Then, for any sequence \( \{\epsilon_t\} \), any \( t \geq \Omega(\frac{1}{\theta}) \), we have:
\[
\sum_{\tau=0}^{t-1} a_\tau \epsilon_\tau \leq O\left( \frac{1}{x} \right) \left( |\epsilon_0| + \sum_{\tau=1}^{t-1} |\epsilon_\tau - \epsilon_{\tau-1}| \right)
\]
\[
|a_t - a_{t-1}| \epsilon_\tau \leq O\left( \frac{1}{\sqrt{x}} \right) \left( |\epsilon_0| + \sum_{\tau=1}^{t-1} |\epsilon_\tau - \epsilon_{\tau-1}| \right).
\]

Proof. We prove the two inequalities separately.

First Inequality: Since \( x \in (\frac{\theta^2}{(2-\theta)^2}, \frac{1}{4}] \), we further split the analysis into two cases:

Case \( x \in (\frac{\theta^2}{(2-\theta)^2}, \frac{2\theta^2}{(2-\theta)^2}] \): By Lemma \[3.8.1\], we can expand the left-hand-side as:
\[
\sum_{\tau=0}^{t-1} a_\tau \epsilon_\tau \leq \sum_{\tau=0}^{t-1} |a_\tau| (|\epsilon_0| + |\epsilon_\tau - \epsilon_{\tau-1}|) \leq \left( \sum_{\tau=0}^{t-1} |a_\tau| \right) \left( |\epsilon_0| + \sum_{\tau=1}^{t-1} |\epsilon_\tau - \epsilon_{\tau-1}| \right).
\]

Noting that in this case \( x = \Theta(\theta^2) \), by Lemma \[3.8.9\] and Lemma \[3.8.4\] we have for \( t \geq O(1/\theta) \):
\[
\sum_{\tau=0}^{t-1} |a_\tau| \leq \sum_{\tau=0}^{t-1} (\tau + 1)(1 - \theta)^{\tau} \leq O\left( \frac{1}{\theta^2} \right) = O\left( \frac{1}{x} \right).
\]

Case \( x \in (\frac{2\theta^2}{(2-\theta)^2}, \frac{1}{4}] \): Again, we expand the left-hand-side as:
\[
\sum_{\tau=0}^{t-1} a_\tau \epsilon_\tau = \sum_{\tau=0}^{t-1} \frac{\mu_1^{\tau+1} - \mu_2^{\tau+1}}{\mu_1 - \mu_2} \epsilon_\tau = \sum_{\tau=0}^{t-1} \frac{r^{\tau+1} \sin[(\tau + 1)\phi]}{r \sin[\phi]} \epsilon_\tau.
\]

Noting in this case that \( x = \Theta(\sin^2 \phi) \) by Lemma \[3.8.8\], then by Lemma \[3.8.10\] we have:
\[
\sum_{\tau=0}^{t-1} a_\tau \epsilon_\tau \leq O\left( \frac{1}{\sin^2 \phi} \right) \left( |\epsilon_0| + \sum_{\tau=1}^{t-1} |\epsilon_\tau - \epsilon_{\tau-1}| \right) \leq O\left( \frac{1}{x} \right) \left( |\epsilon_0| + \sum_{\tau=1}^{t-1} |\epsilon_\tau - \epsilon_{\tau-1}| \right).
\]

Second Inequality: Using Lemma \[3.8.1\] we know:
\[
a_\tau - a_{\tau-1} = \frac{(\mu_1^{\tau+1} - \mu_2^{\tau+1}) - (\mu_1^\tau - \mu_2^\tau)}{\mu_1 - \mu_2}
= \frac{r^{\tau+1} \sin[(\tau + 1)\phi]}{r \sin[\phi]} - \frac{r^\tau \sin[\tau\phi]}{r \sin[\phi]}
= \frac{r \cos \phi - 1}{r \sin \phi} \cdot r^\tau \sin[\tau\phi] + r^\tau \cos[\tau\phi],
\]
where we note \( r = \Theta(1) \) and the coefficient of the first term is upper bounded by the following:

\[
\left| \frac{r \cos \phi - 1}{r \sin \phi} \right| \leq \frac{1 - \cos^2 \phi + (1 - r^2)}{r \sin \phi} \leq O \left( \frac{\theta + x}{\sin \phi} \right).
\]

As in the proof of the first inequality, we split the analysis into two cases:

**Case** \( x \in \left( \frac{\theta^2}{(2-\theta)^2}, \frac{2\theta^4}{(2-\theta)^2} \right) \): Again, we use

\[
\sum_{\tau=0}^{t-1} (a_\tau - a_{\tau-1}) \epsilon_\tau \leq \sum_{\tau=0}^{t-1} |a_\tau - a_{\tau-1}| (|\epsilon_0| + |\epsilon_\tau - \epsilon_0|) \leq \left[ \sum_{\tau=0}^{t-1} |a_\tau - a_{\tau-1}| \right] \left( |\epsilon_0| + \sum_{\tau=1}^{t-1} |\epsilon_\tau - \epsilon_{\tau-1}| \right).
\]

Noting \( x = \Theta(\theta^2) \), again by Lemma 3.8.4 and \( \left| \frac{\sin \tau \phi}{\sin \phi} \right| \leq \tau \), we have:

\[
\left[ \sum_{\tau=0}^{t-1} |a_\tau - a_{\tau-1}| \right] \leq O(\theta + x) \sum_{\tau=0}^{t-1} \tau (1 - \theta)^{\frac{\tau}{2}} + \sum_{\tau=0}^{t-1} (1 - \theta)^{\frac{\tau}{2}} \leq O\left( \frac{1}{\theta} \right) = O\left( \frac{1}{\sqrt{x}} \right).
\]

**Case** \( x \in \left( \frac{2\theta^2}{(2-\theta)^2}, \frac{1}{4} \right] \): From the above derivation, we have:

\[
\sum_{\tau=0}^{t-1} (a_\tau - a_{\tau-1}) \epsilon_\tau = \frac{r \cos \phi - 1}{r \sin \phi} \sum_{\tau=0}^{t-1} r^\tau \sin[\tau \phi] \epsilon_\tau + \sum_{\tau=0}^{t-1} r^\tau \cos[\tau \phi] \epsilon_\tau.
\]

According to Lemma 3.8.8, in this case \( x = \Theta(\sin^2 \phi) \), \( r = \Theta(1) \) and since \( \Omega(\theta^2) \leq x \leq O(1) \), we have:

\[
\left| \frac{r \cos \phi - 1}{r \sin \phi} \right| \leq O \left( \frac{\theta + x}{\sin \phi} \right) \leq O \left( \frac{\theta + x}{\sqrt{x}} \right) \leq O(1).
\]

Combined with Lemma 3.8.10, this gives:

\[
\sum_{\tau=0}^{t-1} (a_\tau - a_{\tau-1}) \epsilon_\tau \leq O\left( \frac{1}{\sin \phi} \right) (|\epsilon_0| + \sum_{\tau=1}^{t-1} |\epsilon_\tau - \epsilon_{\tau-1}|) \leq O\left( \frac{1}{\sqrt{x}} \right) \left( |\epsilon_0| + \sum_{\tau=1}^{t-1} |\epsilon_\tau - \epsilon_{\tau-1}| \right).
\]

Putting all the pieces together finishes the proof. \( \square \)

**Negative-curvature scenario**

In this section, we will prove the auxiliary lemmas required for proving Lemma 3.7.7.

The first lemma lower bounds the largest eigenvalue of the AGD matrix for eigen-directions whose eigenvalues are negative.

**Lemma 3.8.12.** Under the same setting as Lemma 3.8.3, and with \( x \in [-\frac{1}{4}, 0] \), and \( \mu_1 \geq \mu_2 \), we have:

\[
\mu_1 \geq 1 + \frac{1}{2} \min \left\{ \frac{|x|}{\theta}, \sqrt{|x|} \right\}.
\]
Proof. The eigenvalues satisfy:

\[
\det(A - \mu I) = \mu^2 - (2 - \theta)(1 - x)\mu + (1 - \theta)(1 - x) = 0.
\]

Let \( \mu = 1 + u \). We have

\[
(1 + u)^2 - (2 - \theta)(1 - x)(1 + u) + (1 - \theta)(1 - x) = 0
\]

\[
\Rightarrow \quad u^2 + ((1 - x)\theta + 2x)u + x = 0.
\]

Let \( f(u) = u^2 + \theta u + 2xu - x\theta u + x \). To prove \( \mu_1(A) \geq 1 + \frac{\sqrt{|x|}}{2} \) when \( x \in [-\frac{1}{4}, -\theta^2] \), we only need to verify \( f\left(\frac{\sqrt{|x|}}{2}\right) \leq 0 \):

\[
f\left(\frac{\sqrt{|x|}}{2}\right) = \frac{|x|^2}{4} + \frac{\theta|\sqrt{|x|}|}{2} - |x|\sqrt{|x|} + \frac{|x|\sqrt{|x|}\theta}{2} - |x|
\]

\[
\leq \frac{\theta|\sqrt{|x|}|}{2} - \frac{3|x|}{4} - |x|\sqrt{|x|}(1 - \frac{\theta}{2}) \leq 0
\]

The last inequality holds because \( \theta \leq \sqrt{|x|} \) in this case.

For \( x \in [-\theta^2, 0] \), we have:

\[
f\left(\frac{|x|}{2\theta}\right) = \frac{|x|^2}{4\theta^2} + \frac{|x|}{2} - \frac{|x|^2}{\theta} + \frac{|x|^2}{2} - |x| = \frac{|x|^2}{4\theta^2} - \frac{|x|}{2} - |x|^2\left(\frac{1}{\theta} - \frac{1}{2}\right) \leq 0,
\]

where the last inequality is due to \( \theta^2 \geq |x| \).

In summary, we have proved

\[
\mu_1(A) \geq \begin{cases} 1 + \frac{\sqrt{|x|}}{2}, & x \in [-\frac{1}{4}, -\theta^2] \\ 1 + \frac{|x|}{2\theta}, & x \in [-\theta^2, 0], \end{cases}
\]

which finishes the proof. \( \square \)

The next lemma is a technical lemma on large powers.

Lemma 3.8.13. Under the same setting as Lemma 3.8.3, and with \( x \in [-\frac{1}{4}, 0] \), denote

\[
(a_t, -b_t) = \begin{pmatrix} 1 \\ 0 \end{pmatrix} A^t.
\]

Then, for any \( 0 \leq \tau \leq t \), we have

\[
|a^{(1)}_{t-\tau}| |a^{(1)}_\tau - b^{(1)}_\tau| \leq \left[ \frac{2}{\theta} + (t + 1) \right] |a^{(1)}_{t+1} - b^{(1)}_{t+1}|.
\]
Proof. Let \( \mu_1 \) and \( \mu_2 \) be the two eigenvalues of the matrix \( \mathbf{A} \), where \( \mu_1 \geq \mu_2 \). Since \( x \in [-\frac{1}{4}, 0] \), according to Lemma 3.8.3 and Lemma 3.8.5, we have \( 0 \leq \mu_2 \leq 1 - \frac{\theta}{2} \leq 1 \leq \mu_1 \), and thus expanding both sides using Lemma 3.8.1 yields:

\[
\text{LHS} = \sum_{i=0}^{t-\tau} \mu_1^{1-i} \mu_2^i \left( 1 - \mu_2 \right) \left( \sum_{i=0}^{\tau-1} \mu_1^{\tau-i} \mu_2^i \right) + \mu_2^\tau \leq (t - \tau + 1) \mu_1^{t-\tau} \left( 1 - \mu_2 \right) \left( \sum_{i=0}^{\tau-1} \mu_1^{\tau-i} \mu_2^i \right) + \left[ \sum_{i=0}^{t-\tau} \mu_1^{1-i} \mu_2^i \right] \mu_2^\tau \leq (t + 1) \left( 1 - \mu_2 \right) \left( \sum_{i=0}^{\tau-1} \mu_1^{1-i} \mu_2^i \right) + \frac{2}{\theta} (1 - \mu_2) \left[ \sum_{i=0}^{t-\tau} \mu_1^{1-i} \mu_2^i \right] \leq \left( \frac{2}{\theta} + (t + 1) \right) \left( 1 - \mu_2 \right) \sum_{i=0}^{t} \mu_1^{1-i} \mu_2^i + \mu_2^{t+1} = \text{RHS},
\]

which finishes the proof.

The following lemma gives properties of the \((1, 1)\) element of large powers of the AGD matrix.

**Lemma 3.8.14.** Let the \( 2 \times 2 \) matrix \( \mathbf{A}(x) \) be defined as follows and let \( x \in [-\frac{1}{4}, 0] \) and \( \theta \in (0, \frac{1}{4}] \).

\[
\mathbf{A}(x) = \begin{pmatrix} (2 - \theta)(1 - x) & -(1 - \theta)(1 - x) \\ 1 & 0 \end{pmatrix}.
\]

For any fixed \( t > 0 \), letting \( g(x) = \left| \begin{pmatrix} 1 & 0 \end{pmatrix} [\mathbf{A}(x)]^t \begin{pmatrix} 1 \\ 0 \end{pmatrix} \right| \), then we have:

1. \( g(x) \) is a monotonically decreasing function for \( x \in [-1, \theta^2/(2 - \theta)^2] \).
2. For any \( x \in [\theta^2/(2 - \theta)^2, 1] \), we have \( g(x) \leq g(\theta^2/(2 - \theta)^2) \).

**Proof.** For \( x \in [-1, \theta^2/(2 - \theta)^2] \), we know that \( \mathbf{A}(x) \) has two real eigenvalues \( \mu_1(x) \) and \( \mu_2(x) \). Without loss of generality, we can assume \( \mu_1(x) \geq \mu_2(x) \). By Lemma 3.8.1, we know:

\[
g(x) = \left| \begin{pmatrix} 1 & 0 \end{pmatrix} [\mathbf{A}(x)]^t \begin{pmatrix} 1 \\ 0 \end{pmatrix} \right| = \sum_{i=0}^{t} [\mu_1(x)]^i [\mu_2(x)]^{t-i} = [\mu_1(x)\mu_2(x)]^{\frac{1}{2}} \sum_{i=0}^{t} \left[ \frac{\mu_1(x)}{\mu_2(x)} \right]^{\frac{1}{2} - i}.
\]
By Lemma 3.8.3 and Vieta’s formulas, we know that \[ [\mu_1(x)\mu_2(x)]^\frac{1}{2} = [(1 - \theta)(1 - x)]^\frac{1}{2} \] is monotonically decreasing in \( x \). On the other hand, we have that:

\[
\frac{\mu_1(x)}{\mu_2(x)} + \frac{\mu_2(x)}{\mu_1(x)} + 2 = \left[ \frac{\mu_1(x) + \mu_2(x)}{\mu_1(x)\mu_2(x)} \right]^2 = \frac{(2 - \theta)^2(1 - x)}{1 - \theta}
\]

is monotonically decreasing in \( x \), implying that \( \sum_{i=0}^{t} \left[ \frac{\mu_1(x)}{\mu_2(x)} \right]^\frac{1}{2-i} \) is monotonically decreasing in \( x \). Since both terms are positive, this implies the product is also monotonically decreasing in \( x \), which finishes the proof of the first part.

For \( x \in [\theta^2/(2 - \theta)^2, 1] \), the two eigenvalues \( \mu_1(x) \) and \( \mu_2(x) \) are conjugate, and we have:

\[
[\mu_1(x)\mu_2(x)]^\frac{1}{2} = [(1 - \theta)(1 - x)]^\frac{1}{2} \leq [\mu_1(\theta^2/(2 - \theta)^2)\mu_2(\theta^2/(2 - \theta)^2)]^\frac{1}{2}
\]

which yields:

\[
\sum_{i=0}^{t} \left[ \frac{\mu_1(x)}{\mu_2(x)} \right]^\frac{1}{2-i} \leq \| \sum_{i=0}^{t} \left[ \frac{\mu_1(x)}{\mu_2(x)} \right]^\frac{1}{2-i} \| \sum_{i=0}^{t} \left[ \frac{\mu_1(x)}{\mu_2(x)} \right]^\frac{1}{2-i} = t + 1 = \sum_{i=0}^{t} \left[ \frac{\mu_1(\theta^2/(2 - \theta)^2)}{\mu_2(\theta^2/(2 - \theta)^2)} \right]^\frac{1}{2-i},
\]

and this finishes the proof of the second part. □

The following lemma gives properties of the sum of the first row of large powers of the AGD matrix.

**Lemma 3.8.15.** Under the same setting as Lemma 3.8.3 and with \( x \in [-\frac{1}{4}, 0] \), denote

\[
(a_t, -b_t) = \begin{pmatrix} 1 & 0 \end{pmatrix} A^t.
\]

Then we have

\[
|a_{t+1} - b_{t+1}| \geq |a_t - b_t|
\]

and

\[
|a_t - b_t| \geq \frac{\theta}{2} \left( 1 + \frac{1}{2} \min\{\frac{|x|}{\theta}, \sqrt{|x|}\} \right)^t.
\]

**Proof.** Since \( x < 0 \), we know that \( A \) has two distinct real eigenvalues. Let \( \mu_1 \) and \( \mu_2 \) be the two eigenvalues of \( A \). For the first inequality, by Lemma 3.8.1 we only need to prove:

\[
\mu_1^{t+1} - \mu_2^{t+1} - \mu_1\mu_2(\mu_1^t - \mu_2^t) \geq \mu_1^t - \mu_2^t - \mu_1\mu_2(\mu_1^{t-1} - \mu_2^{t-1}).
\]

Taking the difference of the LHS and RHS, we have:

\[
\mu_1^{t+1} - \mu_2^{t+1} - \mu_1\mu_2(\mu_1^t - \mu_2^t) - (\mu_1^t - \mu_2^t) + \mu_1\mu_2(\mu_1^{t-1} - \mu_2^{t-1})
\]

\[
= \mu_1^t(\mu_1 - \mu_1\mu_2 - 1 + \mu_2) - \mu_2(\mu_2 - \mu_1\mu_2 - 1 + \mu_1)
\]

\[
= (\mu_1^t - \mu_2^t)(\mu_1 - 1)(1 - \mu_2).
\]
According to Lemma 3.8.3 and Lemma 3.8.5, $\mu_1 \geq 1 \geq \mu_2 \geq 0$, which finishes the proof of the first claim.

For the second inequality, again by Lemma 3.8.1, since both $\mu_1$ and $\mu_2$ are positive, we have:

$$a_t - b_t = \sum_{i=0}^{t} \mu_1^i \mu_2^{t-i} - \mu_1 \mu_2 \sum_{i=0}^{t-1} \mu_1^i \mu_2^{t-1-i} \geq (1 - \mu_2) \sum_{i=0}^{t} \mu_1^i \mu_2^{t-i} \geq (1 - \mu_2) \mu_1^t.$$

By Lemma 3.8.5 we have $1 - \mu_2 \geq \frac{\theta}{2}$, By Lemma 3.8.12 we know $\mu_1 \geq 1 + \frac{1}{2} \min\{\frac{|x|}{\theta}, \sqrt{|x|}\}$. Combining these facts finishes the proof. \qed
Part II

Minmax Optimization
Chapter 4

On Stable Limit Points of Gradient Descent Ascent

Minmax optimization, especially in its general nonconvex-nonconcave formulation, has found extensive applications in modern machine learning frameworks such as generative adversarial networks (GAN), adversarial training and multi-agent reinforcement learning. Gradient-based algorithms, in particular gradient descent ascent (GDA), are widely used in practice to solve these problems. Despite the practical popularity of GDA, however, its theoretical behavior has been considered highly undesirable. Indeed, apart from possiblity of non-convergence, recent results (Daskalakis and Panageas, 2018; Mazumdar and Ratliff, 2018; Adolphs et al., 2018) show that even when GDA converges, its stable limit points can be points that are not local Nash equilibria, thus not game-theoretically meaningful.

In this work, we initiate a discussion on the proper optimality measures for minmax optimization, and introduce a new notion of local optimality—local minmax—as a more suitable alternative to the notion of local Nash equilibrium. We establish favorable properties of local minmax points, and show, most importantly, that as the ratio of the ascent step size to the descent step size goes to infinity, stable limit points of GDA are exactly local minmax points up to some degenerate points, demonstrating that all stable limit points of GDA have a game-theoretic meaning for minmax problems.

4.1 Introduction

Minmax optimization refers to problems of the form $\min_x \max_y f(x, y)$. Such problems arise in a number of fields, including mathematics, biology, social science, and particularly economics (Myerson, 2013). Due to the wide range of applications of these problems and their rich mathematical structure, they have been studied for several decades in the setting of zero-sum games. In the last few years, minmax optimization has also found significant applications in machine learning, in settings such as generative adversarial networks (GAN) (Goodfellow et al., 2014), adversarial training (Madry et al., 2017) and multi-agent
reinforcement learning (Omidshafiei et al., 2017). In practice, these minmax problems are often solved using gradient based algorithms, especially gradient descent ascent (GDA), an algorithm that alternates between a gradient descent step for $x$ and some number of gradient ascent steps for $y$.

Such gradient-based algorithms have been well studied for convex-concave games, where $f(\cdot, \cdot)$ is a convex function of $x$ for any fixed $y$ and a concave function of $y$ for any fixed $x$. In this case, it can be shown that the average of iterates of GDA converges to a Nash equilibrium; i.e., a point $(x^*, y^*)$ such that $f(x^*, y) \leq f(x^*, y^*) \leq f(x, y^*)$ for every $x$ and $y$ (Bubeck, 2015; Hazan, 2016). In the convex-concave setting, it turns out that Nash equilibria and global optima are equivalent: $(x^*, y^*)$ is a Nash equilibrium if and only if $f(x^*, y^*) = \min_x \max_y f(x, y)$. Most of the minmax problems arising in modern machine learning applications do not, however, have this simple convex-concave structure.

Given the widespread usage of GDA in practice, it is natural to ask about its properties when applied to general nonconvex-nonconcave settings. It turns out that this question is extremely challenging—GDA dynamics do not monotonically decrease any known potential function and GDA may not converge in general (Daskalakis et al., 2017). Worse still, even when GDA converges, recent results suggest that it has some undesirable properties. Specifically, (Daskalakis and Panageas, 2018), (Mazumdar and Ratliff, 2018), and (Adolphs et al., 2018) show that some of the stable limit points of GDA may not be Nash equilibria. This suggests that they may have nothing to do with the minmax problem being solved. This raises the following question:

**Is GDA an appropriate algorithm for solving general minmax problems?**

This work provides a positive theoretical answer to this question in the general nonconvex-nonconcave setting. Critical to our perspective is a new notion of local optimality—local minmax, which we propose as a more useful alternative than local Nash equilibrium for a range of problems. We show that, as the ratio of the ascent step size to the descent step size goes to infinity, the stable limit points of GDA are identical to local minmax points up to some degenerate points. Therefore, almost all stable limit points of GDA are game-theoretically meaningful for minmax problems.

**Our contributions**

The main contributions of the work are as follows:

- We initiate a discussion on the proper optimality measures for minmax optimization, distinguishing among pure strategy Nash equilibria, global minmax points and mixed strategy Nash equilibria. We show that the latter two are well-defined and of practical relevance. We further show a reduction from the problem of finding mixed strategy Nash equilibria to the problem of finding global minmax points for Lipschitz games, demonstrating the central importance of finding global minmax points.
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- We define a new notion of local optimality—local minmax—as a natural local surrogate for global minmaxity. We explain its relation to local Nash equilibria and global minmax points, and we establish its first- and second-order characterizations. It is worth noting that minmax optimization exhibits unique properties compared to nonconvex optimization in that global minmax points can be neither local minmax nor stationary (see Proposition 4.4.2).

- We analyze the asymptotic behavior of GDA, and show that as the ratio of the ascent step size to the descent step size goes to infinity, stable limit points of GDA are exactly local minmax points up to some degenerate points, demonstrating that almost all stable limit points of GDA have a game-theoretic meaning for minmax problems.

- We also consider the minmax problem with an approximate oracle for the maximization over $y$. We show that gradient descent with inner maximization (over $y$) finds a point that is close to an approximate stationary point of $\phi(x) := \max_y f(x, y)$.

Chapter organization In Section 4.1 we review additional related work. Section 4.2 presents preliminaries. In Section 4.3 we discuss the right objective for general nonconvex-nonconcave minmax optimization. Section 4.4 presents our main results on a new notion of local optimality, the limit points of GDA and gradient descent with a maximization oracle. We conclude in Section 4.5. Due to space constraints, all proofs are presented in the appendix.

Related Work

GDA dynamics: There have been several lines of work studying GDA dynamics for minmax optimization. Cherukuri, Gharesifard, and Cortes (2017) investigate GDA dynamics under some strong conditions and show that it converges locally to Nash equilibria. Heusel et al. (2017) and Nagarajan and Kolter (2017) similarly impose strong assumptions in the setting of the training of GANs and show that under these conditions Nash equilibria are stable fixed points of GDA. Gidel et al. (2018) investigate the effect of simultaneous versus alternating gradient updates as well as the effect of momentum on the convergence in bilinear games. The most closely related analyses to ours are Mazumdar and Ratliff (2018) and Daskalakis and Panageas (2018). While Daskalakis and Panageas (2018) study minmax optimization (or zero-sum games), Mazumdar and Ratliff (2018) studies a much more general setting of non-zero-sum games and multi-player games. Both of these works show that the stable limit points of GDA are not necessarily Nash equilibria. Adolphs et al. (2018) and Mazumdar, Jordan, and Sastry (2019) propose Hessian-based algorithms whose stable fixed points are exactly Nash equilibria. We note that all the works in this setting use Nash equilibrium as the notion of goodness.

General minmax optimization in machine learning: There have also been several other recent works on minmax optimization that study algorithms other than GDA. Rafique
et al. (2018) consider nonconvex but concave minmax problems where for any \( x \), \( f(x, \cdot) \) is a concave function. In this case, they analyze an algorithm combining approximate maximization over \( y \) and a proximal gradient method for \( x \) to show convergence to stationary points. Lin et al. (2018) consider a special case of the nonconvex-nonconcave minmax problem, where the function \( f(\cdot, \cdot) \) satisfies a variational inequality. In this setting, they consider a proximal algorithm that requires the solving of certain strong variational inequality problems in each step and show its convergence to stationary points. Hsieh, Liu, and Cevher (2018) propose proximal methods that asymptotically converge to a mixed Nash equilibrium; i.e., a distribution rather than a point.

**No regret dynamics for minmax optimization:** Online learning/no regret dynamics have also been used to design algorithms for minmax optimization. All of these results require, however, access to oracles which solve the minimization and maximization problems separately, keeping the other variable fixed and outputting a mixed Nash equilibrium (see, e.g., Feige, Mansour, and Schapire, 2015; Chen et al., 2017; Grnarova et al., 2017; Gonen and Hazan, 2018). Finding the global minmax point even with access to these oracles is NP hard (Chen et al., 2017).

**Nonconvex optimization:** Gradient-based methods are also widely used for solving nonconvex optimization problems in practice. There has been a significant amount of recent work on understanding simple gradient-based algorithms such as gradient descent in this setting. Since finding global minima is already NP hard, many works focus on obtaining convergence to second-order stationary points. Lee et al. (2016) and Panageas and Piliouras (2016) show that gradient descent converges to only these points with probability one. Ge et al. (2015) and Jin et al. (2017) show that with a small amount of randomness gradient descent also converges to second-order stationary points and give nonasymptotic rates of convergence.

### 4.2 Preliminaries

In this section, we will first introduce our notation, and then present definitions and results for minmax optimization, zero-sum games, and general game-theoretic dynamics that are relevant to our work.

**Notation**

We use bold upper-case letters \( \mathbf{A}, \mathbf{B} \) to denote matrices and bold lower-case letters \( \mathbf{x}, \mathbf{y} \) to denote vectors. For vectors we use \( \| \cdot \| \) to denote the \( \ell_2 \)-norm, and for matrices we use \( \| \cdot \| \) and \( \rho(\cdot) \) to denote spectral (or operator) norm and spectral radius (largest absolute value of eigenvalues) respectively. Note that these two are in general different for asymmetric matrices. For a function \( f : \mathbb{R}^d \to \mathbb{R} \), we use \( \nabla f \) and \( \nabla^2 f \) to denote its gradient and Hessian. For functions of two vector arguments, \( f : \mathbb{R}^{d_1} \times \mathbb{R}^{d_2} \to \mathbb{R} \), we use \( \nabla_x f, \nabla_y f \) and \( \nabla^2_{xx} f, \nabla^2_{xy} f, \nabla^2_{yy} f \) to denote its partial gradient and partial Hessian. We also use \( O(\cdot) \) and
o(·) notation as follows: \( f(\delta) = O(\delta) \) means \( \limsup_{\delta \to 0} |f(\delta)/\delta| \leq C \) for some large absolute constant \( C \), and \( g(\delta) = o(\delta) \) means \( \lim_{\delta \to 0} |g(\delta)/\delta| = 0 \). For complex numbers, we use \( \Re(·) \) to denote its real part, and \( |·| \) to denote its modulus. We also use \( \mathcal{P}(·) \), operating over a set, to denote the collection of all probability measures over the set.

**Minmax optimization and zero-sum games**

In this work, we consider general minmax optimization problems. Given a function \( f : \mathcal{X} \times \mathcal{Y} \to \mathbb{R} \), where \( \mathcal{X} \subseteq \mathbb{R}^{d_1} \) and \( \mathcal{Y} \subseteq \mathbb{R}^{d_2} \), the objective is to solve:

\[
\min_{x \in \mathcal{X}} \max_{y \in \mathcal{Y}} f(x, y). \tag{4.1}
\]

While classical theory mostly studied the convex-concave case where \( f(·, y) \) is convex for any fixed \( y \) and \( f(x, ·) \) is concave for any fixed \( x \), this work considers the general case, where both \( f(x, ·) \) and \( f(·, y) \) can be nonconvex and nonconcave. Optimality in this setting is defined as follows:

**Definition 4.2.1.** \((x^*, y^*)\) is a global minmax point, if for any \((x, y)\) in \( \mathcal{X} \times \mathcal{Y} \) we have:

\[
f(x^*, y) \leq f(x^*, y^*) \leq \max_{y' \in \mathcal{Y}} f(x, y').
\]

The minmax problem (4.1) has been extensively studied in the game theory literature under the name of “zero-sum game.” Here, two players play a competitive game with the first player playing \( x \in \mathcal{X} \), and then the second player playing \( y \in \mathcal{Y} \). \( f(x, y) \) is the payoff function which represents the value lost by the first player (which is in turn gained by the second player). In this setting the standard notion of equilibrium is the following:

**Definition 4.2.2.** \((x^*, y^*)\) is a (pure strategy) Nash equilibrium of \( f \), if for any \((x, y)\) in \( \mathcal{X} \times \mathcal{Y} \):

\[
f(x^*, y) \leq f(x^*, y^*) \leq f(x, y^*).
\]

Pure strategy Nash equilibria play an essential role in convex-concave games since for those games, pure strategy Nash equilibria always exist, and are also global minmax points (Bubeck, 2015).

When we move to the nonconvex-nonconcave setting, these nice properties of pure strategy Nash equilibria no longer hold. Moreover, the problem of finding global solutions in this setting is NP hard in general. Therefore, previous work has consider local alternatives see, e.g., Mazumdar and Ratliff, 2018; Daskalakis and Panageas, 2018:

**Definition 4.2.3.** \((x^*, y^*)\) is a local (pure strategy) Nash equilibrium of \( f \), if there exists \( \delta > 0 \) such that for any \((x, y)\) satisfying \( \|x - x^*\| \leq \delta \) and \( \|y - y^*\| \leq \delta \) we have:

\[
f(x^*, y) \leq f(x^*, y^*) \leq f(x, y^*).
\]
We can characterize local pure strategy Nash equilibria via first-order and second-order conditions.

**Proposition 4.2.4** (First-order Necessary Condition). Assuming $f$ is differentiable, any local Nash equilibrium satisfies $\nabla_x f(x, y) = 0$ and $\nabla_y f(x, y) = 0$.

**Proposition 4.2.5** (Second-order Necessary Condition). Assuming $f$ is twice-differentiable, any local Nash equilibrium satisfies $\nabla^2_{yy} f(x, y) \preceq 0$, and $\nabla^2_{xx} f(x, y) \succeq 0$.

**Proposition 4.2.6** (Second-order Sufficient Condition). Assuming $f$ is twice-differentiable, any stationary point (i.e., $\nabla f = 0$) satisfying the following condition is a local Nash equilibrium:

$$\nabla^2_{yy} f(x, y) \prec 0, \quad \text{and} \quad \nabla^2_{xx} f(x, y) \succ 0. \quad (4.2)$$

We also call a stationary point satisfying (4.2) a **strict local Nash equilibrium**.

In contrast to pure strategies where each player plays a single action, game theorists have also considered mixed strategies where each player is allowed to play a randomized action sampled from a probability measure $\mu \in \mathcal{P}(X)$ or $\nu \in \mathcal{P}(Y)$. Then, the payoff function becomes an expected value $E_{x \sim \mu, y \sim \nu} f(x, y)$. This corresponds to the scenario where the second player knows the strategy (distribution) of the first player, but does not know the random action he plays. In this setting we define mixed strategy Nash equilibria:

**Definition 4.2.7.** A probability measure $(\mu^\ast, \nu^\ast)$ is a **mixed strategy Nash equilibrium** of $f$, if for any measure $(\mu, \nu)$ in $\mathcal{P}(X) \times \mathcal{P}(Y)$, we have

$$E_{x \sim \mu^\ast, y \sim \nu^\ast} f(x, y) \leq E_{x \sim \mu, y \sim \nu} f(x, y) \leq E_{x \sim \mu^\ast, y \sim \nu^\ast} f(x, y).$$

**Dynamical systems**

One of the most popular algorithms for solving minmax problems is Gradient Descent Ascent (GDA). We outline the algorithm in Algorithm 8 with updates written in a general form $z_{t+1} = w(z_t)$, where $w : \mathbb{R}^d \to \mathbb{R}^d$ is a vector function. One notable distinction from standard gradient descent is that $w(\cdot)$ may not be a gradient field (i.e., the gradient of a scalar function $\phi(\cdot)$), and so the Jacobian matrix $J := \partial w / \partial z$ may be asymmetric. This results in the possibility of the dynamics $z_{t+1} = w(z_t)$ converging to a limit cycle instead of a single point. Nevertheless, we can still define fixed points and stability for general dynamics.

**Definition 4.2.8.** $z^\ast$ is a **fixed point** if $z^\ast = w(z^\ast)$.

**Definition 4.2.9** (Linear Stability). For a differentiable dynamical system $w$, a fixed point $z^\ast$ is a **linearly stable point** of $w$ if its Jacobian matrix $J(z^\ast) := (\partial w / \partial z)(z^\ast)$ has spectral radius $\rho(J(z^\ast)) \leq 1$. We also say that a fixed point $z^\ast$ is a **strict linearly stable point** if $\rho(J(z^\ast)) < 1$ and a **strict linearly unstable point** if $\rho(J(z^\ast)) > 1$. 
Intuitively, linear stability captures whether under the dynamics $z_{t+1} = w(z_t)$ a flow that starts at point that is infinitesimally close to $z^*$ will remain in a small neighborhood around $z^*$.

### 4.3 What is the Right Objective?

We have introduced three notions of optimality in minmax games: global minmax points (Definition 4.2.1), pure strategy Nash equilibria (Definition 4.2.2) and mixed strategy Nash equilibria (Definition 4.2.7). For convex-concave games, these three notions are essentially identical. However, for nonconvex-nonconcave games, they are all different in general. So, what is the right objective to pursue in this general setting?

**Pure strategy Nash equilibrium** First, we note that pure strategy Nash equilibria may not exist in nonconvex-nonconcave settings.

**Proposition 4.3.1.** There exists a twice-differentiable function $f$, where pure strategy Nash equilibria (either local or global) do not exist.

**Proof.** Consider a two-dimensional function $f(x, y) = \sin(x + y)$. We have $\nabla f(x, y) = (\cos(x + y), \cos(x + y))$. Assuming $(x, y)$ is a local pure strategy Nash equilibrium, by Proposition 4.2.4 it must also be a stationary point; that is, $x + y = (k + 1/2)\pi$ for $k \in \mathbb{Z}$. It is easy to verify, for odd $k$, $\nabla^2_{xx} f(x, y) = \nabla^2_{yy} f(x, y) = 1 > 0$; for even $k$, $\nabla^2_{xx} f(x, y) = \nabla^2_{yy} f(x, y) = -1 < 0$. By Proposition 4.2.5, none of the stationary points is a local pure strategy Nash equilibrium.

Apart from the existence issue, the property that $x^*$ is optimal for $f(\cdot, y^*)$ is not meaningful in applications such as adversarial training, which translates to the property that the classifier needs to be optimal with respect to a fixed corruption.

**Global minmax point** On the other hand, global minmax points, a simple but less mentioned notion of optimality, always exist.

**Proposition 4.3.2.** Assume that function $f : \mathcal{X} \times \mathcal{Y} \to \mathbb{R}$ is continuous, and assume that $\mathcal{X} \subset \mathbb{R}^{d_1}$, $\mathcal{Y} \subset \mathbb{R}^{d_2}$ are compact. Then the global minmax point (Definition 4.2.1) of $f$ always exists.

Proposition 4.3.2 is a simple consequence of the extreme-value theorem. Compared to pure strategy Nash equilibria, the notion of global minmax is typically important in the setting where our goal is to find the best $x^*$ subject to adversarial perturbation of $y$ rather than an $x$ which is optimal for a fixed $y^*$. Indeed, both GANs and adversarial training actually fall in this category, where our primary goal is to find the best generator subject to an adversarial discriminator, and to find the best robust classifier subject to adversarial corruption.
Mixed strategy Nash equilibrium  Finally, when each agent is allowed to play a random action according to some distribution, such as in the setting of multi-agent reinforcement learning, mixed strategy Nash equilibria are a valid notion of optimality. The existence of mixed strategy Nash equilibrium can be traced back to von Neumann (1928). Here we cite a generalized version for continuous games.

**Proposition 4.3.3** ((Glicksberg, 1952)). Assume that the function $f : \mathcal{X} \times \mathcal{Y} \rightarrow \mathbb{R}$ is continuous and that $\mathcal{X} \subset \mathbb{R}^{d_1}$, $\mathcal{Y} \subset \mathbb{R}^{d_2}$ are compact. Then

$$\min_{\mu \in \mathcal{P}(\mathcal{X})} \max_{\nu \in \mathcal{P}(\mathcal{Y})} \mathbb{E}_{(\mu,\nu)} f(x,y) = \max_{\nu \in \mathcal{P}(\mathcal{Y})} \min_{\mu \in \mathcal{P}(\mathcal{X})} \mathbb{E}_{(\mu,\nu)} f(x,y).$$

Let $\mu^*$ be the minimum for the minmax problem, and let $\nu^*$ be the maximum for the maxmin problem. Then $(\mu^*, \nu^*)$ is a mixed strategy Nash equilibrium.

In conclusion, both global minmax points and mixed strategy Nash equilibria are well-defined objectives, and of practical interest. For a specific application, which notion is more suitable depends on whether randomized actions are allowed or of interest.

**Reduction from mixed strategy nash equilibria to minmax points**

We concluded in the last section that both global minmax points and mixed strategy Nash equilibria (or mixed strategies, for short) are of practical interest. However, finding mixed strategy equilibria requires optimizing over a space of probability measures, which is infinite dimensional, making the problem computational infeasible in general. In this section, we show instead how to find approximate mixed strategy Nash equilibria for Lipschitz games. We show that it is sufficient to find a global minmax point of a problem with polynomially large dimension.

**Definition 4.3.4.** Let $(\mu^*, \nu^*)$ be a mixed strategy Nash equilibrium. A probability measure $(\mu^\dagger, \nu^\dagger)$ is an $\epsilon$-approximate mixed strategy Nash equilibrium if:

$$\forall \nu' \in \mathcal{P}(\mathcal{Y}), \quad \mathbb{E}_{(\mu^\dagger, \nu')} f(x,y) \leq \mathbb{E}_{(\mu^*, \nu^*)} f(x,y) + \epsilon$$

$$\forall \mu' \in \mathcal{P}(\mathcal{X}), \quad \mathbb{E}_{(\mu', \nu^\dagger)} f(x,y) \geq \mathbb{E}_{(\mu^*, \nu^*}) f(x,y) - \epsilon.$$

**Theorem 4.3.5.** Assume that function $f$ is $L$-Lipschitz, and the diameters of $\mathcal{X}$ and $\mathcal{Y}$ are at most $D$. Let $(\mu^*, \nu^*)$ be a mixed strategy Nash equilibrium. Then there exists an absolute constant $c$, for any $\epsilon > 0$, such that if $N \geq c \cdot d_2(\mathcal{L}/\epsilon)^2 \log(\mathcal{L}/\epsilon)$, we have:

$$\min_{(x_1, \ldots, x_N) \in \mathcal{X}^N} \max_{y \in \mathcal{Y}} \frac{1}{N} \sum_{i=1}^{N} f(x_i, y) \leq \mathbb{E}_{(\mu^\dagger, \nu^\dagger)} f(x, y) + \epsilon.$$
CHAPTER 4. ON STABLE LIMIT POINTS OF GRADIENT DESCENT ASCENT

93

Intuitively, Theorem 4.3.5 holds because function $f$ is Lipschitz, $\mathcal{Y}$ is a bounded domain, and thus we can establish uniform convergence of the expectation of $f(\cdot, y)$ to its average over $N$ samples for all $y \in \mathcal{Y}$ simultaneously. A similar argument was made in (Arora et al., 2017).

Theorem 4.3.5 implies that in order to find an approximate mixed strategy Nash equilibrium, we can solve a large minmax problem with objective $F(X, y) := \frac{1}{N} \sum_{i=1}^{N} f(x_i, y)$. The global minmax solution $X^* = (x^*_1, \ldots, x^*_n)$ gives an empirical distribution $\hat{\mu}^* = \frac{1}{N} \sum_{i=1}^{N} \delta(x - x^*_i)/N$, where $\delta(\cdot)$ is the Dirac delta function. By symmetry, we can also solve the maxmin problem to find $\hat{\nu}^*$. Since optimal pure strategies are always as good as optimal mixed strategies for the second player, we know $(\hat{\mu}^*, \hat{\nu}^*)$ is an $\epsilon$-approximate mixed strategy Nash equilibrium. That is, approximate mixed strategy Nash can be found by finding two global minmax points.

4.4 Main Results

In the previous section, we concluded that the central question in minmax optimization is to find a global minmax point. However, the problem of finding global minmax points is in general NP hard. In this section, we present our main results, suggesting possible ways of circumventing this NP-hardness challenge. In Section 4.4, we develop a new notion of local surrogacy for global minmax points which we refer to as local minmax points, and we study their properties. In Section 4.4, we establish relations between stable fixed points of GDA and local minmax points. In Section 4.4, we study the behavior of gradient descent with an approximate maximization oracle for $y$ and show that it converges to approximately stationary points of $\max_y f(\cdot, y)$.

Local minmax points

While most previous work (Daskalakis and Panageas, 2018; Mazumdar and Ratliff, 2018) has focused on local Nash equilibria (Definition 4.2.3), which are local surrogates for pure strategy Nash equilibria, we propose a new notion—local minmax—as a natural local surrogate for global minmaxity. To the best of our knowledge, this notion has not been considered before.

Definition 4.4.1. A point $(x^*, y^*)$ is said to be a local minmax point of $f$, if there exists $\delta_0 > 0$ and a continuous function $h$ satisfying $h(\delta) \to 0$ as $\delta \to 0$, such that for any $\delta \leq \delta_0$, and any $(x, y)$ satisfying $\|x - x^*\| \leq \delta$ and $\|y - y^*\| \leq \delta$, we have

$$f(x^*, y) \leq f(x^*, y^*) \leq \max_{y' : \|y' - y^*\| \leq h(\delta)} f(x, y'). \quad (4.3)$$

A notion of local maxmin point can be defined similarly. Local minmax points are different from local Nash equilibria since local minmax points only require $x^*$ to be the minimum of a local max function $\max_{y' : \|y' - y^*\| \leq h(\delta)} f(\cdot, y')$, while local Nash equilibria require $x^*$ to be the local minimum after fixing $y^*$ (see Figure 4.1). The local radius $h(\delta)$ over which...
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Figure 4.1: Left: $f(x, y) = x^2 - y^2$ where $(0, 0)$ is both local Nash and local minmax. Right: $f(x, y) = -x^2 + 5xy - y^2$ where $(0, 0)$ is not local Nash but local minmax with $h(\delta) = \delta$.

the maximum is taken needs to decrease to zero as $\delta$ approaches zero. We note that our definition does not control the relative rate at which $h(\delta)$ and $\delta$ go to zero; indeed, it is allowed that $\lim_{\delta \to 0} h(\delta)/\delta = \infty$.

We would like to highlight an interesting fact: in minmax optimization, global minmax can be neither local minmax nor stationary points (and thus not local Nash equilibria). This is in contrast to the well-known fact in nonconvex optimization where global minima are always local minima.

Proposition 4.4.2. The global minmax point can be neither local minmax nor a stationary point.

See Figure 4.2 for an illustration and Appendix 4.7 for the proof. The proposition is a natural consequence of the definitions where global minmax points are obtained as a minimum of a global maximum function while local minmax points are the minimum of a local maximum function. This also illustrates that minmax optimization is a challenging task, and worthy of independent study, beyond nonconvex optimization.

Nevertheless, global minmax points can be guaranteed to be local minmax if the problem has some structure. For instance, this is true when $f$ is strongly-concave in $y$, or more generally when $f$ satisfies the following properties that have been established to hold in several popular machine learning problems (Ge, Jin, and Zheng, 2017; Boumal, Voroninski, and Bandeira, 2016):

Theorem 4.4.3. Assume that $f$ is twice differentiable, and for any fixed $x$, the function $f(x, \cdot)$ is strongly concave in the neighborhood of local maxima and satisfies the assumption that all local maxima are global maxima. Then the global minmax point of $f(\cdot, \cdot)$ is also a local minmax point.
Figure 4.2: **Left:** $f(x, y) = 0.2xy - \cos(y)$, the global minmax points $(0, -\pi)$ and $(0, \pi)$ are not stationary. **Right:** The relations among local Nash equilibria, local minmax points, local maxmin points and linearly stable points of $\gamma$-GDA, and $\infty$-GDA (up to degenerate points).

We consider local minmax as a more suitable notion of local optimality than local Nash equilibrium for minmax optimization. First, local minmaxity is a strictly relaxed notion of local Nash equilibrium, and it alleviates the non-existence issue for local Nash equilibria.

**Proposition 4.4.4.** Any local pure strategy Nash equilibrium is a local minmax point.

Second, local minmax points enjoy simple first-order and second-order characterizations.

**Proposition 4.4.5 (First-order Necessary Condition).** Assuming that $f$ is continuously differentiable, then any local minmax point $(x, y)$ satisfies \( \nabla_x f(x, y) = 0 \) and \( \nabla_y f(x, y) = 0 \).

**Proposition 4.4.6 (Second-order Necessary Condition).** Assuming that $f$ is twice differentiable, then $(x, y)$ is a local minmax point implies that $\nabla_{yx}^2 f(x, y) \preceq 0$, and for any $v$ satisfying $\nabla_{yx}^2 f(x, y) \cdot v \in \text{column span} (\nabla_{yy}^2 f(x, y))$ that $v^\top [\nabla_{xx}^2 f - \nabla_{xy}^2 f (\nabla_{yy}^2 f)^\dagger \nabla_{yx}^2 f] (x, y) \cdot v \geq 0$. (Here $^\dagger$ denotes Moore-Penrose inverse.)

**Proposition 4.4.7 (Second-order Sufficient Condition).** Assume that $f$ is twice differentiable. Any stationary point $(x, y)$ satisfying $\nabla_{yy}^2 f(x, y) \prec 0$ and

\[
[\nabla_{xx}^2 f - \nabla_{xy}^2 f (\nabla_{yy}^2 f)^{-1} \nabla_{yx}^2 f] (x, y) \succ 0
\]

(4.4)
is a local minmax point. We call stationary points satisfying (4.4) strict local minmax points.
Algorithm 8 Gradient Descent Ascent (γ-GDA)

**Input:** $(x_0, y_0)$, step size $\eta$, ratio $\gamma$.

for $t = 0, 1, \ldots$, do

$x_{t+1} \leftarrow x_t - (\eta/\gamma)\nabla_x f(x_t, y_t)$.

$y_{t+1} \leftarrow y_t + \eta \nabla_y f(x_t, y_t)$.

We note that if $\nabla^2_{yy} f(x, y)$ is non-degenerate, then the second-order necessary condition (Proposition 4.4.6) becomes $\nabla^2_{yy} f(x, y) \prec 0$ and $[\nabla^2_{xx} f - \nabla^2_{xy} f(\nabla^2_{yy} f)^{-1}\nabla^2_{yx} f](x, y) \succeq 0$, which is identical to the sufficient condition Eq.(4.4) up to an equals sign.

Comparing Eq. (4.4) to the second-order sufficient condition for local Nash equilibrium in Eq. (4.2), we see that local minmax requires the Shur complement to be positive definite instead of requiring $\nabla^2_{xx} f(x, y)$ to be positive definite. Contrary to local Nash equilibria, this characterization of local minmax not only takes into account the interaction term $\nabla^2_{xy} f$ between $x$ and $y$, but also reflects the order of minmax vs maxmin.

**Limit points of gradient descent ascent**

In this section, we consider the asymptotic behavior of Gradient Descent Ascent (GDA). As shown in the pseudo-code in Algorithm 8, GDA simultaneously performs gradient descent on $x$ and gradient ascent on $y$. We consider the general form where the step size for $x$ can be different from the step size for $y$ by a ratio $\gamma$, and denoted this algorithm by $\gamma$-GDA. When the step size $\eta$ is small, this is essentially equivalent to gradient descent with multiple steps of gradient ascent where $\gamma$ indicates how many gradient ascent steps are performed for one gradient descent step.

To study the limiting behavior, we primarily focus on linearly stable points of $\gamma$-GDA, since with random initialization, $\gamma$-GDA will almost surely escape strict linearly unstable points.

**Theorem 4.4.8** (Daskalakis and Panageas, 2018). For any $\gamma > 1$, assuming the function $f$ is $\ell$-gradient Lipschitz, and the step size $\eta \leq 1/\ell$, then the set of initial points $x_0$ so that $\gamma$-GDA converges to its strict linear unstable point is of Lebesgue measure zero.

We further simplify the problem by considering the limiting case where the step size $\eta \to 0$, which corresponds to $\gamma$-GDA flow

$$
\frac{dx}{dt} = -\frac{1}{\gamma} \nabla_x f(x, y) \quad \frac{dy}{dt} = \nabla_y f(x, y).
$$

The strict linearly stable points of the $\gamma$-GDA flow have a very simple second-order characterization.
Proposition 4.4.9. \((x, y)\) is a strict linearly stable point of \(\gamma\)-GDA if and only if for all the eigenvalues \(\{\lambda_i\}\) of following Jacobian matrix,

\[
J_\gamma = \begin{pmatrix}
-(1/\gamma)\nabla^2_{xx}f(x, y) & -(1/\gamma)\nabla^2_{xy}f(x, y) \\
\nabla^2_{yx}f(x, y) & \nabla^2_{yy}f(x, y)
\end{pmatrix}
\]

their real part \(\Re(\lambda_i) < 0\) for any \(i\).

In the remainder of this section, we assume that \(f\) is a twice-differentiable function, and we use \(\text{Local Nash}\) to represent the set of strict local Nash equilibria, \(\text{Local Minmax}\) for the set of strict local minmax points, \(\text{Local Maxmin}\) for the set of strict local maxmin points, and \(\gamma\)-GDA for the set of strict linearly stable points of the \(\gamma\)-GDA flow. Our goal is to understand the relationships between these sets. Daskalakis and Panageas (2018) and Mazumdar and Ratliff (2018) provided a relation between \(\text{Local Nash}\) and \(1\)-GDA which can be generalized to \(\gamma\)-GDA as follows.

Proposition 4.4.10 ((Daskalakis and Panageas, 2018)). For any fixed \(\gamma\), for any twice-differentiable \(f\), \(\text{Local Nash} \subset \gamma\)-GDA, but there exist twice-differentiable \(f\) such that \(\gamma\)-GDA \(\not\subset \text{Local Nash}\).

That is, if \(\gamma\)-GDA converges, it may converge to points not in \(\text{Local Nash}\). This raises a basic question as to what those additional stable limit points of \(\gamma\)-GDA are. Are they meaningful? This work answers this question through the lens of \(\text{Local Minmax}\). Although for fixed \(\gamma\), the set \(\gamma\)-GDA does not have a simple relation with \(\text{Local Minmax}\), it turns out that an important relationship arises when \(\gamma\) goes to \(\infty\). To describe the limit behavior of the set \(\gamma\)-GDA when \(\gamma \to \infty\) we define two set-theoretic limits:

\[
\infty^-\text{GDA} := \limsup_{\gamma \to \infty} \gamma\text{-GDA} = \cap_{\gamma>0} \gamma\text{-GDA}
\]

\[
\infty^-\text{GDA} := \liminf_{\gamma \to \infty} \gamma\text{-GDA} = \cup_{\gamma>0} \cap_{\gamma>0} \gamma\text{-GDA}.
\]

The relations between \(\gamma\)-GDA and \(\text{Local Minmax}\) are given as follows:

Proposition 4.4.11. For any fixed \(\gamma\), there exists twice-differentiable \(f\) such that \(\text{Local Minmax} \not\subset \gamma\)-GDA; there also exists twice-differentiable \(f\) such that \(\gamma\)-GDA \(\not\subset \text{Local Minmax}\). \cup \text{Local Maxmin}.

Theorem 4.4.12 (Main Theorem). For any twice-differentiable \(f\), \(\text{Local Minmax} \subset \infty^-\text{GDA} \subset \infty^-\text{GDA} \subset \text{Local Minmax} \cup \{(x, y) | (x, y) \text{ is stationary and } \nabla^2_{yy}f(x, y) \text{ is degenerate}\}.

That is, \(\infty^-\text{GDA} = \text{Local Minmax}\) up to some degenerate points. Intuitively, when \(\gamma\) is large, \(\gamma\)-GDA can move a long distance in \(y\) while only making very small changes in \(x\). As \(\gamma \to \infty\), \(\gamma\)-GDA can approximately find the local maximum of \(f(x + \delta_x, \cdot)\), subject to any small change in \(\delta_x\); therefore, stable limit points are indeed local minmax.
Algorithm 9 Gradient Descent with Max-oracle

**Input:** $x_0$, step size $\eta$.

for $t = 0, 1, \ldots, T$ do

find $y_t$ so that $f(x_t, y_t) \geq \max_y f(x_t, y) - \epsilon$.

$x_{t+1} \leftarrow x_t - \eta \nabla_x f(x_t, y_t)$.

Pick $t$ uniformly at random from $\{0, \cdots, T\}$.

return $\bar{x} \leftarrow x_t$.

Algorithmically, one can view $\infty - GDA$ as a set that describes the strict linear stable limit points for GDA with $\gamma$ very slowly increasing with respect to $t$, and eventually going to $\infty$. To the best of our knowledge, this is the first result showing that all stable limit points of GDA are meaningful and locally optimal up to some degenerate points.

**Gradient descent with max-oracle**

In this section, we consider solving the minmax problem when we have access to an oracle for approximate inner maximization; i.e., for any $x$, we have access to an oracle that outputs a $\hat{y}$ such that $f(x, \hat{y}) \geq \max_y f(x, y) - \epsilon$. A natural algorithm to consider in this setting is to alternate between gradient descent on $x$ and a (approximate) maximization step on $y$.

The pseudocode is presented in Algorithm 9. It can be shown that Algorithm 9 indeed converges (in contrast with GDA which can converge to limit cycles). Moreover, the limit points of Algorithm 9 satisfy a nice property—they turn out to be approximately stationary points of $\phi(x) := \max_y f(x, y)$. For a smooth function, “approximately stationary point” means that the norm of gradient is small. However, even when $f(\cdot, \cdot)$ is smooth (up to whatever order), $\phi(\cdot)$ as defined above need not be differentiable. The norm of subgradient can be a discontinuous function which is an undesirable measure for closeness to stationarity. Fortunately, however, and $\ell$-gradient Lipschitz of $f(\cdot, \cdot)$ imply that $\phi(\cdot)$ is $\ell$-weakly convex (Rafique et al., 2018); i.e., $\phi(x) + (\ell/2)\|x\|^2$ is convex. In such settings, the approximate stationarity of $\phi(\cdot)$ can be measured by the norm of gradient of its Moreau envelope $\phi_\lambda(\cdot)$.

$$\phi_\lambda(x) := \min_{x'} \phi(x') + \frac{1}{2\lambda}\|x - x'\|^2.$$  \hfill (4.5)

Here $\lambda < 1/\ell$. The Moreau envelope satisfies the following two important properties if $\lambda < 1/\ell$. Let $\hat{x} = \arg\min_{x'} \phi(x') + (1/2\lambda)\|x - x'\|^2$, then:

$$\|\hat{x} - x\| = \lambda\|\nabla \phi_\lambda(x)\|,$$

and

$$\min_{g \in \partial \phi_\lambda(\hat{x})} \|g\| \leq \|\nabla \phi_\lambda(x)\|,$$

where $\partial$ denotes the subdifferential of a weakly convex function. A proof of this fact can be found in (Rockafellar, 2015). Therefore, $\|\nabla \phi_\lambda(x)\|$ being small means that $x$ is close to a point $\hat{x}$ that is approximately stationary. We now present the convergence guarantee for Algorithm 9.
Theorem 4.4.13. Suppose $f$ is $\ell$-smooth and $L$-Lipschitz and define $\phi(\cdot) := \max_y f(\cdot, y)$. Then the output $\bar{x}$ of GD with Max-oracle (Algorithm 9) with step size $\eta = \gamma/\sqrt{T} + 1$ will satisfy
\[
\mathbb{E} \left[ \|\nabla \phi_{1/2\ell}(\bar{x})\|^2 \right] \leq 2 \cdot \frac{\left(\phi_{1/2\ell}(x_0) - \min \phi(x)\right) + \ell L^2 \gamma^2}{\gamma \sqrt{T} + 1} + 4\ell \epsilon,
\]
where $\phi_{1/2\ell}$ is the Moreau envelope (4.5) of $\phi$.

The proof of Theorem 4.4.13 is similar to the convergence analysis for nonsmooth weakly-convex functions (Davis and Drusvyatskiy, 2018), except here the max-oracle has error $\epsilon$. Theorem 4.4.13 claims, other than an additive error $4\ell \epsilon$ as a result of the oracle solving the maximum approximately, that the remaining term decreases at a rate of $1/\sqrt{T}$.

4.5 Conclusion

In this work, we consider general nonconvex-nonconcave minmax optimization. While gradient descent ascent (GDA) is widely used in practice for such problems, previous results suggest that GDA has undesirable limiting behavior, questioning GDA’s relevance for this problem. We formulate a new notion of local optimum for minmax problems, which we refer to as local minmax, and show that it is more suitable for many learning problems than standard notions such as local Nash equilibrium. We establish that as the ratio of the ascent step size to the descent step size in GDA goes to infinity, all strict stable limit points are equivalent to local minmax points except for degenerate points. This yields a game-theoretic meaning for all stable limit points of GDA. We also consider the minmax problem when we have access to an approximate inner maximization. In this setting, we analyze gradient descent with maximization and show that it finds a point close to an approximate stationary point.

4.6 Proofs for Reduction from Mixed Strategy Nash to Minmax Points

In this section we prove Theorem 4.3.5 in Section 4.3.

Theorem 4.3.5. Assume that function $f$ is $L$-Lipschitz, and the diameters of $\mathcal{X}$ and $\mathcal{Y}$ are at most $D$. Let $(\mu^*, \nu^*)$ be a mixed strategy Nash equilibrium. Then there exists an absolute constant $c$, for any $\epsilon > 0$, such that if $N \geq c \cdot d_2(LD/\epsilon)^2 \log(LD/\epsilon)$, we have:
\[
\min_{(x_1, \ldots, x_N) \in \mathcal{X}^N} \max_{y \in \mathcal{Y}} \frac{1}{N} \sum_{i=1}^N f(x_i, y) \leq \mathbb{E}_{(\mu^*, \nu^*)} f(x, y) + \epsilon.
\]
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Proof. Note that WLOG, the second player can always play pure strategy. That is,

$$\min_{\mu \in \mathcal{P}(X)} \max_{\nu \in \mathcal{P}(Y)} \mathbb{E}_{X \sim \mu, Y \sim \nu} f(x, y) = \min_{\mu \in \mathcal{P}(X)} \max_{y \in Y} \mathbb{E}_{X \sim \mu} f(x, y)$$

Therefore, we only need to solve the problem of RHS. Suppose the minimum over \(\mathcal{P}(X)\) is achieved at \(\mu^*\). First, sample \((x_1, \ldots, x_N)\) i.i.d from \(\mu^*\), and note \(\max_{x_1, x_2 \in X} |f(x_1, y) - f(x_2, y)| \leq LD\) for any fixed \(y\). Therefore by Hoeffding inequality, for any fixed \(y\):

$$\mathbb{P}\left( \frac{1}{N} \sum_{i=1}^{N} f(x_i, y) - \mathbb{E}_{X \sim \mu^*} f(x, y) \geq t \right) \leq e^{-\frac{Nt^2}{(LD)^2}}$$

Let \(\mathcal{Y}\) be a minimal \(\epsilon/(2L)\)-covering over \(Y\). We know the covering number \(|\mathcal{Y}| \leq (2DL/\epsilon)^d\). Thus by union bound:

$$\mathbb{P}\left( \forall y \in \mathcal{Y}, \frac{1}{N} \sum_{i=1}^{N} f(x_i, y) - \mathbb{E}_{X \sim \mu^*} f(x, y) \geq t \right) \leq e^{d \log \frac{2DL}{\epsilon} + \frac{N^2}{(LD)^2}}$$

Pick \(t = \epsilon/2\) and \(N \geq c \cdot d(LD/\epsilon)^2 \log(LD/\epsilon)\) for some large absolute constant \(c\), we have:

$$\mathbb{P}\left( \forall y \in \mathcal{Y}, \frac{1}{N} \sum_{i=1}^{N} f(x_i, y) - \mathbb{E}_{X \sim \mu^*} f(x, y) \geq \epsilon/2 \right) \leq \frac{1}{2}$$

Let \(y^* = \arg \max_y \frac{1}{N} \sum_{i=1}^{N} f(x_i, y)\), by definition of covering, we can always find a \(y' \in \mathcal{Y}\) so that \(\|y^* - y'\| \leq \epsilon/(4L)\). Thus, with probability at least 1/2:

$$\max_y \frac{1}{N} \sum_{i=1}^{N} f(x_i, y) - \max_y \mathbb{E}_{X \sim \mu^*} f(x, y) = \frac{1}{N} \sum_{i=1}^{N} f(x_i, y^*) - \max_y \mathbb{E}_{X \sim \mu^*} f(x, y)$$

$$\leq \left[ \frac{1}{N} \sum_{i=1}^{N} f(x_i, y^*) - \frac{1}{N} \sum_{i=1}^{N} f(x_i, y') \right] + \left[ \frac{1}{N} \sum_{i=1}^{N} f(x_i, y') - \mathbb{E}_{X \sim \mu^*} f(x, y') \right]$$

$$+ \left[ \mathbb{E}_{X \sim \mu^*} f(x, y') - \max_y \mathbb{E}_{X \sim \mu^*} f(x, y) \right] \leq \epsilon/2 + \epsilon/2 + 0 \leq \epsilon$$

That is, with probability at least 1/2:

$$\max_{y \in \mathcal{Y}} \frac{1}{N} \sum_{i=1}^{N} f(x_i, y) \leq \min_{\mu \in \mathcal{P}(X)} \max_{y \in Y} \mathbb{E}_{X \sim \mu} f(x, y) + \epsilon$$

This implies:

$$\min_{(x_1, \ldots, x_N) \in X^N} \max_{y \in Y} \frac{1}{N} \sum_{i=1}^{N} f(x_i, y) \leq \min_{\mu \in \mathcal{P}(X)} \max_{y \in Y} \mathbb{E}_{X \sim \mu} f(x, y) + \epsilon$$

Combine with Proposition 4.3.3 we finish the proof. \(\square\)
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4.7 Proofs for Properties of Local Minmax Points

In this section, we prove the propositions and theorems presented in Section 4.4.

Proposition 4.4.2. The global minmax point can be neither local minmax nor a stationary point.

Proof. Consider function $f(x, y) = 0.2xy - \cos(y)$ in region $[-1, 1] \times [-2\pi, 2\pi]$ as shown in Figure 4.2. Clearly, the gradient is equal to $(0.2y, 0.2x + \sin(y))$. And for any fixed $x$, there are only two maxima $y^*(x)$ satisfying $0.2x + \sin(y^*) = 0$ where $y^*_1(x) \in (-3\pi/2, -\pi/2)$ and $y^*_2(x) \in (\pi/2, 3\pi/2)$. On the other hand, $f(x, y^*_1(x))$ is monotonically decreasing with respect to $x$, while $f(x, y^*_2(x))$ is monotonically increasing, with $f(0, y^*_1(0)) = f(0, y^*_2(0))$ by symmetry. It is not hard to check $y^*_1(0) = -\pi$ and $y^*_2(0) = \pi$. Therefore, $(0, -\pi)$ and $(0, \pi)$ are two global solutions of minmax problem. However, the gradients at both points are not 0, thus they are not stationary points. By Proposition 4.4.5, they are also not local minmax points. □

Theorem 4.4.3. Assume that $f$ is twice differentiable, and for any fixed $x$, the function $f(x, \cdot)$ is strongly concave in the neighborhood of local maxima and satisfies the assumption that all local maxima are global maxima. Then the global minmax point of $f(\cdot, \cdot)$ is also a local minmax point.

Proof. Denote $A := \nabla^2_{xx}f(x, y)$, $B := \nabla^2_{yy}f(x, y)$, $C := \nabla^2_{xy}f(x, y)$, $g_x := \nabla_x f(x, y)$ and $g_y := \nabla_y f(x, y)$. Let $(x, y)$ be a global minmax point. Since $y$ is the global argmax of $f(x, \cdot)$ and locally strongly concave, we know $g_y = 0$ and $B \prec 0$. Let us now consider a second-order Taylor approximation of $f$ around $(x, y)$.

$$f(x + \delta_x, y + \delta_y) = f(x, y) + g_x^T \delta_x + \frac{1}{2} \delta_x^T A \delta_x + g_y^T \delta_y + \frac{1}{2} \delta_y^T B \delta_y + o(||\delta_x||^2 + ||\delta_y||^2)$$

Since by hypothesis, $B \prec 0$, we see that when $||\delta_x||$ is sufficiently small, there is a unique $\delta_y^*(\delta_x)$ so that $y + \delta_y^*(\delta_x)$ is a local maximum of $f(x + \delta_x, \cdot)$, where $\delta_y^*(\delta_x) = -B^{-1}C^T \delta_x + o(||\delta_x||)$. It is clear that $||\delta_y^*(\delta_x)|| \leq (||B^{-1}C^T|| + 1)||\delta_x||$ for sufficiently small $||\delta_x||$. Let $h(\delta) = (||B^{-1}C^T|| + 1)\delta$, we know for small enough $\delta$:

$$f(x + \delta_x, y + \delta_y^*(\delta_x)) = \max_{||\delta_y|| \leq h(\delta)} f(x + \delta_x, y + \delta_y)$$

Finally, since by assumption for any $f(x, \cdot)$ all local maxima are global maxima and $x$ is the global min of $\max_y f(x, y)$, we know:

$$f(x, y) \leq \max_{y'} f(x + \delta_x, y') = f(x + \delta_x, y + \delta_y^*(\delta_x)) = \max_{||\delta_y|| \leq h(\delta)} f(x + \delta_x, y + \delta_y)$$

which finishes the proof. □
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Proposition 4.4.4. Any local pure strategy Nash equilibrium is a local minmax point.

Proof. Let \( h \) be the constant function \( h(\delta) = 0 \) for any \( \delta \). Suppose \((x^*, y^*)\) is a local pure strategy Nash equilibrium, by definition it implies the existence of \( \delta_0 \), so that for any \( \delta \leq \delta_0 \), and any \((x, y)\) satisfying \( \|x - x^*\| \leq \delta \) and \( \|y - y^*\| \leq \delta \):

\[
f_2(x^*, y) \leq f_2(x^*, y^*) \leq f(x, y^*) \leq \max_{y' : \|y - y^*\| \leq h(\delta)} f_2(x, y').
\]

which finishes the proof.

\[\square\]

Proposition 4.4.5 (First-order Necessary Condition). Assuming that \( f \) is continuously differentiable, then any local minmax point \((x, y)\) satisfies \( \nabla_x f(x, y) = 0 \) and \( \nabla_y f(x, y) = 0 \).

Proof. Since \( y \) is the local maximum of \( f(x, \cdot) \), it implies \( \nabla_y f(x, y) = 0 \). Denote local optima \( \delta^+_y(\delta_x) := \arg\max_{\|\delta_y\| \leq h(\delta)} f(x + \delta_x, y + \delta_y) \). By definition we know, \( \|\delta^+_y(\delta_x)\| \leq h(\delta) \to 0 \) as \( \delta \to 0 \). Thus

\[
0 \leq f(x + \delta_x, y + \delta^+_y(\delta_x)) - f(x, y) = f(x + \delta_x, y + \delta^+_y(\delta_x)) - f(x, y + \delta^+_y(\delta_x)) + f(x, y + \delta^+_y(\delta_x)) - f(x, y) \\
\leq f(x + \delta_x, y + \delta^+_y(\delta_x)) - f(x, y + \delta^+_y(\delta_x)) \\
= \nabla_x f(x, y + \delta^+_y(\delta_x))^{\top} \delta_x + o(\|\delta_x\|) = \nabla_x f(x, y)^{\top} \delta_x + o(\|\delta_x\|)
\]

holds for any small \( \delta_x \), which implies \( \nabla_x f(x, y) = 0 \). 

\[\square\]

Proposition 4.4.6 (Second-order Necessary Condition). Assuming that \( f \) is twice differentiable, then \((x, y)\) is a local minmax point implies that \( \nabla^2_{xx} f(x, y) \preceq 0 \), and for any \( v \) satisfying \( \nabla^2_{xy} f(x, y) \cdot v \in \text{column span(} \nabla^2_{yy} f(x, y) \text{)} \) that \( v^{\top} [\nabla^2_{xx} f - \nabla^2_{xy} f(\nabla^2_{yy} f)^{\top} \nabla^2_{yx} f] (x, y) \cdot v \geq 0 \). (Here \( \dagger \) denotes Moore-Penrose inverse.)

Proof. Denote \( A := \nabla^2_{xx} f(x, y) \), \( B := \nabla^2_{xy} f(x, y) \) and \( C := \nabla^2_{yx} f(x, y) \). Since \( y \) is the local maximum of \( f(x, \cdot) \), it implies \( B \preceq 0 \). On the other hand,

\[
f(x + \delta_x, y + \delta_y) = f(x, y) + \frac{1}{2} \delta_x^{\top} A \delta_x + \delta_x^{\top} C \delta_y + \frac{1}{2} \delta_y^{\top} B \delta_y + o(\|\delta_x\|^2 + \|\delta_y\|^2).
\]

Since \((x, y)\) is a local minmax point, by definition, there exists a function \( h \) such that Eq.[4.3] holds. Denote \( h'(\delta) = 2\|B^{-1}C\| \delta \). We note both \( h(\delta) \) and \( h'(\delta) \to 0 \) as \( \delta \to 0 \). For any \( \delta_x \) satisfying \( C^{\top} \delta_x \in \text{column span(} B \text{)} \), it is not hard to verify that \( \arg\max_{\|\delta_y\| \leq \max(h(\delta), h'(\delta))} f(x + \delta_x, y + \delta_y) = -B^{\dagger}C^{\top} \delta_x + o(\|\delta_x\|) \). Since \((x, y)\) is a local minmax point, we have

\[
0 \leq \max_{\|\delta_y\| \leq h(\delta)} f(x + \delta_x, y + \delta_y) - f(x, y) = \max_{\|\delta_y\| \leq \max(h(\delta), h'(\delta))} f(x + \delta_x, y + \delta_y) - f(x, y) \\
= \frac{1}{2} \delta_x^{\top} (A - CB^{\dagger}C^{\top}) \delta_x + o(\|\delta_x\|^2).
\]

Above equation holds for any \( \delta_x \) satisfying \( C^{\top} \delta_x \in \text{column span(} B \text{)} \), which finishes the proof.

\[\square\]
Proposition 4.4.7 (Second-order Sufficient Condition). Assume that \( f \) is twice differentiable. Any stationary point \((x, y)\) satisfying \( \nabla_x^2 f(x, y) < 0 \) and
\[
[\nabla_{xx}^2 f - \nabla_{xy}^2 f(\nabla_{xy}^2 f)^{-1}\nabla_{yx}^2 f](x, y) > 0
\]
is a local minmax point. We call stationary points satisfying (4.4) strict local minmax points.

Proof. Again denote \( A := \nabla_{xx}^2 f(x, y), B := \nabla_{xy}^2 f(x, y) \) and \( C := \nabla_{yy}^2 f(x, y) \). Since \((x, y)\) is a stationary point, and \( B < 0 \), it is clear that \( y \) is the local maximum of \( f(x, y) \). On the other hand, pick \( \delta_y^1 = B^{-1}C^T \delta_x \) and let \( h(\delta) = \|B^{-1}C^T\|\delta \), we know when \( \|\delta_x\| \leq \delta, \|\delta_y\| \leq h(\delta) \), thus
\[
\max_{\|\delta_y\| \leq h(\delta)} f(x + \delta_x, y + \delta_y) - f(x, y) \geq f(x + \delta_x, y + \delta_y^1) - f(x, y)
= \frac{1}{2}\delta_x^T(A - CB^{-1}C^T)\delta_x + o(\|\delta_x\|^2) > 0
\]
which finishes the proof. \(\square\)

4.8 Proofs for Limit Points of Gradient Descent Ascent

In this section, we provides proofs for propositions and theorems presented in Section 4.4.

Proposition 4.4.9. \((x, y)\) is a strict linearly stable point of \( \gamma \)-GDA if and only if for all the eigenvalues \( \{\lambda_i\} \) of following Jacobian matrix,
\[
J_\gamma = \begin{pmatrix}
-(1/\gamma)\nabla_{xx}^2 f(x, y) & -(1/\gamma)\nabla_{xy}^2 f(x, y) \\
\nabla_{xy}^2 f(x, y) & \nabla_{yy}^2 f(x, y),
\end{pmatrix}
\]
their real part \( \Re(\lambda_i) < 0 \) for any \( i \).

Proof. Consider GDA dynamics with step size \( \eta \), then the Jacobian matrix of this dynamic system is \( I + \eta J_\gamma \) whose eigenvalues are \( \{1 + \eta \lambda_i\} \). Therefore, \((x, y)\) is a strict linearly stable point if and only if \( \rho(I + \eta J_\gamma) < 1 \), that is \( |1 + \eta \lambda_i| < 1 \) for all \( i \). When taking \( \eta \to 0 \), this is equivalent to \( \Re(\lambda_i) < 0 \) for all \( i \). \(\square\)

Proposition 4.4.10 ((Daskalakis and Panageas, 2018)). For any fixed \( \gamma \), for any twice-differentiable \( f \), Local Nash \( \not\subset \gamma \)-GDA, but there exist twice-differentiable \( f \) such that \( \gamma \)-GDA \( \not\subset \) Local Nash.

Proof. Daskalakis and Panageas (2018) showed the proposition holds for 1-GDA. For completeness, here we show how similar proof goes through for \( \gamma \)-GDA for general \( \gamma \). Let \( \epsilon = 1/\gamma \), and denote \( A := \nabla_{xx}^2 f(x, y), B := \nabla_{yy}^2 f(x, y) \) and \( C := \nabla_{xy}^2 f(x, y). \)
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To prove the statement \( \text{localNash} \subset \gamma-\text{GDA} \), we note by definition, \((x, y)\) is a strict linear stable point of \(\frac{1}{\epsilon}\)-GDA if the real part of the eigenvalues of Jacobian matrix

\[
J_\epsilon := \begin{pmatrix}
-\epsilon A & -\epsilon C \\
C^T & B
\end{pmatrix}
\]
satisfy that \(\Re(\lambda_i) < 0\) for all \(1 \leq i \leq d_1 + d_2\). We first note that:

\[
\tilde{J}_\epsilon := \begin{pmatrix}
B & \sqrt{\epsilon} C^T \\
-\sqrt{\epsilon} C & -\epsilon A
\end{pmatrix} = U J_\epsilon U^{-1}, \quad \text{where} \quad U = \begin{pmatrix} 0 & \sqrt{\epsilon} I \\ I & 0 \end{pmatrix}
\]

Thus, the eigenvalues of \(\tilde{J}_\epsilon\) and \(J_\epsilon\) are the same. We can also decompose:

\[
\tilde{J}_\epsilon = P + Q, \quad \text{where} \quad P := \begin{pmatrix} B & 0 \\ -\epsilon A & -\epsilon A \end{pmatrix}, \quad Q := \begin{pmatrix} 0 & \sqrt{\epsilon} C^T \\ -\sqrt{\epsilon} C & 0 \end{pmatrix}
\]

If \((x, y)\) is a strict local pure strategy Nash equilibrium, then \(A > 0, B < 0\), then \(P\) is a negative definite symmetric matrix, and \(Q\) is anti-symmetric matrix, i.e. \(Q = -Q^T\). For any eigenvalue \(\lambda\) if \(\tilde{J}_\epsilon\), assume \(w\) is the associated eigenvector. That is, \(\tilde{J}_\epsilon w = \lambda w\), also let \(w = x + iy\) where \(x\) and \(y\) are real vectors, and \(\bar{w}\) be the complex conjugate of vector \(w\). Then:

\[
\Re(\lambda) = \frac{w^T \tilde{J}_\epsilon w + w^T \tilde{J}_\epsilon \bar{w}}{2} = \frac{[(x - iy)^T \tilde{J}_\epsilon (x + iy) + (x + iy)^T \tilde{J}_\epsilon (x - iy)]}{2} = x^T \tilde{J}_\epsilon x + y^T \tilde{J}_\epsilon y = x^T P x + y^T P y + x^T Q x + y^T Q y
\]

Since \(P\) is negative definite, that is \(x^T Px + y^T Py < 0\). Meanwhile, since \(Q\) is antisymmetric, \(x^T Q x = x^T Q^T x = 0\) and \(y^T Q y = y^T Q^T y = 0\). This proves \(\Re(\lambda) < 0\), that is \((x, y)\) is a strict linear stable point of \(1/\epsilon\)-GDA.

To prove the statement \(\gamma-\text{GDA} \not\subset \text{localNash}\), since \(\epsilon\) is also fixed, we consider function \(f(x, y) = x^2 + 2\sqrt{\epsilon} xy + (\epsilon/2)y^2\). It is easy to see \((0, 0)\) is a fixed point of \(1/\epsilon\)-GDA, and Hessian \(A = 2, B = \epsilon, C = 2\sqrt{\epsilon}\). Thus the Jacobian matrix

\[
J_\epsilon := \begin{pmatrix}
-2\epsilon & -2\epsilon^{3/2} \\
2\epsilon^{1/2} & \epsilon
\end{pmatrix}
\]

has two eigenvalues \(\epsilon(-1 \pm i\sqrt{7})/2\). Therefore, \(\Re(\lambda_1) = \Re(\lambda_2) < 0\), which implies \((0, 0)\) is a strict linear stable point. However \(B = \epsilon > 0\), thus it is not a strict local pure strategy Nash equilibrium.

\[\square\]

**Proposition 4.4.11.** For any fixed \(\gamma\), there exists twice-differentiable \(f\) such that \(\text{Local Minmax} \not\subset \gamma-\text{GDA}\); there also exists twice-differentiable \(f\) such that \(\gamma-\text{GDA} \not\subset \text{Local Minmax} \cup \text{Local Maxmin}\).
Proof. Let $\epsilon = 1/\gamma$, and denote $A := \nabla^2_{xx}f(x, y)$, $B := \nabla^2_{yy}f(x, y)$ and $C := \nabla^2_{xy}f(x, y)$. To prove the first statement $\textit{localminmax} \not\subset \gamma - \textit{GDA}$, since $\epsilon$ is also fixed, we consider function $f(x, y) = -x^2 + 2\sqrt{\epsilon}xy - (\epsilon/2)y^2$. It is easy to see $(0, 0)$ is a fixed point of $1/\epsilon$-GDA, and Hessian $A = -2, B = -\epsilon, C = 2\sqrt{\epsilon}$. It is easy to verify that $B < 0$ and $A - CB^{-1}C = 2 > 0$, thus $(0, 0)$ is a local minmax point. However, inspect the Jacobian matrix of $1/\epsilon$-GDA:

$$J_{\epsilon} := \begin{pmatrix} 2\epsilon & -2\epsilon^{3/2} \\
\epsilon^{1/2} & -\epsilon \end{pmatrix}$$

We know the two eigenvalues are $\epsilon(1 \pm i\sqrt{7})/2$. Therefore, $\Re(\lambda_1) = \Re(\lambda_2) > 0$, which implies $(0, 0)$ is not a strict linear stable point.

To prove the second statement $\gamma - \textit{GDA} \not\subset \textit{localminmax} \cup \textit{localmaxmin}$, since $\epsilon$ is also fixed, we consider function $f(x, y) = x^2 + 2\sqrt{\epsilon}x_1y_1 + (\epsilon/2)y_2^2 - x_2^2/2 + 2\sqrt{\epsilon}x_2y_2 - ey_2^2$. It is easy to see $(0, 0)$ is a fixed point of $1/\epsilon$-GDA, and Hessian $A = \text{diag}(2, -1), B = \text{diag}(-2\epsilon), C = 2\sqrt{\epsilon} \cdot \text{diag}(1, 1)$. Thus the Jacobian matrix $J_{\epsilon} := 
\begin{pmatrix} -2\epsilon & 0 & -2\epsilon^{3/2} & 0 \\
0 & \epsilon & 0 & -2\epsilon^{3/2} \\
2\epsilon^{1/2} & \epsilon & 0 & 0 \\
0 & 2\epsilon^{1/2} & 0 & -2\epsilon \end{pmatrix}$

has four eigenvalues $\epsilon(-1 \pm i\sqrt{7})/2$ (each with multiplicity of 2). Therefore, $\Re(\lambda_i) < 0$ for $1 \leq i \leq 4$, which implies $(0, 0)$ is a strict linear stable point. However, $B$ is not negative definite, thus $(0, 0)$ is not a strict local minmax point; similarly, $A$ is also not positive definite, thus $(0, 0)$ is not a strict local maxmin point.

**Theorem 4.4.12** (Main Theorem). For any twice-differentiable $f$, $\textit{Local Minmax} \subset \infty - \textit{GDA} \subset \infty - \widetilde{\textit{GDA}} \subset \textit{Local Minmax} \cup \{(x, y) | (x, y) \text{ is stationary and } \nabla^2_{xy}f(x, y) \text{ is degenerate}\}$.

**Proof.** For simplicity, denote $A := \nabla^2_{xx}f(x, y)$, $B := \nabla^2_{yy}f(x, y)$ and $C := \nabla^2_{xy}f(x, y)$. Let $\epsilon = 1/\gamma$. Consider sufficiently small $\epsilon$ (i.e. sufficiently large $\gamma$), we know the Jacobian $J$ of $1/\epsilon$-GDA at $(x, y)$ is:

$$J_{\epsilon} := \begin{pmatrix} -\epsilon A & -\epsilon C \\
C^\top & B \end{pmatrix}$$

According to Lemma 4.8.1 for sufficient $\epsilon$, $J_{\epsilon}$ has $d_1 + d_2$ complex eigenvalues $\{\lambda_i\}_{i=1}^{d_1+d_2}$ with following form for sufficient small $\epsilon$:

$$|\lambda_i + \epsilon \mu_i| = o(\epsilon) \quad 1 \leq i \leq d_1$$

$$|\lambda_{i+d_1} - \nu_i| = o(1) \quad 1 \leq i \leq d_2$$

(4.6)
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where \( \{\mu_i\}_{i=1}^{d_1} \) and \( \{\nu_i\}_{i=1}^{d_2} \) are the eigenvalues of matrices \( A - CB^{-1}C^T \) and \( B \) respectively. Now we are ready to prove the three inclusion statement in Theorem 4.4.12 separately.

First, for \( \infty - GDA \subset \infty - GDA \) always holds by their definitions.

Second, for \( \text{Local Minmax} \subset \infty - GDA \) statement, if \((x, y)\) is strict local minmax point, then by its definition:

\[ B \prec 0, \quad \text{and} \quad A - CB^{-1}C^T \succ 0 \]

By Eq.(4.6) the eigenvalue structure of \( J_\epsilon \), we know there exists sufficiently small \( \epsilon_0 \), so that for any \( \epsilon < \epsilon_0 \), the real part \( \Re(\lambda_i) < 0 \), i.e. \((x, y)\) is a strict linear stable point of \( 1/\epsilon - GDA \).

Finally, for \( \infty - GDA \subset \text{Local Minmax} \cup \{(x, y)| (x, y) \text{ is stationary and } B \text{ is degenerate}\} \) statement, if \((x, y)\) is strict linear stable point of \( 1/\epsilon - GDA \) for a sufficiently small \( \epsilon \), then for any \( i \), the real part of eigenvalue of \( J_\epsilon \): \( \Re(\lambda_i) < 0 \). By Eq.(4.6), if \( B \) is invertible, this implies:

\[ B < 0, \quad \text{and} \quad A - CB^{-1}C^T \succeq 0 \]

Finally, suppose matrix \( A - CB^{-1}C^T \) has an eigenvalue 0. This means the existence of unit vector \( w \) so that \((A - CB^{-1}C^T)w = 0\). It is not hard to verify then \( J_\epsilon \cdot (w, -B^{-1}C^Tw)^T = 0 \). This implies \( J_\epsilon \) has a 0 eigen-value, which contradicts the fact that \( \Re(\lambda_i) < 0 \) for any \( i \). Therefore, we can conclude \( A - CB^{-1}C^T \succ 0 \), and \((x, y)\) is a strict local minmax point. \( \square \)

Lemma 4.8.1. For any symmetric matrix \( A \in \mathbb{R}^{d_1 \times d_1} \), \( B \in \mathbb{R}^{d_2 \times d_2} \), and any rectangular matrix \( C \in \mathbb{R}^{d_1 \times d_2} \), assume \( B \) is nondegenerate. Then, matrix

\[
\begin{pmatrix}
-\epsilon A & -\epsilon C \\
C^T & B
\end{pmatrix}
\]

has \( d_1 + d_2 \) complex eigenvalues \( \{\lambda_i\}_{i=1}^{d_1+d_2} \) with following form for sufficient small \( \epsilon \):

\[
|\lambda_i + \epsilon \mu_i| = o(\epsilon), \quad 1 \leq i \leq d_1
\]

\[
|\lambda_{i+d_1} - \nu_i| = o(1), \quad 1 \leq i \leq d_2
\]

where \( \{\mu_i\}_{i=1}^{d_1} \) and \( \{\nu_i\}_{i=1}^{d_2} \) are the eigenvalues of matrices \( A - CB^{-1}C^T \) and \( B \) respectively.

Proof. By definition of eigenvalues, \( \{\lambda_i\}_{i=1}^{d_1+d_2} \) are the roots of characteristic polynomial:

\[
p_\epsilon(\lambda) := \det \begin{pmatrix}
\lambda I + \epsilon A & \epsilon C \\
-C^T & \lambda I - B
\end{pmatrix}
\]

We can expand this polynomial as:

\[
p_\epsilon(\lambda) = p_0(\lambda) + \sum_{i=1}^{d_1+d_2} \epsilon^i p_i(\lambda), \quad p_0(\lambda) = \lambda^{d_1} \cdot \det(\lambda I - B).
\]
Here, $p_i$ are polynomials of order at most $d_1 + d_2$. It is clear that the roots of $p_0$ are 0 (with multiplicity $d_1$) and $\{\nu_i\}_{i=1}^{d_2}$. According to Lemma 4.8.2 we know the roots of $p_\epsilon$ satisfy:

\[
|\lambda_i| = o(1) \quad 1 \leq i \leq d_1 \quad (4.7)
\]
\[
|\lambda_{i+d_1} - \nu_i| = o(1), \quad 1 \leq i \leq d_2
\]

Since $B$ is non-degenerate, we know when $\epsilon$ is small enough, $\lambda_1 \ldots \lambda_{d_1}$ are very close to 0 while $\lambda_{d_1+1} \ldots \lambda_{d_1+d_2}$ have modulus at least $\Omega(1)$. To provide the sign information of the first $d_1$ roots, we proceed to lower order characterization.

On the other hand, reparametrize $\lambda = \epsilon \theta$, we have:

\[
p_\epsilon(\epsilon \theta) = \det \begin{pmatrix} \epsilon \theta \mathbf{I} + \epsilon \mathbf{A} & \epsilon \mathbf{C} \\ -\mathbf{C}^\top & \epsilon \theta \mathbf{I} - \mathbf{B} \end{pmatrix} = \epsilon^{d_1} \det \begin{pmatrix} \theta \mathbf{I} + \mathbf{A} & \mathbf{C} \\ -\mathbf{C}^\top & \epsilon \theta \mathbf{I} - \mathbf{B} \end{pmatrix}
\]

Therefore, we know $q_\epsilon(\theta) := p_\epsilon(\epsilon \theta)/\epsilon^{d_1}$ is still a polynomial, and has polynomial expansion:

\[
q_\epsilon(\theta) = q_0(\theta) + \sum_{i=1}^{d_2} \epsilon^i q_i(\lambda), \quad q_0(\theta) = \det \begin{pmatrix} \theta \mathbf{I} + \mathbf{A} & \mathbf{C} \\ -\mathbf{C}^\top & -\mathbf{B} \end{pmatrix}
\]

It is also clear polynomial $q_\epsilon$ and $p_\epsilon$ have same roots up to $\epsilon$ scaling. Furthermore, we have following factorization:

\[
\begin{pmatrix} \theta \mathbf{I} + \mathbf{A} & \mathbf{C} \\ -\mathbf{C}^\top & -\mathbf{B} \end{pmatrix} = \begin{pmatrix} \theta \mathbf{I} + \mathbf{A} & \mathbf{C} \\ 0 & -\mathbf{B} \end{pmatrix} \begin{pmatrix} \mathbf{I} & 0 \\ -\mathbf{B}^{-1} \mathbf{C}^\top & \mathbf{I} \end{pmatrix}
\]

Since $B$ is non-degenerate, we have $\det(B) \neq 0$, and

\[
q_0(\theta) = (-1)^{d_2} \det(B) \det(\theta \mathbf{I} + \mathbf{A} - \mathbf{B}^{-1} \mathbf{C}^\top)
\]

$q_0$ is $d_1$-order polynomial having roots $\{\mu_i\}_{i=1}^{d_1}$, which are the eigenvalues of matrices $\mathbf{A} - \mathbf{B} \mathbf{B}^{-1} \mathbf{C}^\top$. According to Lemma 4.8.2 we know $q_\epsilon$ has at least $d_1$ roots so that $|\theta_i + \mu_i| \leq o(1)$. This implies $d_1$ roots of $p_\epsilon$ so that:

\[
|\lambda_i + \epsilon \mu_i| = o(\epsilon) \quad 1 \leq i \leq d_1
\]

By Eq.4.7 we know $p_\epsilon$ has exactly $d_1$ roots which are of $o(1)$ scaling. This finishes the proof.

**Lemma 4.8.2** (Continuity of roots of polynomials (Zedek, 1965)). Given a polynomial $p_n(z) := \sum_{k=0}^{n} a_k z^k$, $a_n \neq 0$, an integer $m \geq n$ and a number $\epsilon > 0$, there exists a number $\delta > 0$ such that whenever the $m+1$ complex numbers $b_k, 0 \leq k \leq m$, satisfy the inequalities

\[
|b_k - a_k| < \delta \text{ for } 0 \leq k \leq n, \text{ and } |b_k| < \delta \text{ for } n+1 \leq k \leq m
\]

then the roots $\beta_k, 1 \leq k \leq m$ of the polynomial $q_m(z) := \sum_{k=0}^{m} b_k z^k$ can be labeled in such a way as to satisfy with respect to the zeros $\alpha_k, 1 \leq k \leq n$ of $p_n(z)$ the inequalities

\[
|\beta_k - \alpha_k| < \epsilon \text{ for } 1 \leq k \leq n, \text{ and } |\beta_k| > 1/\epsilon \text{ for } n+1 \leq k \leq m
\]
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4.9 Proofs for Gradient Descent with Max-oracle

In this section, we present the proof for Theorem 4.4.13 presented in Section 4.4.

Theorem 4.4.13. Suppose $f$ is $\ell$-smooth and $L$-Lipschitz and define $\phi(\cdot) := \max_y f(\cdot, y)$. Then the output $x$ of GD with Max-oracle (Algorithm 9) with step size $\eta = \gamma/\sqrt{T+1}$ will satisfy

$$
\mathbb{E} [\|\nabla \phi_{1/2t}(\bar{x})\|^2] \leq 2 \cdot \frac{\phi_{1/2t}(x_0) - \min_x \phi(x) + \ell L^2 \gamma^2}{\eta T + 1} + 4\epsilon,
$$

where $\phi_{1/2t}$ is the Moreau envelope (4.5) of $\phi$.

Proof. The proof of this theorem mostly follows the proof of Theorem 2.1 from (Davis and Drusvyatskiy, 2018). The only difference is that $y_t$ in Algorithm 9 is only an approximate maximizer and not exact maximizer. However, the proof goes through fairly easily with an additional error term.

We first note an important equation for the gradient of Moreau envelope.

$$
\nabla \phi_{\lambda}(x) = \lambda^{-1} \left( x - \arg\min_{\bar{x}} \left( \phi(\bar{x}) + \frac{1}{2\lambda} \|x - \bar{x}\|^2 \right) \right).
$$

(4.8)

We also observe that since $f(\cdot)$ is $\ell$-smooth and $y_t$ is an approximate maximizer for $x_t$, we have that any $x_t$ from Algorithm 9 and $\bar{x}$ satisfy

$$
\phi(\bar{x}) \geq f(\bar{x}, y_t) \geq f(x_t, y_t) + \langle \nabla_x f(x_t, y_t), \bar{x} - x_t \rangle - \frac{\ell}{2} \|\bar{x} - x_t\|^2 \\
\geq \phi(x_t) - \epsilon + \langle \nabla_x f(x_t, y_t), \bar{x} - x_t \rangle - \frac{\ell}{2} \|\bar{x} - x_t\|^2.
$$

(4.9)

Let $\tilde{x}_t := \arg\min_x \phi(x) + \ell \|x - x_t\|^2$. We have:

$$
\phi_{1/2t}(x_{t+1}) \leq \phi(\tilde{x}_t) + \ell \|x_{t+1} - \tilde{x}_t\|^2 \\
\leq \phi(\tilde{x}_t) + \ell \|x_t - y_t \frac{\nabla_x f(x_t, y_t)}{\|\nabla_x f(x_t, y_t)\|} - \tilde{x}_t\|^2 \\
\leq \phi(\tilde{x}_t) + \ell \|x_t - \tilde{x}_t\|^2 + 2\ell \|\nabla_x f(x_t, y_t), \tilde{x}_t - x_t\| + \ell \|\nabla_x f(x_t, y_t)\|^2 \\
\leq \phi_{1/2t}(x_t) + 2\ell \langle \nabla_x f(x_t, y_t), \tilde{x}_t - x_t \rangle + \ell \|\nabla_x f(x_t, y_t)\|^2 \\
\leq \phi_{1/2t}(x_t) + 2\ell \left( \phi(\tilde{x}_t) - \phi(x_t) + \epsilon + \frac{\ell}{2} \|x_t - \tilde{x}_t\|^2 \right) + \ell \|\tilde{x}_t - x_t\|^2 + \ell L^2,
$$

where the last line follows from (4.9). Taking a telescopic sum over $t$, we obtain

$$
\phi_{1/2t}(x_T) \leq \phi_{1/2t}(x_0) + 2\ell \sum_{t=0}^{T} \left( \phi(\tilde{x}_t) - \phi(x_t) + \epsilon + \frac{\ell}{2} \|x_t - \tilde{x}_t\|^2 \right) + \ell L^2 T
$$
Rearranging this, we obtain

$$\frac{1}{T+1} \sum_{t=0}^{T} \left( \phi(x_t) - \phi(\hat{x}_t) - \frac{\ell}{2} \|x_t - \hat{x}_t\|^2 \right) \leq \epsilon + \frac{\phi_{1/2\ell}(x_0) - \min_x \phi(x)}{2\eta \ell T} + \frac{\eta L^2}{2}. \tag{4.10}$$

Since $\phi(x) + \ell \|x - x_t\|^2$ is $\ell$-strongly convex, we have

$$\phi(x_t) - \phi(\hat{x}_t) - \frac{\ell}{2} \|x_t - \hat{x}_t\|^2 \geq \phi(x_t) + \ell \|x_t - x_t\|^2 - \phi(\hat{x}_t) - \ell \|\hat{x}_t - x_t\|^2 + \frac{\ell}{2} \|x_t - \hat{x}_t\|^2 = \left( \phi(x_t) + \ell \|x_t - x_t\|^2 - \min_x \phi(x) + \ell \|x - x_t\|^2 \right) + \frac{\ell}{2} \|x_t - \hat{x}_t\|^2 \geq \ell \|x_t - \hat{x}_t\|^2 = \frac{1}{4\ell} \|\nabla \phi_{1/2\ell}(x_t)\|^2,$$

where we used (4.8) in the last step. Plugging this in (4.10) proves the result. \qed
Part III

Reinforcement Learning
Chapter 5

On Sample Efficiency of Q-learning

Model-free reinforcement learning (RL) algorithms, such as Q-learning, directly parameterize and update value functions or policies without explicitly modeling the environment. They are typically simpler, more flexible to use, and thus more prevalent in modern deep RL than model-based approaches. However, empirical work has suggested that model-free algorithms may require more samples to learn (Deisenroth and Rasmussen, 2011; Schulman et al., 2015). The theoretical question of “whether model-free algorithms can be made sample efficient” is one of the most fundamental questions in RL, and remains unsolved even in the basic scenario with finitely many states and actions.

We prove that, in an episodic MDP setting, Q-learning with UCB exploration achieves regret $\tilde{O}(\sqrt{H^3SAT})$, where $S$ and $A$ are the numbers of states and actions, $H$ is the number of steps per episode, and $T$ is the total number of steps. This sample efficiency matches the optimal regret that can be achieved by any model-based approach, up to a single $\sqrt{H}$ factor. To the best of our knowledge, this is the first analysis in the model-free setting that establishes $\sqrt{T}$ regret without requiring access to a “simulator.”

5.1 Introduction

Reinforcement Learning (RL) is a control-theoretic problem in which an agent tries to maximize its cumulative rewards via interacting with an unknown environment through time (Sutton and Barto, 1998). There are two main approaches to RL: model-based and model-free. Model-based algorithms make use of a model for the environment, forming a control policy based on this learned model. Model-free approaches dispense with the model and directly update the value function—the expected reward starting from each state, or the policy—the mapping from states to their subsequent actions. There has been a long debate on the relative pros and cons of the two approaches (Deisenroth and Rasmussen, 2011).

From the classical Q-learning algorithm (Watkins, 1989) to modern DQN (Mnih et al., 2013), A3C (Mnih et al., 2016), TRPO (Schulman et al., 2015), and others, most state-of-the-art RL has been in the model-free paradigm. Its pros—model-free algorithms are online,
require less space, and, most importantly, are more expressive since specifying the value functions or policies is often more flexible than specifying the model for the environment—arguably outweigh its cons relative to model-based approaches. These relative advantages underly the significant successes of model-free algorithms in deep RL applications (Mnih et al., 2013; Silver et al., 2016).

On the other hand it is believed that model-free algorithms suffer from a higher sample complexity compared to model-based approaches. This has been evidenced empirically in (Deisenroth and Rasmussen, 2011; Schulman et al., 2015), and recent work has tried to improve the sample efficiency of model-free algorithms by combining them with model-based approaches (Nagabandi et al., 2017; Pong et al., 2018). There is, however, little theory to support such blending, which requires a more quantitative understanding of relative sample complexities. Indeed, the following basic theoretical questions remain open:

Can we design model-free algorithms that are sample efficient?
In particular, is Q-learning provably efficient?

The answers remain elusive even in the basic tabular setting where the number of states and actions are finite. In this work, we attack this problem head-on in the setting of the episodic Markov Decision Process (MDP) formalism (see Section ?? for a formal definition). In this setting, an episode consists of a run of MDP dynamics for $H$ steps, where the agent aims to maximize total reward over multiple episodes. We do not assume access to a “simulator” (which would allow us to query arbitrary state-action pairs of the MDP) and the agent is not allowed to “reset” within each episode. This makes our setting sufficiently challenging and realistic. In this setting, the standard Q-learning heuristic of incorporating $\varepsilon$-greedy exploration appears to take exponentially many episodes to learn (Kearns and Singh, 2002).

As seen in the literature on bandits, the key to achieving good sample efficiency generally lies in managing the tradeoff between exploration and exploitation. One needs an efficient strategy to explore the uncertain environment while maximizing reward. In the model-based setting, a recent line of research has imported ideas from the bandit literature—including the use of upper confidence bounds (UCB) and improved design of exploration bonuses—and has obtained asymptotically optimal sample efficiency (Jaksch, Ortner, and Auer, 2010; Agrawal and Jia, 2017; Azar, Osband, and Munos, 2017; Kakade, Wang, and Yang, 2018). In contrast, the understanding of model-free algorithms is still very limited. To the best of our knowledge, the only existing theoretical result on model-free RL that applies to the episodic setting is for delayed Q-learning; however, this algorithm is quite sample-inefficient compared to model-based approaches (Strehl et al., 2006).

In this work, we answer the two aforementioned questions affirmatively. We show that Q-learning, when equipped with a UCB exploration policy that incorporates estimates of the confidence of Q values and assign exploration bonuses, achieves total regret $O(\sqrt{H^3SAT})$. Here, $S$ and $A$ are the numbers of states and actions, $H$ is the number of steps per episode, and $T$ is the total number of steps. Up to a $\sqrt{H}$ factor, our regret matches the information-theoretic optimum, which can be achieved by model-based algorithms (Azar, Osband, and
Munos, 2017; Kakade, Wang, and Yang, 2018). Since our algorithm is just Q-learning, it is online and does not store additional data besides the table of Q values (and a few integers per entry of this table). Thus, it also enjoys a significant advantage over model-based algorithms in terms of time and space complexities. To our best knowledge, this is the first sharp analysis for model-free algorithms—featuring $\sqrt{T}$ regret or equivalently $O(1/\varepsilon^2)$ samples for $\varepsilon$-optimal policy—without requiring access to a “simulator.”

For practitioners, there are two key takeaways from our theoretical analysis:

1. The use of UCB exploration instead of $\varepsilon$-greedy exploration in the model-free setting allows for better treatment of uncertainties for different states and actions.

2. It is essential to use a learning rate which is $\alpha_t = O(H/t)$, instead of $1/t$, when a state-action pair is being updated for the $t$-th time. The former learning rate assigns more weight to updates that are more recent, as opposed to assigning uniform weights to all previous updates. This delicate choice of reweighting leads to the crucial difference between our sample-efficient guarantee versus earlier highly inefficient results that require exponentially many samples in $H$.

### Related Work

In this section, we focus our attention on theoretical results for the tabular MDP setting, where the numbers of states and actions are finite. We acknowledge that there has been much recent work in RL for continuous state spaces see, e.g., Jiang et al., 2016; Fazel et al., 2018, but this setting is beyond our scope.

**With simulator** Some results assume access to a simulator (Koenig and Simmons, 1993) (a.k.a., a generative model (Azar, Munos, and Kappen, 2012)), which is a strong oracle that allows the algorithm to query arbitrary state-action pairs and return the reward and the next state. The majority of these results focus on an infinite-horizon MDP with discounted reward e.g., Even-Dar and Mansour, 2003; Azar et al., 2011; Lattimore and Hutter, 2012; Azar, Munos, and Kappen, 2012; Sidford et al., 2018. When a simulator is available, model-free algorithms (Azar et al., 2011) (variants of Q-learning) are known to be almost as sample efficient as the best model-based algorithms (Azar, Munos, and Kappen, 2012). However, the simulator setting is considered to much easier than standard RL, as it “does not require exploration” (Azar et al., 2011). Indeed, a naïve exploration strategy which queries all state-action pairs uniformly at random already leads to the most efficient algorithm for finding
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<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Regret</th>
<th>Time</th>
<th>Space</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Model-based</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UCRL2 (Jaksch, Ortner, and Auer, 2010)</td>
<td>at least $\tilde{O}(\sqrt{H^4S^2AT})$</td>
<td>$\Omega(TS^2A)$</td>
<td>$O(S^2AH)$</td>
</tr>
<tr>
<td>Agrawal and Jia (2017)</td>
<td>at least $\tilde{O}(\sqrt{H^3S^2AT})$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>UCBVI (Azar, Osband, and Munos, 2017)</td>
<td>$\tilde{O}(\sqrt{H^2SAT})$</td>
<td>$\tilde{O}(TS^2A)$</td>
<td></td>
</tr>
<tr>
<td>vUCQ (Kakade, Wang, and Yang, 2018)</td>
<td>$\tilde{O}(\sqrt{H^2SAT})$</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Model-free</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Q-learning ($\varepsilon$-greedy) (Kearns and Singh, 2002) (if 0 initialized)</td>
<td>$\Omega(\min{T, A^H/2})$</td>
<td></td>
<td>$O(T)$</td>
</tr>
<tr>
<td>Delayed Q-learning (Strehl et al., 2006)</td>
<td>$\tilde{O}_{S,A,H}(T^{4/5})$</td>
<td></td>
<td>$O(SA)$</td>
</tr>
<tr>
<td>Q-learning (UCB-H)</td>
<td>$\tilde{O}(\sqrt{H^4SAT})$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Q-learning (UCB-B)</td>
<td>$\tilde{O}(\sqrt{H^3SAT})$</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>lower bound</strong></td>
<td>$\Omega(\sqrt{H^2SAT})$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5.1: Regret comparisons for RL algorithms on episodic MDP. $T = KH$ is totally number of steps, $H$ is the number of steps per episode, $S$ is the number of states, and $A$ is the number of actions. For clarity, this table is presented for $T \geq \text{poly}(S, A, H)$, omitting low order terms.


**Without simulator** Reinforcement learning becomes much more challenging without the presence of a simulator, and the choice of exploration policy can now determine the behavior of the learning algorithm. For instance, Q-learning with $\varepsilon$-greedy may take exponentially

1Jaksch, Ortner, and Auer (2010) and Agrawal and Jia (2017) apply to the more general setting of weakly communicating MDPs with $S'$ states and diameter $D$; our episodic MDP is a special case obtained by augmenting the state space so that $S' = SH$ and $D \geq H$.

2Azar, Osband, and Munos (2017) and Kakade, Wang, and Yang (2018) assume equal transition matrices $P_1 = \cdots = P_H$; in the setting of this work $P_1, \cdots, P_H$ can be entirely different. This adds a factor of $\sqrt{H}$ to their total regret.

3Strehl et al. (2006) applies to MDPs with $S'$ states and discount factor $\gamma$; our episodic MDP can be converted to that case by setting $S' = SH$ and $1 - \gamma = 1/H$. Their result only applies to the stochastic setting where initial states $x^1_k$ come from a fixed distribution, and only gives a PAC guarantee. We have translated it to a regret guarantee (see Section 5.3).
many episodes to learn the optimal policy (Kearns and Singh, 2002) (for the sake of completeness, we present this result in our episodic language in Appendix 5.5).

In the model-based setting, UCRL2 (Jaksch, Ortner, and Auer, 2010) and Agrawal and Jia (2017) form estimates of the transition probabilities of the MDP using past samples, and add upper-confidence bounds (UCB) to the estimated transition matrix. When applying their results to the episodic MDP scenario, their total regret is at least $\tilde{O}(\sqrt{H^4S^2AT})$ and $\tilde{O}(\sqrt{H^3S^2AT})$ respectively. In contrast, the information-theoretic lower bound is $\tilde{O}(\sqrt{H^2SAT})$. The additional $\sqrt{S}$ and $\sqrt{H}$ factors were later removed by the UCBVI algorithm (Azar, Osband, and Munos, 2017) which adds a UCB bonus directly to the Q values instead of the estimated transition matrix.

The vUCQ algorithm (Kakade, Wang, and Yang, 2018) is similar to UCBVI but improves lower-order regret terms using variance reduction.

We note that despite the sharp regret guarantees, all of the results in this line of research require estimating and storing the entire transition matrix and thus suffer from unfavorable time and space complexities compared to model-free algorithms.

In the model-free setting, Strehl et al. (2006) introduced delayed Q-learning, where, to find an $\varepsilon$-optimal policy, the Q value for each state-action pair is updated only once every $m = \tilde{O}(1/\varepsilon^2)$ times this pair is visited. In contrast to the incremental update of Q-learning, delayed Q-learning always replaces old Q values with the average of the most recent $m$ experiences. When translated to the setting of this work, this gives $\tilde{O}(T^{1/5})$ total regret, ignoring factors in $S, A$ and $H$. This is quite suboptimal compared to the $\tilde{O}(\sqrt{T})$ regret achieved by model-based algorithm.

### 5.2 Preliminary

We consider the setting of a tabular episodic Markov decision process, MDP($\mathcal{S}, \mathcal{A}, H, \mathbb{P}, r$), where $\mathcal{S}$ is the set of states with $|\mathcal{S}| = S$, $\mathcal{A}$ is the set of actions with $|\mathcal{A}| = A$, $H$ is the number of steps in each episode, $\mathbb{P}$ is the transition matrix so that $\mathbb{P}_h(\cdot|x,a)$ gives the distribution over states if action $a$ is taken for state $x$ at step $h \in [H]$, and $r_h: \mathcal{S} \times \mathcal{A} \rightarrow [0,1]$ is the deterministic reward function at step $h$.

In each episode of this MDP, an initial state $x_1$ is picked arbitrarily by an adversary. Then, at each step $h \in [H]$, the agent observes state $x_h \in \mathcal{S}$, picks an action $a_h \in \mathcal{A}$, receives reward $r_h(x_h,a_h)$, and then transitions to a next state, $x_{h+1}$, that is drawn from the distribution $\mathbb{P}_h(\cdot|x_h,a_h)$. The episode ends when $x_{H+1}$ is reached.

A policy $\pi$ of an agent is a collection of $H$ functions $\{\pi_h: \mathcal{S} \rightarrow \mathcal{A}\}_{h \in [H]}$. We use $V^\pi_h: \mathcal{S} \rightarrow \mathbb{R}$ to denote the value function at step $h$ under policy $\pi$, so that $V^\pi_h(x)$ gives the expected sum of remaining rewards received under policy $\pi$, starting from $x_h = x$, until the

---

4While we study deterministic reward functions for notational simplicity, our results generalize to randomized reward functions. Also, we assume the reward is in $[0,1]$ without loss of generality.
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Algorithm 10 Q-learning with UCB-Hoeffding

1: initialize $Q_h(x, a) \leftarrow H$ and $N_h(x, a) \leftarrow 0$ for all $(x, a, h) \in S \times A \times [H]$.
2: for episode $k = 1, \ldots, K$ do
3: receive $x_1$.
4: for step $h = 1, \ldots, H$ do
5: Take action $a_h \leftarrow \arg \max_a Q_h(x_h, a')$, and observe $x_{h+1}$.
6: $t = N_h(x_h, a_h) \leftarrow N_h(x_h, a_h) + 1$; $b_t \leftarrow c\sqrt{H^3 t / t}$.
7: $Q_h(x_h, a_h) \leftarrow (1 - \alpha_t)Q_h(x_h, a_h) + \alpha_t[r_h(x_h, a_h) + V_{h+1}(x_{h+1}) + b_t]$.
8: $V_h(x_h) \leftarrow \min\{H, \max_{a' \in A} Q_h(x_h, a')\}$.

end of the episode. In symbols:

\[
V_h^\pi(x) := \mathbb{E}\left[\sum_{h'=h}^H r_{h'}(x_{h'}, \pi_{h'}(x_{h'})) | x_h = x \right].
\]

Accordingly, we also define $Q_h^\pi : S \times A \to \mathbb{R}$ to denote $Q$-value function at step $h$ so that $Q_h^\pi(x, a)$ gives the expected sum of remaining rewards received under policy $\pi$, starting from $x_h = x, a_h = a$, till the end of the episode. In symbols:

\[
Q_h^\pi(x, a) := r_h(x, a) + \mathbb{E}\left[\sum_{h'=h+1}^H r_{h'}(x_{h'}, \pi_{h'}(x_{h'})) | x_h = x, a_h = a \right].
\]

Since the state and action spaces, and the horizon, are all finite, there always exists (see, e.g., (Azar, Osband, and Munos, 2017)) an optimal policy $\pi^*$ which gives the optimal value $V_h^*(x) = \sup_\pi V_h^\pi(x)$ for all $x \in S$ and $h \in [H]$. For simplicity, we denote $[\mathbb{P}_h V_{h+1}](x, a) := \mathbb{E}_{x' \sim \pi(\cdot|x, a)} V_{h+1}(x')$. Recall the Bellman equation and the Bellman optimality equation:

\[
\begin{align*}
V_h^\pi(x) &= Q_h^\pi(x, \pi_h(x)) \\
Q_h^\pi(x, a) &= (r_h + \mathbb{P}_h V_{h+1}^\pi)(x, a) \\
V_{h+1}^\pi(x) &= 0 \quad \forall x \in S
\end{align*}
\quad \text{and} \quad
\begin{align*}
V_h^*(x) &= \max_{a \in A} Q_h^*(x, a) \\
Q_h^*(x, a) &= (r_h + \mathbb{P}_h V_{h+1}^*)(x, a) \\
V_{h+1}^*(x) &= 0 \quad \forall x \in S.
\end{align*}
\]

5.3 Main Results
In this section, we present our main theoretical result—a sample complexity result for a variant of Q-learning that incorporates UCB exploration. We also present a theorem that establishes an information-theoretic lower bound for episodic MDP.

As seen in the bandit setting, the choice of exploration policy plays an essential role in the efficiency of a learning algorithm. In episodic MDP, Q-learning with the commonly used \( \varepsilon \)-greedy exploration strategy can be very inefficient: it can take exponentially many episodes to learn (Kearns and Singh, 2002) (see also Appendix 5.5). In contrast, our algorithm (Algorithm 10), which is Q-learning with an upper-confidence bound (UCB) exploration strategy, will be seen to be efficient. This algorithm maintains Q values, \( Q_h(x,a) \), for all \( (x,a,h) \in \mathcal{S} \times \mathcal{A} \times [H] \) and the corresponding V values \( V_h(x) \leftarrow \min \{H, \max_{a' \in A} Q_h(x,a')\} \).

If, at time step \( h \in [H] \), the state is \( x \in \mathcal{S} \), the algorithm takes the action \( a \in \mathcal{A} \) that maximizes the current estimate \( Q_h(x,a) \), and is apprised of the next state \( x' \in \mathcal{S} \). The algorithm then updates the Q values:

\[
Q_h(x,a) \leftarrow (1 - \alpha_t)Q_h(x,a) + \alpha_t[r_h(x,a) + V_{h+1}(x') + b_t],
\]

where \( t \) is the counter for how many times the algorithm has visited the state-action pair \( (x,a) \) at step \( h \), \( b_t \) is the confidence bonus indicating how certain the algorithm is about current state-action pair, and \( \alpha_t \) is a learning rate defined as follows:

\[
\alpha_t := \frac{H + 1}{H + t}.
\]

As mentioned in the introduction, our choice of learning rate \( \alpha_t \) scales as \( O(H/t) \) instead of \( O(1/t) \)—this is crucial to obtain regret that is not exponential in \( H \).

We present analyses for two different specifications of the upper confidence bonus \( b_t \) in this work:

**Q-learning with Hoeffding-style bonus** The first (and simpler) choice is \( b_t = O(\sqrt{H^3 \iota/t}) \). (Here, and throughout this work, we use \( \iota := \log(SAT/p) \) to denote a log factor.) This choice of bonus makes sense intuitively because: (1) Q-values are upper-bounded by \( H \), and, accordingly, (2) Hoeffding-type martingale concentration inequalities imply that if we have visited \( (x,a) \) for \( t \) times, then a confidence bound for the Q value scales as \( 1/\sqrt{t} \). For this reason, we call this choice *UCB-Hoeffding* (UCB-H). See Algorithm 10.

**Theorem 5.3.1 (Hoeffding).** There exists an absolute constant \( c > 0 \) such that, for any \( p \in (0,1) \), if we choose \( b_t = c\sqrt{H^3 \iota/t} \), then with probability \( 1-p \), the total regret of Q-learning with UCB-Hoeffding (see Algorithm 10) is at most \( O(\sqrt{H^4 SAT \iota}) \), where \( \iota := \log(SAT/p) \).

**Theorem 5.3.1** shows, under a rather simple choice of exploration bonus, Q-learning can be made very efficient, enjoying a \( O(\sqrt{T}) \) regret which is optimal in terms of dependence on \( T \). To the best of our knowledge, this is the first analysis of a model-free procedure that features a \( \sqrt{T} \) regret *without* requiring access to a “simulator.”
Compared to the previous model-based results, Theorem 5.3.1 shows that the regret (or equivalently the sample complexity; see discussion in Section 5.3) of this version of Q-learning is as good as the best model-based one in terms of the dependency on the number of states $S$, actions $A$ and the total number of steps $T$. Although our regret slightly increases the dependency on $H$, the algorithm is online and does not store additional data besides the table of Q values (and a few integers per entry of this table). Thus, it enjoys an advantage over model-based algorithms in time and space complexities, especially when the number of states $S$ is large.

**Q-learning with Bernstein-style bonus** Our second specification of $b_t$ makes use of a Bernstein-style upper confidence bound. The key observation is that, although in the worst case the value function is at most $H$ for any state-action pair, if we sum up the “total variance of the value function” for an entire episode, we obtain a factor of only $O(H^2)$ as opposed to the naive $O(H^3)$ bound (see Lemma 5.7.6). This implies that the use of a Bernstein-type martingale concentration result could be sharper than the Hoeffding-type bound by an additional factor of $H$.

(The idea of using Bernstein instead of Hoeffding for reinforcement learning applications has appeared in previous work; see, e.g., (Azar, Munos, and Kappen, 2012 Azar, Munos, and Kappen, 2013; Lattimore and Hutter, 2012).)

Using Bernstein concentration requires us to design the bonus term $b_t$ more carefully, as it now depends on the empirical variance of $V_{h+1}(x')$ where $x'$ is the next state over the previous $t$ visits of current state-action $(x,a)$. This empirical variance can be computed in an online fashion without increasing the space complexity of Q-learning. We defer the full specification of $b_t$ to Algorithm 11 in Appendix 5.7. We now state the regret theorem for this approach.

**Theorem 5.3.2 (Bernstein).** For any $p \in (0,1)$, one can specify $b_t$ so that with probability $1 - p$, the total regret of Q-learning with UCB-Bernstein (see Algorithm 11) is at most $O(\sqrt{H^3SAT\iota} + \sqrt{H^9S^3A^3\iota^2})$.

Theorem 5.3.2 shows that for Q-learning with UCB-B exploration, the leading term in regret (which scales as $\sqrt{T}$) improves by a factor of $\sqrt{H}$ over UCB-H exploration, at the price of using a more complicated exploration bonus design. The asymptotic regret of UCB-B is now only one $\sqrt{H}$ factor worse than the best regret achieved by model-based algorithms.

We also note that Theorem 5.3.2 has an additive term $O(\sqrt{H^9S^3A^3\iota^2})$ in its regret, which dominates the total regret when $T$ is not very large compared with $S, A$ and $H$. It is not clear whether this lower-order term is essential, or is due to technical aspects of the current analysis.

---

5Recall that for independent zero-mean random variables $X_1, \ldots, X_T$ satisfying $|X_i| \leq M$, their summation does not exceed $O(M\sqrt{T})$ with high probability using Hoeffding concentration. If we have in hand a better variance bound, this can be improved to $O(M + \sqrt{\sum_i \mathbb{E}[X_i^2]})$ using Bernstein concentration.
Information-theoretical limit To demonstrate the sharpness of our results, we also note an information-theoretic lower bound for the episodic MDP setting studied in this work:

**Theorem 5.3.3.** For the episodic MDP problem studied in this work, the expected regret for any algorithm must be at least $\Omega(\sqrt{H^2SA})$.

Theorem 5.3.3 (see Appendix 5.8 for details) shows that both variants of our algorithm are nearly optimal, in the sense they differ from the optimal regret by a factor of $H$ and $\sqrt{H}$, respectively.

**From Regret to PAC Guarantee**

Recall that the probably approximately correct (PAC) learning setting for RL provides sample complexity guarantee to find a near-optimal policy (Kakade, 2003). In this setting, the initial state $x_1 \in S$ is sampled from a fixed initial distribution, rather than being chosen adversarially. Without loss of generality, we only discuss here the case in which $x_1$ is fixed; the general case reduces to this case by adding an additional time step at the beginning of each episode. The PAC-learning question is “how many samples are needed to find an $\varepsilon$-optimal policy $\pi$ satisfying $V_1^*(x_1) - V_1^\pi(x_1) \leq \varepsilon$?”

Any algorithm with total regret sublinear in $T$ yields a finite sample complexity in the PAC setting. Indeed, suppose we have total regret $\sum_{k=1}^{K} [V_1^*(x_1) - V_1^\pi_k(x_1)] \leq C \cdot T^{1-\alpha}$, where $\alpha \in (0, 1)$ is a absolute constant, and $C$ is independent of $T$. Then, by randomly selecting $\pi = \pi_k$ for $k = 1, 2, \ldots, K$, we have $V_1^*(x_1) - V_1^\pi(x_1) \leq 3CH \cdot T^{-\alpha}$ with probability at least $2/3$. Therefore, for every $\varepsilon \in (0, H]$, our Theorem 5.3.1 (for UCB-H) and Theorem 5.3.2 (for UCB-B) also find $\varepsilon$-optimal policies in the PAC setting using $\tilde{O}(H^5SA/\varepsilon^2)$ and $\tilde{O}(H^4SA/\varepsilon^2)$ samples respectively.

Conversely, any algorithm with finite sample complexity in the PAC setting translates to sublinear total regret in non-adversarial case (assuming $x_1$ is chosen from a fixed distribution). Suppose the algorithm finds $\varepsilon$-optimal policy $\pi$ using $T_1 = C \cdot \varepsilon^{-\beta}$ samples where $\beta \geq 1$ is a constant. Then, we can use this $\pi$ to play the game for another $T - T_1$ steps, giving total regret $T_1 + \varepsilon(T - T_1)/H$. After balancing $T$ and $T_1$ optimally, this gives $\tilde{O}(C^{1+\beta} \cdot (T/H)^{\beta/(1+\beta)})$ total regret. For instance, Strehl et al. (2006) gives sampling complexity $\propto 1/\varepsilon^4$ in the PAC setting, and this translates to $\propto T^{4/5}$ total regret.

### 5.4 Proof for Q-learning with UCB-Hoeffding

In this section, we provide the full proof of Theorem 5.3.1. Intuitively, the episodic MDP with $H$ steps per episode can be viewed as a contextual bandit of $H$ “layers.” The key challenge here is to control the way error and confidence propagate through different “layers” in an online fashion, where our specific choice of exploration bonus and learning rate make the regret as sharp as possible.
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Figure 5.1: Illustration of \( \{\alpha_{1000}^i\}_{i=1}^{1000} \) for learning rates \( \alpha_t = \frac{H+1}{H+t}, \frac{1}{t} \) and \( \frac{1}{\sqrt{t}} \) when \( H = 10 \).

Notation We denote by \( \mathbb{I}[A] \) the indicator function for event \( A \). We denote by \( (x_k^h, a_k^h) \) the actual state-action pair observed and chosen at step \( h \) of episode \( k \). We also denote by \( Q_h^k, V_h^k, N_h^k \) respectively the \( Q_h, V_h, N_h \) functions at the beginning of episode \( k \). Using this notation, the update equation at episode \( k \) can be rewritten as follows, for every \( h \in [H] \):

\[
Q_{h+1}^k(x, a) = \begin{cases} 
(1 - \alpha_t)Q_h^k(x, a) + \alpha_t[r_h(x, a) + V_{h+1}^k(x_{h+1}^k) + b_t] & \text{if } (x, a) = (x_h^k, a_h^k) \\
Q_h^k(x, a) & \text{otherwise}
\end{cases} \quad (5.3)
\]

Accordingly,

\[
V_h^k(x) \leftarrow \min_{a' \in A} \{H, \max_{a' \in A} Q_h^k(x, a')\}, \quad \forall x \in S.
\]

Recall that we have \( \mathbb{P}_h^kV_{h+1}^k(x, a) := \mathbb{E}_{x' \sim \mathbb{P}_h^k(|x, a)} V_{h+1}^k(x') \). We also denote its empirical counterpart of episode \( k \) as \( \hat{\mathbb{P}}_h^kV_{h+1}^k(x, a) := V_{h+1}^k(x_{h+1}^k) \), which is defined only for \( (x, a) = (x_h^k, a_h^k) \).

Recall that we have chosen the learning rate as \( \alpha_t := \frac{H+1}{H+t} \). For notational convenience, we also introduce the following related quantities:

\[
\alpha_t^0 = \prod_{j=1}^t (1 - \alpha_j), \quad \alpha_t = \alpha_t^0 \prod_{j=t+1}^H (1 - \alpha_j). \quad (5.4)
\]

It is easy to verify that (1) \( \sum_{i=1}^t \alpha_t^i = 1 \) and \( \alpha_t^0 = 0 \) for \( t \geq 1 \); (2) \( \sum_{i=1}^t \alpha_t^i = 0 \) and \( \alpha_t^0 = 1 \) for \( t = 0 \).

Favoring Later Updates At any \( (x, a, h, k) \in S \times A \times [H] \times [K] \), let \( t = N_h^k(x, a) \) and suppose \( (x, a) \) was previously taken at step \( h \) of episodes \( k_1, \ldots, k_t < k \). By the update equation \( (5.3) \) and the definition of \( \alpha_t^i \) in \( (5.4) \), we have:

\[
Q_h^k(x, a) = \alpha_t^0 H + \sum_{i=1}^t \alpha_t^i [r_h(x, a) + V_{h+1}^k(x_{h+1}^k) + b_t] \quad (5.5)
\]

According to \( (5.5) \), the \( Q \) value at episode \( k \) equals a weighted average of the \( V \) values of the “next states” with weights \( \alpha_t^1, \ldots, \alpha_t^t \). As one can see from Figure 5.1 our choice of
the learning rate \( \alpha_t = \frac{H+1}{H+t} \) ensures that, approximately speaking, the last \( 1/H \) fraction of the indices \( i \) is given non-negligible weights, whereas the first \( 1 - 1/H \) fraction is forgotten. This ensures that the information accumulates smoothly across the \( H \) layers of the MDP. If one were to use \( \alpha_t = \frac{1}{t} \) instead, the weights \( \alpha_t, \ldots, \alpha_t \) would all equal \( 1/t \), and using those \( V \) values from earlier episodes would hurt the accuracy of the \( Q \) function. In contrast, if one were to use \( \alpha_t = \frac{1}{\sqrt{t}} \) instead, the weights \( \alpha_t, \ldots, \alpha_t \) would concentrate too much on the most recent episodes, which would incur high variance.

Proof Details

We first present an auxiliary lemma which exhibits some important properties that result from our choice of learning rate. The proof is based on simple manipulations on the definition of \( \alpha_t \), and is provided in Appendix 5.6.

**Lemma 5.4.1.** The following properties hold for \( \alpha_t \):

1. \( \frac{1}{\sqrt{t}} \leq \sum_{i=1}^{t} \frac{\alpha_t}{\sqrt{i}} \leq \frac{2}{\sqrt{t}} \) for every \( t \geq 1 \).
2. \( \max_{i \in [t]} \alpha_t \leq \frac{2H}{t} \) and \( \sum_{i=1}^{t} (\alpha_t)^2 \leq \frac{2H}{t} \) for every \( t \geq 1 \).
3. \( \sum_{i=1}^{\infty} \alpha_t = 1 + \frac{1}{H} \) for every \( i \geq 1 \).

We note that property (c) is especially important—as we will show later, each step in one episode can blow up the regret by a multiplicative factor of \( \sum_{i=1}^{\infty} \alpha_t \). With our choice of learning rate, we ensure that this blow-up is at most \( (1 + 1/H)^H \), which is a constant factor.

We now proceed to the formal proof. We start with a lemma that gives a recursive formula for \( Q - Q^* \), as a weighted average of previous updates.

**Lemma 5.4.2** (recursion on \( Q \)). For any \((x, a, h) \in S \times A \times [H]\) and episode \( k \in [K] \), let \( t = N_h^k(x, a) \) and suppose \((x, a)\) was previously taken at step \( h \) of episodes \( k_1, \ldots, k_t < k \). Then:

\[
(Q^k_h - Q^*_h)(x, a) = \alpha_t^0 (H - Q^*_h(x, a)) + \sum_{i=1}^{t} \alpha_t^i \left[ (V^k_{h+1} - V^*_h)(x_{h+1}^k) + [(\tilde{P}^k_h - P_h)V^*_h + 1](x, a) + b_i \right].
\]

**Proof of Lemma 5.4.2.** From the Bellman optimality equation, \( Q^*_h(x, a) = (r_h + P_h V^*_h)(x, a) \), our notation \( [\tilde{P}^k_h V_{h+1}^k](x, a) := V_{h+1}^k(x_{h+1}^k) \), and the fact that \( \sum_{i=0}^{t} \alpha_t^i = 1 \), we have

\[
Q^*_h(x, a) = \alpha_t^0 Q^*_h(x, a) + \sum_{i=1}^{t} \alpha_t^i \left[ r_h(x, a) + (P_h - \tilde{P}^k_h)V^*_h + 1(x, a) + V^*_h(x_{h+1}^k) \right].
\]

Subtracting the formula [5.5] from this equation, we obtain Lemma 5.4.2.
Next, using Lemma 5.4.2 and the Azuma-Hoeffding concentration bound, our next lemma shows that $Q^k$ is always an upper bound on $Q^*$ at any episode $k$, and the difference between $Q^k$ and $Q^*$ can be bounded by quantities from the next step.

**Lemma 5.4.3** (bound on $Q^k-Q^*$). There exists an absolute constant $c > 0$ such that, for any $p \in (0, 1)$, letting $b_t = c\sqrt{H^3i/t}$, we have $\beta_t = 2\sum_{i=1}^t \alpha_i' \leq 4c\sqrt{H^3i/t}$ and, with probability at least $1-p$, the following holds simultaneously for all $(x, a, h, k) \in S \times A \times [H] \times [K]$: 

$$0 \leq (Q^k_h - Q^*_h)(x, a) \leq \alpha_i^0H + \sum_{i=1}^t \alpha_i'(V_{h+1}^{k_i} - V_{h+1}^*)h_{h+1} + \beta_t,$$

where $t = N^k_h(x,a)$ and $k_1, \ldots, k_t < k$ are the episodes where $(x, a)$ was taken at step $h$.

**Proof of Lemma 5.4.3** For each fixed $(x, a, h) \in S \times A \times [H]$, let us denote $k_0 = 0$, and denote $k_t = \min\left\{k \in [K] \mid k > k_{t-1} \land (x_h^k, a_h^k) = (x, a)\right\} \cup \{K + 1\}$.

That is, $k_t$ is the episode of which $(x, a)$ was taken at step $h$ for the $i$th time (or $k_t = K + 1$ if it is taken for fewer than $i$ times). The random variable $k_t$ is clearly a stopping time. Let $F_i$ be the $\sigma$-field generated by all the random variables until episode $k_t$, step $h$. Then, $(\mathbb{I}[k_i \leq K] \cdot (\hat{V}^*_{h+1} - \mathbb{E}_h)V^*_t, (x, a))^\tau$ is a martingale difference sequence w.r.t. the filtration $\{F_i\}_{i \geq 0}$. By Azuma-Hoeffding and a union bound, we have that with probability at least $1-p/(SAH)$:

$$\forall \tau \in [K] : \sum_{i=1}^\tau \alpha_i^i \cdot \mathbb{I}[k_i \leq K] \cdot (\hat{V}^*_{h+1} - \mathbb{E}_h)V^*_t, (x, a) \leq cH^3\sqrt{\sum_{i=1}^\tau \alpha_i^i \cdot \tau} \leq cH^3\sqrt{\tau} / \tau,$$

for some absolute constant $c$. Because inequality (5.6) holds for all fixed $\tau \in [K]$ uniformly, it also holds for $\tau = t = N^k_h(x, a) \leq K$, which is a random variable, where $k \in [K]$. Also note $\mathbb{I}[k_i \leq K] = 1$ for all $i \leq N^k_h(x, a)$. Putting everything together, and using a union bound, we see that with least $1-p$ probability, the following holds simultaneously for all $(x, a, h, k) \in S \times A \times [H] \times [K]$: 

$$\sum_{i=1}^t \alpha_i^i (\hat{V}^*_{h+1} - \mathbb{E}_h)V^*_t, (x, a) \leq cH^3\sqrt{\tau} / t \quad \text{where} \quad t = N^k_h(x, a).$$

On the other hand, if we choose $b_t = c\sqrt{H^3i/t}$ for the same constant $c$ in Eq. (5.6), we have $\beta_t / 2 = \sum_{i=1}^t \alpha_i' b_i = [c\sqrt{H^3i/t}, 2c\sqrt{H^3i/t}]$ according to Lemma 1. Then the right-hand side of Lemma 5.4.3 follows immediately from Lemma 5.4.2 and inequality (5.7). The left-hand side also follows from Lemma 5.4.2 and Eq. (5.7) and induction on $h = H, H-1, \ldots, 1$. □

We are now ready to prove Theorem 5.3.1. The proof decomposes the regret in a recursive form, and carefully controls the error propagation with repeated usage of Lemma 5.4.3.
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Proof of Theorem 5.3.1. Denote by

$$\delta_h^k := (V_h^k - V_h^π_k)(x_h^k) \quad \text{and} \quad \phi_h^k := (V_h^k - V_h^*)(x_h^k).$$

By Lemma 5.4.3, we have that with 1 − p probability, $Q_h^k \geq Q_h^*$ and thus $V_h^k \geq V_h^*$. Thus, the total regret can be upper bounded:

$$\text{Regret}(K) = \sum_{k=1}^{K} (V_h^* - V_1^π_k)(x_1^k) \leq \sum_{k=1}^{K} (V_h^k - V_1^π_k)(x_1^k) = \sum_{k=1}^{K} \delta_h^k.$$

The main idea of the rest of the proof is to upper bound $\sum_{k=1}^{K} \delta_h^k$ by the next step $\sum_{k=1}^{K} \delta_{h+1}^k$, thus giving a recursive formula to calculate total regret. We can obtain such a recursive formula by relating $\sum_{k=1}^{K} \delta_h^k$ to $\sum_{k=1}^{K} \phi_h^k$.

For any fixed $(k, h) \in [K] \times [H]$, let $t = N_h^k(x_h^k, a_h^k)$, and suppose $(x_h^k, a_h^k)$ was previously taken at step $h$ of episodes $k_1, \ldots, k_t < k$. Then we have:

$$\delta_h^k = (V_h^k - V_h^π_k)(x_h^k) \leq (Q_h^k - Q_h^π_k)(x_h^k, a_h^k)$$

$$= (Q_h^k - Q_h^*)(x_h^k, a_h^k) + (Q_h^* - Q_h^π_k)(x_h^k, a_h^k)$$

$$\leq \alpha_t^0 H + \sum_{i=1}^{t} \alpha_t^i \phi_{h+1}^{k_i} + \beta_t + [\mathbb{P}_h(V_{h+1}^* - V_{h+1}^π)](x_h^k, a_h^k)$$

$$= \alpha_t^0 H + \sum_{i=1}^{t} \alpha_t^i \phi_{h+1}^{k_i} + \beta_t - \phi_{h+1}^{k_t} + \delta_{h+1}^k + \xi_{h+1}, \quad (5.8)$$

where $\beta_t = 2 \sum \alpha_t^i b_i \leq O(1) \sqrt{H^3 t / i}$ and $\xi_{h+1} := [(\mathbb{P}_h - \hat{\mathbb{P}}_h)(V_{h+1}^* - V_{h+1}^π)](x_h^k, a_h^k)$ is a martingale difference sequence. Inequality 1 holds because $V_h^k(x_h^k, a_h^k) \leq \max_{a' \in A} Q_h^k(x_h^k, a') = Q_h^*(x_h^k, a_h^k)$, and inequality 2 holds by Lemma 5.4.3 and the Bellman equation (5.1). Finally, equality 3 holds by definition $\delta_{h+1}^k - \phi_{h+1}^{k_t} = (V_{h+1}^* - V_{h+1}^π)(x_{h+1}^k)$.

We turn to computing the summation $\sum_{k=1}^{K} \delta_h^k$. Denoting by $n_h^k = N_h^k(x_h^k, a_h^k)$, we have:

$$\sum_{k=1}^{K} \alpha_{n_h^k}^0 H = \sum_{k=1}^{K} H \cdot \mathbb{1}[n_h^k = 0] \leq SAH .$$

The key step is to upper bound the second term in (5.8) which is:

$$\sum_{k=1}^{K} \sum_{i=1}^{n_h^k} \alpha_{n_h^k}^i \phi_{h+1}^{k_i} ,$$

where $k_i(x_h^k, a_h^k)$ is the episode in which $(x_h^k, a_h^k)$ was taken at step $h$ for the $i$th time. We regroup the summations in a different way. For every $k' \in [K]$, the term $\phi_{h+1}^{k'}$ appears in the summand with $k > k'$ if and only if $(x_h^k, a_h^k) = (x_{h'}^k, s_{h'}^k)$. The first time it appears we have $n_h^k = n_h^{k'} + 1$, the second time it appears we have $n_h^k = n_h^{k'} + 2$, and so on. Therefore

$$\sum_{k=1}^{K} \sum_{i=1}^{n_h^k} \alpha_{n_h^k}^i \phi_{h+1}^{k_i(x_h^k, a_h^k)} \leq \sum_{k'=1}^{K} \phi_{h+1}^{k'} \sum_{t=n_h^{k'}+1}^{\infty} \alpha_t \leq \left(1 + \frac{1}{H}\right) \sum_{k=1}^{K} \phi_{h+1}^{k'},$$
where the final inequality uses $\sum_{i=1}^{\infty} \alpha_i = 1 + \frac{1}{H}$ from Lemma 3. Plugging these back into (5.8), we have:

$$
\sum_{k=1}^{K} \delta_h^k \leq SAH + \left(1 + \frac{1}{H}\right)\sum_{k=1}^{K} \phi^k_{h+1} - \sum_{k=1}^{K} \phi^k_{h+1} + \sum_{k=1}^{K} \delta^k_{h+1} + \sum_{k=1}^{K} (\beta^k_{n^k_h} + \xi^k_{h+1})
$$

$$
\leq SAH + \left(1 + \frac{1}{H}\right)\sum_{k=1}^{K} \delta^k_{h+1} + \sum_{k=1}^{K} (\beta^k_{n^k_h} + \xi^k_{h+1}),
$$

where the final inequality uses $\phi^k_{h+1} \leq \delta^k_{h+1}$ (owing to the fact that $V^\pi \geq V^\pi_k$). Recursing the result for $h = 1, 2, \ldots, H$, and using the fact $\delta^K_{H+1} \equiv 0$, we have:

$$
\sum_{k=1}^{K} \delta_1^k \leq O(H^2SA + \sum_{h=1}^{H} \sum_{k=1}^{K} (\beta^k_{n^k_h} + \xi^k_{h+1})).
$$

Finally, by the pigeonhole principle, for any $h \in [H]$,.

$$
\sum_{k=1}^{K} \beta^k_{n^k_h} \leq O(1) \cdot \sum_{k=1}^{K} \sqrt{\frac{H^3}{n^k_h}} = O(1) \cdot \sum_{x,a} \sum_{N^k_h(x,a)} \sqrt{\frac{H^3}{n}} \leq O(\sqrt{H^3SA}) = O(\sqrt{H^2SAT})
$$

where inequality \(\Delta\) is true because $\sum_{x,a} N^k_h(x,a) = K$ and the left-hand side of \(\Delta\) is maximized when $N^k_h(x,a) = K/SA$ for all $x, a$. Also, by the Azuma-Hoeffding inequality, with probability $1 - p$, we have:

$$
\left| \sum_{h=1}^{H} \sum_{k=1}^{K} \xi^k_{h+1} \right| = \left| \sum_{h=1}^{H} \sum_{k=1}^{K} [(P_h - \hat{P}_h)(V_{h+1}^* - V_{h+1}^k)](x_h^k, a_h^k) \right| \leq cH\sqrt{T_l}.
$$

This establishes $\sum_{k=1}^{K} \delta^k_1 \leq O(H^2SA + \sqrt{H^4SAT})$. We note that when $T \geq \sqrt{H^4SAT}$, we have $\sqrt{H^4SAT} \geq H^2SA$, and when $T \leq \sqrt{H^4SAT}$, we have $\sum_{k=1}^{K} \delta^k_1 \leq HK = T \leq \sqrt{H^4SAT}$. Therefore, we can remove the $H^2SA$ term in the regret upper bound.

In sum, we have $\sum_{k=1}^{K} \delta^k_1 \leq O(H^2SA + \sqrt{H^4SAT})$, with probability at least $1 - 2p$. Rescaling $p$ to $p/2$ finishes the proof. \(\square\)

### 5.5 Explanation for Q-Learning with $\varepsilon$-Greedy

We recall a construction of a hard instance for Q-learning, known as a “combination lock,” and tracing back at least to Koenig and Simmons (1993). In our context of our episodic MDP, this instance corresponds to the following MDP.

Consider a special state $s^* \in S$ where the adversary always picks $x_1 = s^*$. For steps $h = 1, 2, \ldots, H/2$, there is one special action $a^* \in A$ where the distribution $P_h(\cdot | s^*, a^*)$ is a
singleton and always leads to a next state \( x_{h+1} = s^* \). For any other state \( s \in S \setminus \{s^*\} \), or any other action \( a \in A \setminus \{a^*\} \), the distribution \( P_h(\cdot|s,a) \) is uniform over \( S \setminus \{s^*\} \). For steps \( h = H/2 + 1, \ldots, H, \) \( P_h(\cdot|s,a) \) is always a singleton and leads to the next state \( x_{h+1} = s^* \). For any other state \( s \in S \setminus \{s^*\} \), or any other action \( a \in A \setminus \{a^*\} \), the distribution \( P_h(\cdot|s,a) \) is uniform over \( S \setminus \{s^*\} \). For steps \( h = H/2 + 1, \ldots, H \), \( P_h(\cdot|s,a) \) is always a singleton and leads to the next state \( x_{h+1} = s^* \). It is clear that the optimal policy gives reward \( H/2 \) (by always selecting action \( a^* \)).

For this MDP, for the Q-learning algorithm (or its Sarsa variant) with zero initialization, unless the algorithm picks a path with prefix \( (x_1, a_1, x_2, a_2, \ldots, x_{H/2}, a_{H/2}) = (s^*, a^*, \ldots, s^*, a^*) \), the reward value of the path is always zero and thus the algorithm will not change \( Q_h(s,a) \) for any \( s,a,h \). In other words, all Q values remain at zero until the first time \( (s^*, a^*, \ldots, s^*, a^*) \) is visited. Unfortunately, this can happen with probability at most \( A^{-H/2} \), and therefore the algorithm must suffer \( H/2 \) regret per round unless \( K \geq \Omega(A^{H/2}) \).

### 5.6 Proof of Lemma 5.4.1

In this section, we derive three important properties implied by our choice of the learning rate. Recall the notation from \( (5.2) \) and \( (5.4) \):

\[
\alpha_t = \frac{H + 1}{H + t}, \quad \alpha^0_t = \prod_{j=1}^{t} (1 - \alpha_j), \quad \alpha^i_t = \alpha_t \prod_{j=i+1}^{t} (1 - \alpha_j).
\]

**Lemma 5.4.1.** The following properties hold for \( \alpha^i_t \):

1. \( \frac{1}{\sqrt{t}} \leq \sum_{i=1}^{t} \frac{\alpha^i_t}{\sqrt{i}} \leq \frac{2}{\sqrt{t}} \) for every \( t \geq 1 \).

2. \( \max_{i \in [t]} \alpha^i_t \leq \frac{2H}{t} \) and \( \sum_{i=1}^{t} (\alpha^i_t)^2 \leq \frac{2H}{t} \) for every \( t \geq 1 \).

3. \( \sum_{t=1}^{\infty} \alpha^i_t = 1 + \frac{1}{H} \) for every \( i \geq 1 \).

**Proof of Lemma 5.4.1.**

1. The proof is by induction on \( t \). For the base case \( t = 1 \) we have \( \sum_{i=1}^{t} \frac{\alpha^i_t}{\sqrt{i}} = \alpha^1_t = 1 \) so the statement holds. For \( t \geq 2 \), by the relationship \( \alpha^i_t = (1 - \alpha_t)\alpha^i_{t-1} \) for \( i = 1, 2, \ldots, t-1 \) we have:

\[
\sum_{i=1}^{t} \frac{\alpha^i_t}{\sqrt{i}} = \frac{\alpha_t}{\sqrt{t}} + (1 - \alpha_t) \sum_{i=1}^{t-1} \frac{\alpha^i_{t-1}}{\sqrt{i}}.
\]

On the one hand, by induction we have:

\[
\frac{\alpha_t}{\sqrt{t}} + (1 - \alpha_t) \sum_{i=1}^{t-1} \frac{\alpha^i_{t-1}}{\sqrt{i}} \geq \frac{\alpha_t}{\sqrt{t-1}} + \frac{1 - \alpha_t}{\sqrt{t-1}} \geq \frac{\alpha_t}{\sqrt{t}} + \frac{1 - \alpha_t}{\sqrt{t}} = \frac{1}{\sqrt{t}}.
\]
On the other hand, by induction we have:

\[
\frac{\alpha_t}{\sqrt{t}} + (1 - \alpha_t) \sum_{i=1}^{t-1} \frac{\alpha_{i-1}}{\sqrt{i}} \leq \frac{\alpha_t}{\sqrt{t}} + 2(1 - \alpha_t) = \frac{H + 1}{\sqrt{t(H + t)}} + \frac{2\sqrt{t - 1}}{H + t} \leq \frac{H + 1}{\sqrt{t(H + t)}} + \frac{2\sqrt{t}}{H + t} = \frac{2}{\sqrt{t}} + \frac{1}{t + H} \leq \frac{2}{\sqrt{t}},
\]

where the final inequality holds because \( H \geq 1 \).

2. We have:

\[
\alpha_t^i = \frac{H + 1}{i + H} \cdot \left( \frac{i}{i + 1 + H} \frac{i + 1}{i + 2 + H} \cdots \frac{t - 1}{t - 1 + H} \right) \leq \frac{H + 1}{t + H} \cdot \left( \frac{i}{i + H} \frac{i + 1}{i + 1 + H} \cdots \frac{t - 1}{t - 1 + H} \right) \leq \frac{H + 1}{t + H} \leq \frac{2H}{t}.
\]

Therefore, we have proved \( \max_{i \in [t]} \alpha_t^i \leq 2H/t \). The second inequality, \( \sum_{i=1}^{t} (\alpha_t^i)^2 \leq 2H/t \), follows directly since \( \sum_{i=1}^{t} (\alpha_t^i)^2 \leq \max_{i \in [t]} \alpha_t^i \cdot \sum_{i=1}^{t} \alpha_t^i \) and \( \sum_{i=1}^{t} \alpha_t^i = 1 \).

3. We first note the following identity, which holds for all positive integers \( n \) and \( k \) with \( n \geq k \):

\[
\frac{n}{k} = 1 + \frac{n - k}{n + 1} + \frac{n - k}{n + 1} \frac{n - k + 1}{n + 2} + \frac{n - k}{n + 1} \frac{n - k + 1}{n + 2} \frac{n - k + 2}{n + 3} + \cdots . \tag{5.11}
\]

To verify (5.11) we write the terms of its right-hand side as \( x_0 = 1, x_1 = \frac{n-k}{n+1}, \ldots \). It is easy to verify by induction that \( \frac{n}{k} - \sum_{i=0}^{t} x_i = \frac{n-k}{n+1} \prod_{i=1}^{t} \frac{n-k+i}{n+i} \). This means \( \lim_{t \to \infty} \frac{n}{k} - \sum_{i=0}^{t} x_i = 0 \) and this proves that (5.11) holds. Now, using (5.11) with \( n = i + H \) and \( k = H \), we have:

\[
\sum_{i=1}^{\infty} \alpha_t^i = \frac{H + 1}{i + H} \cdot \left( 1 + \frac{i}{i + 1 + H} + \frac{i}{i + 1 + H} \frac{i + 1}{i + 2 + H} + \cdots \right) = \frac{H + 1}{i + H} \cdot \frac{i + H}{H} = \frac{H + 1}{H}.
\]

\]

5.7 Proof for Q-learning with UCB-Bernstein

In this section, we prove Theorem 5.3.2.
CHAPTER 5. ON SAMPLE EFFICIENCY OF Q-LEARNING

Notation In addition to the notation of Section 5.4, we define a variance operator $V_h$:

$$[V_h V_{h+1}] (x, a) := \text{Var}_{x' \sim \mathbb{P}_h (\cdot \mid x, a)} [V_{h+1} (x') - [P_h V_{h+1}] (x, a)]^2$$

We also consider an empirical version of variance that can be computed by the algorithm: when $(x, a)$ was taken at step $h$ for $t$ times at $k_1, \ldots, k_t$ episodes respectively:

$$W_t (x, a, h) := \frac{1}{t} \sum_{i=1}^{t} \left[ V_{h+1} (x'_{h+1}) - \frac{1}{t} \sum_{j=1}^{t} V_{h+1} (x'_{h+1}) \right]^2.$$  \hspace{1cm} (5.12)

In this section, we choose two constants $c_1, c_2 > 0$ and define

$$\beta_t (x, a, h) := \min \left\{ c_1 \left( \sqrt{\frac{H^3 SAT_i}{t}} + \sqrt{\frac{H^6 S^3 A^3}{t}} \right), c_2 \sqrt{\frac{H_3}{t}} \right\}, \hspace{1cm} (5.13)$$

and accordingly,

$$b_1 (x, a, h) := \frac{\beta_1 (x, a, h)}{2}, \hspace{1cm} b_t (x, a, h) := \frac{\beta_t (x, a, h) - (1 - \alpha_t) \beta_{t-1} (x, a, h)}{2 \alpha_t}. \hspace{1cm} (5.14)$$

It is easy to verify that $\beta_t = 2 \sum_{i=1}^{t} \alpha_i b_i$ for every $t \geq 1$. We include in Algorithm 11 the efficient implementation for calculating $b_t (x, a, h)$ in $O(1)$ time per time step. Now we restate Theorem 5.3.2.

Theorem 5.7.1. \textbf{thm:bernstein}[Bernstein, restated] There exist absolute constants $c_1, c_2 > 0$ such that, for any $p \in (0, 1)$, if we choose $b_t$ according to (5.14), then with probability $1 - p$, the total regret of Q-learning with UCB-Bernstein (see Algorithm 11) is at most $O(\sqrt{H^3 SAT_i} + \sqrt{H^6 S^3 A^3} \cdot i^2)$.

Proof

We first note that the following recursion, obtained in the proof for the Hoeffding case (see Lemma 5.4.2), still holds here:

Lemma 5.7.2 (recursion on $Q$). For any $(x, a, h) \in S \times A \times [H]$ and episode $k \in [K]$, let $t = N_h^k (x, a)$ and suppose $(x, a)$ was previously taken at step $h$ of episodes $k_1, \ldots, k_t < k$, then

$$(Q_h^k - Q_h^*) (x, a) = \alpha_t^0 (H - Q_h^*(x, a))$$

$$+ \sum_{i=1}^{t} \alpha_i^0 \left[ (V_{h+1}^k - V_{h+1}^*) (x_{h+1}^k) + [(\hat{P}_h^k - P_h) V_{h+1}^*] (x, a) + b_t (x, a, h) \right].$$
Algorithm 11 Q-learning with UCB-Bernstein

1: for all \((x, a, h) \in S \times A \times [H]\) do
2: \(Q_h(x, a) \leftarrow H, N_h(x, a) \leftarrow 0, \mu_h(x, a) \leftarrow 0, \sigma_h(x, a) \leftarrow 0, \beta_0(x, a, h) \leftarrow 0.
3: for episode \(k = 1, \ldots, K\) do
4: receive \(x_1\).
5: for step \(h = 1, \ldots, H\) do
6: take action \(a_h \leftarrow \text{argmax}_a Q_h(x_h, a')\), and observe \(x_{h+1}\).
7: \(t = N_h(x_h, a_h) \leftarrow N_h(x_h, a_h) + 1.
8: \mu_h(x_h, a_h) \leftarrow \mu_h(x_h, a_h) + V_{h+1}(x_{h+1}).
9: \sigma_h(x_h, a_h) \leftarrow \sigma_h(x_h, a_h) + (V_{h+1}(x_{h+1}))^2.
10: \beta_t(x_h, a_h, h) \leftarrow \min \left\{ c_1 \left( \frac{H}{t} \sigma_h(x_h, a_h) + (\mu_h(x_h, a_h))^2 + H + \frac{\sqrt{H^3}SA^4}{t} \right), c_2 \sqrt{\frac{H^3}{t}} \right\}. 
11: b_t \leftarrow \beta_t(x_h, a_h, h) - (1 - \alpha_t)\beta_t-1(x_h, a_h, h).
12: Q_h(x_h, a_h) \leftarrow (1 - \alpha_t)Q_h(x_h, a_h) + \alpha_t [r_h(x_h, a_h) + V_{h+1}(x_{h+1}) + b_t].
13: V_h(x_h) \leftarrow \min \{ H, \max_{a' \in A} Q_h(x_h, a') \}.

Parallel to the Hoeffding case, we aim at proving an equivalent version of Lemma 5.4.3 that shows that \(Q^k - Q^*\) is (1) nonnegative and (2) bounded from above. However, unlike the Hoeffding case, this new proof becomes very delicate.

We first provide a coarse upper bound on \(Q^k - Q^*\) that does not assert whether \(Q^k - Q^*\) is nonnegative or not. This coarse upper bound only makes use of the fact that \(\beta_t\) is at most \(O(\sqrt{H^3t}/t)\), which was precisely how we have chosen \(\beta_t\) in the Hoeffding case and in Lemma 5.4.3.

Lemma 5.7.3 (coarse bound on \(Q^k - Q^*\)). There exists absolute constant \(c_2 > 0\) such that, if \(\beta_t(x, a, h) \leq c_2 \sqrt{\frac{H^3}{t}}\) in (5.13), then, with probability at least \(1 - p\), the following holds

\[
\forall (x, a, h, k) \in S \times A \times [H] \times [K]:
(V_h^k - V_h^*)(x_h^k) \leq \alpha_t^0 H + \sum_{i=1}^t \alpha_t^i (V_{h+1}^{k_i} - V_{h+1}^*) (x_{h+1}^{k_i}) + 4c_2 \sqrt{\frac{H^3}{t}}, \quad (5.15)
\]

where \(t = N_h^k(x, a)\) and \(k_1, \ldots, k_i < k\) are the episodes in which \((x, a)\) was taken at step \(h\).

Proof of Lemma 5.7.3. The result follows from Lemma 5.7.2 and the proof of Lemma 5.4.3.

In order to apply the Bernstein concentration inequality to the recursive formula in Lemma 5.7.2, we need to estimate the variance of \(V^*\). Unfortunately, \(V^*\) is unknown as its variance. At the \(k\)th episode, we are only able to compute the “empirical” version of the variance using \(V^k\), which is \(W_t\) as defined in (5.12).

Our next lemma shows that, if \(Q^k - Q^*\) is nonnegative for all episodes \(k' < k\), the variance of \(V^*\) (i.e., \(\forall h V_{h+1}^*(x, a)\)) and the “empirical” variance of \(V^k\) are sufficiently close.
Lemma 5.7.4. There exists an absolute constant $c > 0$ such that for any $p \in (0, 1)$ and $k \in [K]$, with probability at least $1 - p/K$, if

\[(5.15) \text{ in Lemma 5.7.3 holds and } (Q^k_h - Q^*_h)(x,a) \geq 0 \text{ for all } k' < k,\]

then for all $(x,a,h) \in S \times A \times [H]$

\[
|\nabla_h V^*_h(x,a) - W_t(x,a,h)| \leq c \left( \frac{SA\sqrt{H^3t}}{t} + \sqrt{\frac{H^7SAT}{t}} \right), \text{ where } t = N^k_h(x,a).
\]

Proof of Lemma 5.7.4. For each fixed $(x,a,h) \in S \times A \times [H]$, let us denote $k_0 = 0$, and:

\[
k_i = \min \left\{ \{k \in [K] | k > k_{i-1} \land (x^k_h,a^k_h) = (x,a)\} \cup \{K + 1\} \right\}.
\]

That is, $k_i$ is the episode if which $(x,a)$ was taken at step $h$ for the $i$th time, and it is clearly a stopping time. Let $\mathcal{F}_i$ be the $\sigma$-field generated by all the random variables until episode $k_i$, step $h$. We also denote $t = N^k_h(x,a)$.

To bridge the gap between $\nabla_h V^*_h(x,a)$ and $W_t(x,a,h)$, we consider following four quantities:

\[
\begin{align*}
[\nabla_h V^*_h(x,a)] & = \mathbb{E}_{x' \sim \mathbb{P}_h(x,a)} \left[ V^*_h(x') - [\mathbb{P}_h V^*_h](x,a) \right]^2 =: P_1 \\
\frac{1}{t} \sum_{i=1}^t \left[ V^*_h(x^k_h) - [\mathbb{P}_h V^*_h](x,a) \right]^2 & =: P_2 \\
\frac{1}{t} \sum_{i=1}^t \left[ V^*_h(x^k_h) - \frac{1}{7} \sum_{j=1}^{t'} V^*_h(x^j_h) \right]^2 & =: P_3 \\
W_t(x,a,h) & = \frac{1}{t} \sum_{i=1}^t \left[ V^*_h(x^k_h) - \frac{1}{7} \sum_{j=1}^{t'} V^*_h(x^j_h) \right]^2 =: P_4.
\end{align*}
\]

We shall bound the difference $|P_1 - P_4|$ by $|P_1 - P_2| + |P_2 - P_3| + |P_3 - P_4|$ via the triangle inequality.

Bounding $|P_1 - P_2|$: We notice that for any fixed $\tau \in [k]$, by the Azuma-Hoeffding inequality, there exists a sufficiently large constant $c > 0$ such that, with probability at least $1 - p/(2SA\tau)$:

\[
\left| \frac{1}{\tau} \sum_{i=1}^\tau \mathbb{I}[k_i \leq k] \cdot \left( (V^*_h(x^k_h) - [\mathbb{P}_h V^*_h](x,a))^2 - [\nabla_h V^*_h](x,a) \right) \right| \leq cH^2\sqrt{i/\tau}, \quad (5.16)
\]

since LHS is a martingale sequence with respect to the filtration $\{\mathcal{F}_i\}$. Because Eq. (5.16) holds for all fixed $\tau \in [k]$ uniformly, it also holds for $\tau = t = N^k_h(x,a) \leq k$ which is a random variable. Also note $\mathbb{I}[k_i \leq k] = 1$ for all $i \leq N^k_h(x,a)$. Therefore, we can conclude $|P_1 - P_2| \leq cH^2\sqrt{i/t}$. 

Bounding $|P_2 - P_3|$: We calculate

$$|P_2 - P_3| \leq \frac{2H}{t} \sum_{i=1}^{t} \left| [\mathbb{P}_h V_{h+1}^*](x, a) - \frac{1}{t} \sum_{j=1}^{t} V_{h+1}^*(x_{h+1}^{j}) \right| = 2H \left| [\mathbb{P}_h V_{h+1}^*](x, a) - \frac{1}{t} \sum_{j=1}^{t} V_{h+1}^*(x_{h+1}^{j}) \right| .$$

Again, for any fixed $\tau \in [k]$, by the Azuma-Hoeffding inequality, with probability $1 - p/(2SAT)$:

$$\left| \frac{1}{\tau} \sum_{i=1}^{\tau} \mathbb{I}[k_i \leq k] \cdot [V_{h+1}^*(x_{h+1}^{k_i}) - \mathbb{P}_h V_{h+1}^*(x, a)] \right| \leq cH \sqrt{t/\tau} . \quad (5.17)$$

By the same argument as above, we also know that Eq. (5.16) holds for the random variable $\tau = t = N_h^k(x, a) \leq k$, which implies $|P_2 - P_3| \leq 2cH^2 \sqrt{t/\tau}$.

Bounding $|P_3 - P_4|$: We calculate that

$$|P_3 - P_4| \leq \frac{2H}{t} \sum_{i=1}^{t} \left| V_{h+1}^{k_i}(x_{h+1}^{k_i}) - V_{h+1}^*(x_{h+1}^{k_i}) - \frac{1}{t} \sum_{j=1}^{t} (V_{h+1}^{k_j}(x_{h+1}^{k_j}) - V_{h+1}^*(x_{h+1}^{k_j})) \right| \leq \frac{4H}{t} \sum_{i=1}^{t} \left| V_{h+1}^{k_i}(x_{h+1}^{k_i}) - V_{h+1}^*(x_{h+1}^{k_i}) \right| \leq \frac{4H}{t} \sum_{i=1}^{t} \left( V_{h+1}^{k_i}(x_{h+1}^{k_i}) - V_{h+1}^*(x_{h+1}^{k_i}) \right) ,$$

where the last inequality uses $V_{h+1}^{k_i}(x) \geq V_{h+1}^*(x)$ for all $x \in \mathcal{S}$ and $k' < k$, which follows from our assumption $(Q_{h+1}^{k'} - Q_{h+1}^*) > 0$ for all $k' < k$.

We apply Lemma 5.7.8 (see Section 5.7) later) with a weight vector $w$ such that $w_{k_i} = \frac{1}{t}$ for all $i \in [t]$, but $w_{k'} = 0$ for all $k' \notin \{k_1, \ldots, k_t\}$ (so $\|w\|_1 = 1$ and $\|w\|_{\infty} = 1/t$). This tells us that

$$|P_3 - P_4| \leq \frac{4H}{t} \sum_{i=1}^{t} \left( V_{h+1}^{k_i}(x_{h+1}^{k_i}) - V_{h+1}^*(x_{h+1}^{k_i}) \right) \leq O \left( \frac{SA \sqrt{H^2} t}{t} + \sqrt{H^2 SA t} \right) .$$

Finally, by the triangle inequality $|V_{h+1}^{k_i} - W_{h}^{k_i}|(x, a) | \leq |P_1 - P_2| + |P_2 - P_3| + |P_3 - P_4|$, and a union bound over $(x, a, h) \in \mathcal{S} \times \mathcal{A} \times [H]$, we finish the proof.

Now, equipped with Lemma 5.7.3 and Lemma 5.7.4, we can use induction and an Azuma-Bernstein concentration argument to prove that $Q^k - Q^*$ is nonnegative and upper bounded by $\beta$. This gives an analog of Lemma 5.4.3 that we state here.

**Lemma 5.7.5** (fine bound on $Q^k - Q^*$). For every $p \in (0, 1)$, there exists an absolute constant $c_1, c_2 > 0$ such that, under the choice of $\beta_i(x, a, h)$ in (5.13), with probability at least $1 - 2p$, the following holds simultaneously for all $(x, a, h, k) \in \mathcal{S} \times \mathcal{A} \times [H] \times [K]$:

$$0 \leq (Q_h^k - Q_h^*)(x, a) \leq \alpha_0 H + \sum_{i=1}^{t} \alpha_i (V_{h+1}^{k_i} - V_{h+1}^*)(x_{h+1}^{k_i}) + \beta_i , \quad (5.18)$$

where $t = N_h^k(x, a)$ and $k_1, \ldots, k_t < k$ are the episodes in which $(x, a)$ was taken at step $h$. 


Proof of Lemma 5.7.3. We first choose $c_2 > 0$ large enough so that Lemma 5.7.3 holds with probability at least $1 - p$.

For each fixed $(x, a, h) \in \mathcal{S} \times \mathcal{A} \times [H]$, let us denote $k_0 = 0$, and:

$$k_i = \min \{ k \in [K] \mid k > k_{i-1} \land (x^k_h, a^k_h) = (x, a) \} \cup \{ K + 1 \} .$$

By the Azuma-Bernstein inequality, with probability at least $1 - p/(S\times A\times H)$, we have for all $\tau \in [K]$:

$$\sum_{i=1}^{\tau} \alpha_i \mathbb{I}[k_i \leq K] \cdot [(\hat{V}_{h+1} - \mathbb{P}_h)V_{h+1}^*](x, a) \leq O(1) \cdot \left[ \sum_{i=1}^{\tau} (\alpha_i)^2 [V_{h+1}^*](x, a) + \max_{i \in [\tau]} \alpha_i \mathbb{E}_t \right]$$

$$\leq O(1) \cdot \left[ \frac{H}{\tau} [V_{h+1}^*](x, a) + \frac{H^2}{\tau} \right] ,$$

(5.19)

where the last inequality is by Lemma 2. Since the inequality (5.19) holds for all fixed $\tau \in [K]$ uniformly, it also holds for the random variable $\tau = t = N_h^k(x, a) \leq K$. By a union bound, with probability at least $1 - p$, we have that for all $(x, a, h, k) \in \mathcal{S} \times \mathcal{A} \times [H] \times [K]$

$$\sum_{i=1}^{t} \alpha_i \mathbb{I}[k_i \leq K] \cdot [(\hat{V}_{h+1} - \mathbb{P}_h)V_{h+1}^*](x, a) \leq O(1) \cdot \left[ \frac{H}{t} [V_{h+1}^*](x, a) + \frac{H^2}{t} \right] ,$$

(5.20)

where $t = N_h^k(x, a)$ and $k_1, \ldots, k_t < k$ are the episodes in which $(x, a)$ was taken at step $h$.

We are now ready to prove (5.18). We do so by induction over $k \in [K]$. Clearly, the statement is true for $k = 1$, so in the rest of the proof we assume (5.18) holds for all $k' < k$. We denote by $k_1, k_2, \ldots, k_t < k$ all indices of previous episodes where $(x, a)$ is taken at step $h$. By Lemma 5.7.4 with probability $1 - p/K$, we have for all $(x, a, h) \in \mathcal{S} \times \mathcal{A} \times [H]$:

$$[V_{h+1}^*](x, a, h) - W_t(x, a, h) \leq O \left( \sqrt{\frac{SAH^2}{t}} + \frac{SA\sqrt{H^2}}{t} \right) .$$

Therefore, putting this into (5.20), we have

$$\sum_{i=1}^{t} \alpha_i [(\hat{V}_{h+1} - \mathbb{P}_h)V_{h+1}^*](x, a) \leq O(1) \cdot \left[ \frac{H}{t} (W_t(x, a, h) + H) + \frac{H^2SA}{t} \right] \leq \frac{\beta_t}{2} ,$$

where inequality $\oplus$ uses $\sqrt{\frac{H^2SA}{t}} \leq H + \frac{H^2SA}{t}$, and inequality $\ominus$ is due to our choice of $\beta_t$ in (5.13) and the sufficiently large choice of $c_1 > 0$.

Finally, applying the above inequality to Lemma 5.7.2, we have for all $(x, a, h) \in \mathcal{S} \times \mathcal{A} \times [H]$

$$0 \leq (Q_h^k - Q_h^*) (x, a) - \alpha_0 (H - Q_h^*) (x, a) - \sum_{i=1}^{t} \alpha_i [(V_{h+1}^k - V_{h+1}^*) (x_{h+1}^k)] \leq \beta_t .$$

(5.21)
This proves that (5.18) holds for \( k \) with probability at least \( 1 - p/K \). By induction, we know (5.18) holds for all \( k \in [K] \) with probability at least \( 1 - p \). Combining this with the \( 1 - p \) probability event for (5.20), we finish the proof that Lemma 5.7.5 holds with probability at least \( 1 - 2p \).

As mentioned in Section 5.3, the key reason why a Bernstein approach can improve by a factor of \( \sqrt{H} \) is that, although the value function at each step is at most \( O \), the “total variance of the value function” for an entire episode is at most \( O(H^2) \). Or more simply, the total variance for all steps is at most \( O(HT) \). This is captured directly in the following lemma.

**Lemma 5.7.6.** There exists an absolute constant \( c \), such that with probability at least \( 1 - p \):

\[
\sum_{k=1}^{K} \sum_{h=1}^{H} \mathbb{V}_{h} V_{h+1}^{\pi_{k}}(x_{h}^{k}, a_{h}^{k}) \leq c(HT + H^3 \iota) \ .
\]

**Proof of Lemma 5.7.6.** First, we note for any fixed policy \( \pi \) and initial state \( x_1 \), suppose \( (x_2, \ldots, x_H) \) is a sequence generated by following policy \( \pi \) starting at \( x_1 \), then

\[
H^2 \geq \mathbb{E} \left[ \left( \sum_{h=1}^{H} r(x_h, \pi(x_h)) \right) - V_1^\pi(x_1) \right]^2
\]

\[
\overset{1}{=} \mathbb{E} \left[ \sum_{h=1}^{H} [r(x_h, \pi(x_h)) + V_{h+1}^\pi(x_{h+1}) - V_h^\pi(x_h)] \right]^2
\]

\[
\overset{2}{=} \mathbb{E} \sum_{h=1}^{H} \left[ r(x_h, \pi(x_h)) + V_{h+1}^\pi(x_{h+1}) - V_h^\pi(x_h) \right]^2 = \mathbb{E} \sum_{h=1}^{H} \mathbb{V}_{h} V_{h+1}^\pi(x_h, \pi(x_h))
\]

where equality 1 is because \( V_{H+1}^\pi = 0 \), and equality 2 uses the independence due to the Markov property. Therefore, letting \( \mathcal{F}_{k-1} \) be the \( \sigma \)-field generated by all the random variables over the first \( k - 1 \) episodes, at the \( k \)th episode we have:

\[
\mathbb{E} \left[ X_k \bigg| \mathcal{F}_{k-1} \right] \leq H^2 \quad \text{where} \quad X_k := \sum_{h=1}^{H} \mathbb{V}_{h} V_{h+1}^\pi(x_h^k, \pi_k(x_h^k))
\]

Also, note that \( |X_k| \leq H^3 \) and \( \text{Var}[X_k | \mathcal{F}_{k-1}] \leq H^3 \mathbb{E}[X_k | \mathcal{F}_{k-1}] \leq H^5 \). Therefore, by an Azuma-Bernstein inequality on \( X_1 + \cdots + X_K \) with respect to filtration \( \{\mathcal{F}_k\}_{k\geq0} \), we have with probability at least \( 1 - p \),

\[
\sum_{k=1}^{K} \sum_{h=1}^{H} \mathbb{V}_{h} V_{h+1}^\pi(x_h^k, a_h^k) \leq \sum_{k=1}^{K} \mathbb{E}[X_k | \mathcal{F}_{k-1}] + O(\sqrt{H^5 K \iota} + H^3 \iota) \leq O(HT + H^3 \iota)
\]

where the last step is by \( ab \leq a^2 + b^2 \).

Our last lemma shows that the “empirical” variance of \( V^k \) (i.e., \( W_k(x, a, h) \)) is also upper bounded by the variance \( \mathbb{V}_{h} V_{h+1}^\pi(x, a) \) (which appeared in Lemma 5.7.6) plus some small terms.
Lemma 5.7.7. There exist absolute constants $c_1, c_2, c > 0$ such that, letting $(x, a) = (x_k^h, a_k^h)$ and $t = n_k^h = N_k^h(x, a)$, we have that for all $(k, h) \in [K] \times [H]$, with probability at least $1 - 4p$,

$$W_t(x, a, h) \leq \mathbb{V}_h V^\pi_{k+1}(x, a) + 2H(\delta^k_{h+1} + \xi^k_{h+1}) + c \left( \frac{SA\sqrt{H^2t}}{t} + \sqrt{SAH^2t} \right),$$

where $\xi^k_{h+1} := \left[ (\mathbb{P}_h - \mathbb{P}_h^k)(V^*_h - V^k_{h+1}) \right](x_k^h, a_k^h)$ and $\delta^k_{h+1} := (V^*_h - V^k_{h+1})(x_k^h)$. 

Proof of Lemma 5.7.7. We first assume that Lemma 5.7.5 holds (which happens with probability at least $1 - 2p$) and Lemma 5.7.3 holds (which happens with probability at least $1 - p$). As a consequence, with probability at least $1 - p$, Lemma 5.7.4 also holds for all $k \in [K]$. By the triangle inequality, we have:

$$W_t(x, a, h) \leq \mathbb{V}_h V^\pi_{k+1}(x, a) + 2H(\delta^k_{h+1} + \xi^k_{h+1}) + c \left( \frac{SA\sqrt{H^2t}}{t} + \sqrt{SAH^2t} \right),$$

where the first term on the right-hand side is upper bounded by Lemma 5.7.4. For the second term:

$$|\mathbb{V}_h V^*_{h+1} - \mathbb{V}_h V^\pi_{h+1})(x, a)| \leq 2H[\mathbb{P}_h(V^*_h - V^k_{h+1})](x_k^h, a_k^h) = 2H(\xi^k_{h+1} + \delta^k_{h+1}).$$

Proof of Theorem 5.3.2

We are now ready to prove Theorem 5.3.2. Again, the proof decomposes the regret in a recursive form, and carefully controls the error propagation via repeated usage of Lemma 5.7.5 and Lemma 5.7.7.

Proof of Theorem 5.3.2. We first assume that Lemma 5.7.6 holds (which happens with probability at least $1 - 4p$) and Lemma 5.7.7 holds (which happens with probability at least $1 - p$).

By the same argument as in the proof of Theorem 5.3.1 (in particular, inequality (5.9)) we have:

$$\sum_{k=1}^{K} \delta_h^k \leq \left( 1 + \frac{1}{H} \right) \sum_{k=1}^{K} \delta_{h+1}^k + SAH + \sum_{k=1}^{K} (\beta_{n_h^k}(x_k^h, a_k^h, h) + \xi_{h+1}^k),$$

where $\xi_{h+1} := \left[ (\mathbb{P}_h - \mathbb{P}_h^k)(V^*_h - V^k_{h+1}) \right](x_k^h, a_k^h)$ and $\delta_{h+1}^k := (V^*_h - V^k_{h+1})(x_k^h)$. As a result, for any $h \in H$, by recursing the above formula for $h, h+1, \ldots, H$, we have:

$$\sum_{k=1}^{K} \delta_h^k \leq SAH^2 + \sum_{h'=h}^{H} \sum_{k=1}^{K} (\beta_{n_{h'}^k}(x_h^k, a_h^k, h') + \xi_{h'+1}^k)$$

(5.22)

By the Azuma-Hoeffding inequality, with probability $1 - p$, we have:

$$\forall h \in [H]: \left| \sum_{h'=h}^{H} \sum_{k=1}^{K} \xi_{h'+1}^k \right| = \left| \sum_{h'=h}^{H} \sum_{k=1}^{K} \left[ (\mathbb{P}_h - \mathbb{P}_h^k)(V^*_{h'+1} - V^k_{h'+1}) \right](x_h^k, a_h^k) \right| \leq O(H\sqrt{Tt}).$$

(5.23)
Also, recall \( \beta_t(x, a, h) \leq c \sqrt{H^4 t / t} \) so \( \sum_{k=1}^{K} \beta_{n_h^k} \leq O(\sqrt{H^2 SAT\ell}) \) according to (5.10).

Putting these into (5.22), we derive that \( \sum_{k=1}^{K} \delta_{n_h^k} \leq O(SA^2 + \sqrt{H^4 SAT\ell}) \). Note when \( T \geq \sqrt{H^4 SAT\ell} \), we have \( \sqrt{H^4 SAT\ell} \geq H^2 SA \); when \( T \leq \sqrt{H^4 SAT\ell} \), we have \( \sum_{k=1}^{K} \delta_{n_h^k} \leq HK = T \leq \sqrt{H^4 SAT\ell} \). Therefore, we can simply write

\[
\sum_{k=1}^{K} \delta_{n_h^k} \leq O(\sqrt{H^4 SAT\ell}) .
\]  

(5.24)

By our choice of \( \beta_t \), we have:

\[
\sum_{k=1}^{K} \sum_{h=1}^{H} \beta_{n_h^k} \leq O(1) \cdot \sum_{k=1}^{K} \sum_{h=1}^{H} \left[ \sqrt{\frac{H}{n_h^k}} \cdot (W_{n_h^k}(x, a, h) + H) + \frac{\sqrt{H^7 SA \cdot \ell}}{n_h^k} \right] 
\]  

(5.25)

The summation of the second term in (5.25) is upper bounded by

\[
\sum_{k=1}^{K} \sum_{h=1}^{H} \frac{\sqrt{H^7 SA \cdot \ell}}{n_h^k} \leq \sqrt{H^9 SA^3 A^4 \ell^4} ,
\]

because \( 1 + \frac{1}{2} + \frac{1}{3} + \cdots \leq \ell \). The summation of the first term in (5.25) can be upper bounded by

\[
\sum_{k=1}^{K} \sum_{h=1}^{H} \sqrt{\frac{H}{n_h^k}} \cdot (W_{n_h^k}(x, a, h) + H) \leq \sqrt{\left( \sum_{k=1}^{K} \sum_{h=1}^{H} (W_{n_h^k}(x, a, h) + H) \right) \left( \sum_{k=1}^{K} \sum_{h=1}^{H} \frac{H}{n_h^k} \right)} 
\]

\[
\leq \sqrt{\sum_{k=1}^{K} \sum_{h=1}^{H} W_{n_h^k}(x, a, h) \cdot \sqrt{H^2 SA \ell} + \sqrt{H^3 SAT\ell}} .
\]  

(5.26)

We calculate

\[
\sum_{k=1}^{K} \sum_{h=1}^{H} W_{n_h^k}(x, a, h) \leq \sum_{k=1}^{K} \sum_{h=1}^{H} \left[ \|v_h \|_{\pi_{h+1}}(x_{h+1}^k, a_{h+1}^k) + 2H(\delta_{h+1}^k + \xi_{h+1}^k) + O\left( \frac{SA\sqrt{H^7 \ell}}{n_h^k} + \sqrt{SAH^7 \ell} \right) \right] 
\]

\[
\leq \sum_{k=1}^{K} \sum_{h=1}^{H} \left[ \|v_h \|_{\pi_{h+1}}(x_{h+1}^k, a_{h+1}^k) + 2H(\delta_{h+1}^k + \xi_{h+1}^k) + O\left( S^2 A^2 \sqrt{H^9 \ell^3} + SA\sqrt{H^8 T\ell} \right) \right] 
\]

\[
\leq 2H \sum_{k=1}^{K} \sum_{h=1}^{H} (\delta_{h+1}^k + \xi_{h+1}^k) + O\left( H T + H^3 \ell + S^2 A^2 \sqrt{H^9 \ell^3} + SA\sqrt{H^8 T\ell} \right) 
\]

\[
\leq O\left( \sqrt{H^8 SAT\ell} + HT + H^3 \ell + S^2 A^2 \sqrt{H^9 \ell^3} + SA\sqrt{H^8 T\ell} \right) 
\]

\[
\leq O\left( HT + S^2 A^2 H^7 \ell + S^2 A^2 \sqrt{H^9 \ell^3} \right) .
\]  

(5.27)
Here, inequality \( \textcircled{1} \) uses Lemma 5.7.7; inequality \( \textcircled{2} \) uses \( \sum_{k=1}^{K} (n_k^h)^{-1} \leq SA_t \) and \( \sum_{k=1}^{K} (\sqrt{n_k^h})^{-1/2} \leq O(\sqrt{KSA}) \); inequality \( \textcircled{3} \) uses Lemma 5.7.6; and inequality \( \textcircled{4} \) uses (5.23) and (5.24).

Putting (5.27) and (5.26) back to (5.25), we have

\[
\sum_{k=1}^{K} \sum_{h=1}^{H} \beta_{n_k^h} \leq O\left(\sqrt{H^3SAT_t} + \sqrt{S^3A^3H^9\iota}^4\right) .
\]  

(5.28)

Finally, putting this and (5.23) back to (5.22), we finish the proof that with probability at least \( 1 - 6p \), for every \( h \in [H] \)

\[
\sum_{k=1}^{K} \delta_k^h \leq O\left(\sqrt{H^3SAT_t} + \sqrt{S^3A^3H^9\iota}^4\right) .
\]  

Since we also have 
\( \text{Regret}(K) \leq \sum_{k=1}^{K} \delta_k^h \) as in the proof of Theorem 5.3.1, rescaling \( p \) to \( p/6 \) finishes the proof. \( \square \)

Proof of Auxiliary Lemma

The next lemma shows how the weighted sum over \( (V_k^h - V^*_h)(x^h_k) \) is upper bounded by the infinity norm and the one-norm of the weights \( w \). This lemma provides the key to prove Lemma 5.7.4.

**Lemma 5.7.8.** Suppose (5.15) in Lemma 5.7.3 holds. For any \( h \in [H] \), let \( \phi_k^h := (V_k^h - V^*_h)(x^h_k) \), and letting \( w = (w_1, \ldots, w_k) \) be a nonnegative weight vector, we have:

\[
\sum_{k=1}^{K} w_k \phi_k^h \leq O\left(SA\|w\|_\infty \sqrt{H^5t} + \sqrt{SA\|w\|_1\|w\|_\infty H^5t}\right) ,
\]  

where \( \phi_k^h := (V_k^h - V^*_h)(x^h_k) \).

**Proof of Lemma 5.7.8.** For any fixed \( (k, h) \in [K] \times [H] \), let \( t = N_k^h(x^h_k, a^k_h) \), and suppose \((x^h_k, a^k_h)\) was previously taken at step \( h \) of episodes \( k_1, \ldots, k_t < k \). We then have, for some absolute constant \( c \):

\[
\phi_h^k = (V_k^h - V^*_h)(x^h_k) \overset{\textcircled{1}}{=} (Q_k^h - Q^*_h)(x^h_k, a^k_h) \overset{\textcircled{2}}{=} \alpha_t^h H + \sum_{i=1}^{t} \alpha_i^h \phi_{k+1}^i + O\left(\sqrt{H^3t}\right) .
\]  

(5.29)

Here, inequality \( \textcircled{1} \) holds from \( V_k^h(x^h_k) \leq \max_{a' \in A} Q_k^h(x^h_k, a') = Q_k^h(x^h_k, a^k_h) \) and the Bellman optimality equation \( V^*_h(x^h_k) = \max_{a' \in A} Q^*_h(x^h_k, a') \geq Q^*_h(x^h_k, a^k_h) \). Inequality \( \textcircled{2} \) holds by the assumption that (5.15) in Lemma 5.7.3 holds.
Next, let us compute the summation $\sum_{k=1}^{K} w_k \delta_h^k$. Denoting $n_h^k = N_h^k(x_h^k, a_h^k)$, we have:

$$\sum_{k=1}^{K} w_k \alpha_0 \frac{H}{n_h^k} = \sum_{k=1}^{K} H w_k \cdot [n_h^k = 0] \leq HSA\|w\|_\infty; \quad \text{and} \quad (5.30)$$

$$\sum_{k=1}^{K} w_k \sqrt{\frac{H^3}{n_h^k}} \overset{\varphi}{=} O(1) \cdot \sum_{x,a} \sum_{i=1}^{N_h^k(x,a)} w_{k_i(x,a)} \sqrt{\frac{H^3}{i}} \leq O(SA\|w\|_\infty + \sqrt{SA\|w\|_1\|w\|_\infty}) \cdot \sqrt{H^3} . \quad (5.31)$$

Above,

- Equality $\varphi$ is by reordering the indices $k \in [K]$ so that the ones with the same $(x, a) = (x_h^k, a_h^k)$ are grouped together; and we denote by $k_i(x,a) = k$ where $k$ is the $i$th episode where $(x, a)$ is taken at step $h$.

- Inequality $\varphi$ is because $\sum_{x,a} \sum_{i=1}^{N_h^k(x,a)} w_{k_i(x,a)} = \|w\|_1$. Therefore, the left-hand side of $\varphi$ is maximized when the weights are distributed to those indices $i$ that have smaller values:

$$\sum_{x,a} \sum_{i=1}^{N_h^k(x,a)} w_{k_i(x,a)} \sqrt{\frac{1}{i}} \leq \|w\|_1 + \sum_{x,a} \sum_{i=1}^{\|w\|_1} \|w\|_\infty \sqrt{\frac{1}{i}} \leq O(SA\|w\|_\infty + \sqrt{SA\|w\|_1\|w\|_\infty}) .$$

To bound the second term in $(5.29)$, which is

$$\sum_{k=1}^{K} w_k \alpha_i \frac{n_h^k}{\phi_{h+1}^k} , \quad (5.32)$$

we regroup the summands in $(5.32)$ in a different way. For every $k' \in [K]$, we group all terms $\phi_{h+1}^{k'}$ that appear in the inner summation of $(5.32)$—denoting their total weight by $w_{k'}$—and write:

$$\sum_{k=1}^{K} w_k \sum_{i=1}^{n_h^k} \alpha_i \frac{\phi_{h+1}^k(x_h^k, a_h^k)}{\phi_{h+1}^k} = \sum_{k'=1}^{K} w_{k'} \cdot \phi_{h+1}^{k'} . \quad (5.33)$$

We make two key observations

- We have $\|w'\|_1 \leq \|w\|_1$ because $\sum_{i=1}^{t} a_i^j \leq 1$.

- For every $k' \in [K]$, we note that the term $\phi_{h+1}^{k'}$ only appears on the left-hand side of $(5.33)$ in episode $k \geq k'$, where $(x_h^k, s_h^k) = (x_h^{k'}, s_h^{k'})$. Suppose it appears in episodes...
Then, letting \( \tau = n_h' \), we have corresponding weight is \( w_{k'}\alpha^\tau_{r_1}, w_{k'}\alpha^\tau_{r_2}, \ldots \).

Therefore, the total weight satisfies

\[
w'_{k'} \leq \|w\|_\infty \sum_{t=n_{k'}+1}^{\infty} \alpha^t_h \leq \left(1 + \frac{1}{H}\right) \|w\|_\infty ,
\]

where the final inequality uses \( \sum_{t=i}^{\infty} \alpha^t_i = 1 + \frac{1}{H} \) from Lemma 3.

Plugging (5.30), (5.31), and (5.33) back into (5.29), we have:

\[
\sum_{k=1}^{K} w_k \phi^k_h \leq HSA\|w\|_\infty + \sum_{k'=1}^{K} w'_{k'} \cdot \phi^k_{h+1} + O(SA\|w\|_\infty + \sqrt{SA\|w\|_1\|w\|_\infty}) \cdot \sqrt{H^5}\iota ,
\]

with \( \|w'\|_\infty \leq (1 + \frac{1}{H})\|w\|_\infty \) and \( \|w'\|_1 \leq \|w\|_\infty \). Recursing this for \( h, h+1, \ldots, H \), we conclude that

\[
\sum_{k=1}^{K} w_k \phi^k_h \leq O(SA\|w\|_\infty \sqrt{H^5}\iota + \sqrt{SA\|w\|_1\|w\|_\infty H^5}\iota) .
\]

### 5.8 Proof of Lower Bound

Recall that Jaksch, Ortner, and Auer (2010) showed that for any algorithm, there is an MDP with diameter \( D \), \( S \) states and \( A \) actions, such that the algorithm’s regret must be at least \( \Omega(\sqrt{DSAT}) \). The natural analogous notion of the diameter in the episodic setting is \( H \), and thus this suggests a lower bound in \( \Omega(\sqrt{HSAT}) \), as presented in (Osband and Van Roy, 2016; Azar, Osband, and Munos, 2017).

We show that, in our episodic setting of this work, one can obtain a stronger lower bound:

**Theorem 5.3.3.** For the episodic MDP problem studied in this work, the expected regret for any algorithm must be at least \( \Omega(\sqrt{H^2SAT}) \).

This result seemingly contradicts the \( O(\sqrt{HSAT}) \) regret bound of Azar, Osband, and Munos (2017). There is no contradiction, however, because Azar, Osband, and Munos (2017) assumes that the transition matrix \( P_h \) is the same at each step \( h \in [H] \). On the contrary, in this work we consider the more general setting where the transition matrices \( P_1, \ldots, P_H \) are distinct for each step. Our setting can be viewed as a special case of the non-episodic MDP studied by Jaksch, Ortner, and Auer (2010), obtained by augmenting the state space to \( S' = S \times [H] \).

Rather than providing a formal proof of Theorem 5.3.3 we give the intuition behind the construction and its analysis. The formalization itself is an easy exercise following well-known lower-bound techniques from the multi-armed bandit literature; see, e.g., (Bubeck
and Cesa-Bianchi [2012]. For the sake of simplicity, we consider \( A = 2 \) and \( S = 2 \) (again the generalization to arbitrary \( A \) and \( S \) is routine).

We start by recalling the construction from Jaksch, Ortner, and Auer [2010], which we will refer to as the “JAO MDP.” The reward does not depend on actions: state 1 always has reward 1 and state 0 always has reward 0. From state 1, any action takes the agent to state 0 with probability \( \delta \), and to state 1 with probability \( 1 - \delta \). In state 0, there is one action \( a^* \) takes the agent to state 1 with probability \( \delta + \epsilon \), and the other action \( a \) takes the agent to 1 with probability \( \delta \). A standard Markov chain exercise shows that the stationary distribution of the optimal policy (that is, the one that in state 0 takes action \( a^* \)) has a probability of being in state 1 of

\[
\frac{1}{\delta} \quad \frac{1}{\delta + \epsilon} = \frac{\delta + \epsilon}{2\delta + \epsilon} \geq \frac{1}{2} + \frac{\epsilon}{6\delta} \quad \text{for } \epsilon \leq \delta.
\]

In contrast, acting sub-optimally (that is, taking action \( a \) in state 0) leads to a uniform distribution over the two states, or equivalently a regret per time step of order \( \epsilon/\delta \). Moreover, in order to identify the two actions \( a, a^* \) (each with probability \( \delta \) and \( \delta + \epsilon \)), the number of observations in state 0 needs to be at least \( \Omega(\epsilon/\delta) \). Thus, taking the latter quantity to be \( T \), one obtains the following lower bound on total regret:

\[
T \times \Omega(\epsilon/\delta) = \Omega(\sqrt{T/\delta}).
\]

In the JAO MDP, the diameter is \( D = \Theta(1/\delta) \). This proves the \( \sqrt{DT} \) lower bound from Jaksch, Ortner, and Auer [2010].

The natural analogue of the JAO MDP for the episodic setting is to put the JAO MDP in “series” for \( H \) steps (in other words, one takes \( H \) steps in the JAO MDP and then restarts, say starting in state 0). The main difference with the non-episodic version is that, in \( H \) steps, one may not have time to mix, i.e., to reach the stationary distribution over the two states. Using standard theory of Markov chains, one can show that the optimal policy on this episodic MDP has a mixing time of \( \Theta(1/\delta) \). By choosing \( H \) to be slightly larger than \( \Theta(1/\delta) \), we have a sufficient number of steps (in each episode) to mix, and thus the previous non-episodic argument remains valid for the episodic case. This leads to a lower bound \( \Omega(H \sqrt{T}) \) for the episodic case, as illustrated by (Osband and Van Roy, 2016; Azar, Osband, and Munos, 2017).

Finally, recall that in our episodic setting, the transition matrices \( \mathbb{P}_1, \ldots, \mathbb{P}_H \) may not necessarily be the same. Therefore, we can further strengthen this lower bound to \( \Omega(H \sqrt{T}) \) in the following way.

Let us use \( H \) distinct JAO MDPs, each with a different optimal action \( a^*_h \), when putting them in series. In other words, for at least half of the steps \( h \in H \), one has to identify the correct action \( a^*_h \) for that specific step. (If not, the per-iteration regret will again be \( \Omega(\epsilon/\delta) \).) However the number of observations in that specific step \( h \) is only \( T/H \), and thus one now needs to take \( T/H = O(\epsilon/\delta^2) \) (instead of \( T = \Omega(\epsilon/\delta^2) \) previously). This gives the claimed \( \Omega(H \sqrt{T}) \) lower bound.
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