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Abstract

Configurable Data Converters for Digitally Adaptive Radio

by

Amy Whitcombe
Doctor of Philosophy in Engineering - Electrical Engineering and Computer Sciences

University of California, Berkeley
Professor Borivoje Nikolić, Chair

In the past few decades, wireless connectivity has grown from an expensive luxury
to an integral component of everyday life, creating a need for wireless systems that can
satisfy exponentially growing demand for data in an energy- and cost-efficient manner. New
techniques such as digital beamforming can utilize spatial diversity to support multiple users
with arrays of radio elements, but the required performance of these elements varies with
array size. Additionally, while conventional single-element radios are typically designed to
meet stringent performance requirements outlined in wireless standards, peak performance
is rarely required. Adaptive wireless receivers that configure performance to suit a system’s
needs may therefore serve as building blocks for energy-efficient wireless platforms, and
enhanced digital processing capabilities afforded by CMOS technology scaling can help realize
fully integrated smart wireless systems. However, while computation improvements due to
process scaling have driven the adoption of smart devices, complex design rules and lower
supply voltages often make it difficult to construct high-performance analog circuits such
as wireless receivers in advanced process nodes. To that end, this dissertation discusses
the design and implementation of analog-to-digital interface circuits for receivers that are
both configurable and well-suited to implementation in scaled nodes optimized for digital
performance. It first explores circuit-level techniques for constructing resolution-configurable
receivers from scalable elements, and then discusses an alternative receiver design that can
integrate scalability at the architecture level.

To explore how circuit-level design techniques can enable configurability, this disserta-
tion first discusses the design of a resolution-scalable successive approximation (SAR) analog-
to-digital converter (ADC) for wireless receiver applications. The converter is built with a
scalable capacitive digital-to-analog converter (DAC), comparator, and tunable switching
algorithm to trade power for resolution. The 80 MS/s prototype converter implemented in
a general purpose 65nm CMOS process consumes 0.4-0.8 mW and provides 7.0-9.1 effective
bits of resolution in a 10 MHz signal bandwidth. It is integrated with a power-scalable
receiver to demonstrate its suitability for wireless systems. By trading noise for power con-
sumption, this receiver can serve as a building block for energy efficient digital beamforming
arrays.

Finally, this thesis demonstrates architectural techniques for affording configurability
by discussing the design and implementation of a reconfigurable, digital-intensive RF-to-
digital converter. The proposed receiver uses a SAR ADC with integrated discrete-time
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filtering to provide high linearity and a voltage-controlled oscillator (VCO) based ADC to
improve sensitivity. By replacing the high-performance active amplifiers and filters used
in conventional receivers with an ADC constructed from digital building blocks, the 16nm
CMOS FinFET prototype can leverage the benefits of technology scaling. In low-power
mode, the 0.7-1.9 GHz receiver is configured as a VCO-based design drawing 9-16 mW and
providing -82 dBm sensitivity in a 10 MHz bandwidth. In blocker-tolerant mode, the SAR
ADC can be enabled to obtain 60 dB SNDR and an in-band IIP3 of +16 dBm. The prototype
achieves performance comparable to state-of-the-art RF-to-digital converters using an easily
configurable digital-intensive design. Overall, both configurability techniques discussed in
this dissertation are promising means of leveraging the advantages of CMOS scaling to enable
future digitally adaptive wireless systems.
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Chapter 1

Introduction

In the past few decades, wireless connectivity has evolved from an expensive luxury
to an integral component of everyday life. While the first handheld cellular devices sold
commercially in the late 1980s cost the modern-day equivalent of over $9000, by 2017 roughly
95% of US adults were estimated to own a cell phone, and 77% a smartphone [3]. Adoption
of wireless devices is only expected to grow with time as connectivity becomes standard
among younger generations — the estimated average age of a child receiving a new cell
phone is 10 years old [4]. Aligning with the growing adoption of wireless devices, demand
for wireless data has grown exponentially. Mobile data traffic has grown 47% annually since
2016, and is projected to continue growing at this rate in the near future [5]. Due to these
trends, successive generations of wireless systems are expected to support faster data rates
and improve processing capability within a modest power budget at little to no increased
cost, posing a significant engineering challenge.

1.1 Research scope
Sustaining continuous improvements in data rates and processing capabilities requires inno-
vations in the design of wireless systems. Specifically, this work focuses on radio receiver
design, with a particular emphasis on the analog-to-digital converters (ADCs) that bridge
wireless receivers and digital baseband processors. A first major challenge in modern receiver
design is compatibiliy with CMOS process technology scaling. Historically, CMOS scaling
has played a major role in facilitating the growing capabilities of wireless systems; however,
shrinking supply voltages, higher levels of process variation, and increasing design complexity
in advanced nodes has made it increasingly challenging to efficiently design highly sensitive
analog circuits such as receivers in these nodes. Second, wireless systems must be config-
urable to enhance energy efficiency. While receivers are often designed for worst-case per-
formance conditions outlined in wireless standards, actual capacity requirements are heavily
dependent on a user’s environment. As a result, this work explores approaches to developing
receivers that are both amenable to implementation in scaled CMOS and reconfigurable to
afford power savings.

1.1.1 CMOS scaling and analog design

One of the major innovations that has facilitated the proliferation of handheld wireless
platforms in the past decade is semiconductor technology scaling in accordance with Moore’s
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Figure 1.1. Capabilities of Qualcomm Snapdragon SoCs over time. Data from [7].

law. While Moore’s law, which predicts that advances in fabrication technologies will allow
the number of transistors on an integrated circuit (IC) to double every 2-3 years [6], emerged
as a short-term prediction, this trend has been sustained over half a century since it was
first proposed. As an example to demonstrate the effects of CMOS scaling on wireless
systems, Fig. 1.1 shows how the computing capabilties of the Qualcomm Snapdragon system-
on-a-chip (SoC) — contained in many modern wireless devices — have steadily expanded
in the past decade as process technology has scaled. Each new version of the processor
has come to support steadily growing data rates and improved computational and graphics
processing capabilities at an affordable cost, all in accordance with Moore’s law scaling.
Correspondingly, this SoC has enabled increasingly complex products, from early smartphone
models with moderate display capabilities before 2010, to a broad range of smartphones and
tablets before 2015, to flagship products such as the Samsung Galaxy 8 in the past few years.

While technology scaling enables significant advances in digital processing power, this
processing power must interface with an analog world. To truly benefit from CMOS scaling,
integrated SoCs must use analog circuits that are well-suited to implementation in scaled
process nodes. Scaling affords some natural advantages for analog circuits — for instance,
scaled devices are typically faster, have larger current drive for a fixed leakage current, and
can take advantage of the large increase in digital computational power made available to
calibrate and tune analog circuits. However, technology scaling comes with many challenges
for high-performance analog design. For instance, supply voltages have traditionally scaled
faster than threshold voltages as shown in Fig. 1.2(a), leading to reduced voltage headroom
that makes it difficult to design high-gain, low-noise amplifiers. Additionally, performance
variability for minimum sized transistors in a given process node grows as feature sizes shrink,
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(a) Supply (VDD) and threshold volt-
age (VT ) vs. process node. From [9].

(b) Variability for two de-
vice lengths. From [8].

(c) Estimated # of design rules vs. pro-
cess node. Data from [10]

Figure 1.2. CMOS technology scaling challenges.

and non-ideal effects such as random telegraph noise become increasingly significant design
challenges [8] (Fig. 1.2(b)). Finally, as device sizes have shrunk exponentially, the number of
design rule checks (DRCs) has grown exponentially, making it difficult to quickly prototype
designs in modern process technologies (Fig. 1.2(c)).

The analog-to-digital converters (ADCs) that enable SoCs to use the increased digital
computation power afforded by technology scaling should therefore utilize architectures that
can benefit from scaling as well. To that end, the first major focus of this work is to
explore the design of process-scalable converter architectures, and receiver topologies that
can benefit from CMOS scaling. This means a shift away from architectures that require
high-gain static amplifiers to architectures that require predominantly switches, capacitors,
and digital blocks.

1.1.2 Motivation for reconfigurable receivers

In addition to being compatible with scaled CMOS process nodes, wireless receivers should
be performance-scalable to maintain low energy consumption. Despite the fact that wireless
standards outline worst-case operating conditions, actual performance requirements vary
greatly for different users. For instance, the 20 MHz Wi-Fi specification requires a receiver
to detect signal powers between -82 to -74 dBm in the presence of adjacent channel blockers
that are 20-40 dB more powerful, with a maximum signal strength of -30 dBm. The 5
MHz LTE specification is more stringent, requiring a -94 dBm signal to be detectable in
the presence of -30 dBm adjacent channel blockers, and out-of-band blockers as high as -15
dBm. To support such a wide dynamic range, either a high-order filter must be present in
the receiver or the ADC must provide almost 13 effective bits of resolution.

Despite these requirements, actual operating conditions can vary. Figure 1.3 shows the
breakdown of Wi-Fi and cellular signal strength levels measured from a randomly sampled
group of users over more than a one month period [11]. Some users see predominantly strong
signals, while some see predominantly weak signals, and many see a broad range of signal
strengths. While Wi-Fi standards require receivers to detect signals down to -74 dBm, most
users observe these signal levels less than 25% of the time. Similarly, the -94 dBm sensitivity
level outlined in LTE standards is detected by most users less than 25% of the time. To
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Figure 1.3. Measured wireless signal strength in a variety of handheld devices, from [11].

Figure 1.4. Generic receiver topology and spectrum before and after receiver.

truly operate efficiently, radios should not be designed to meet the stringent requirements
outlined in the standard, but adapt to the actual needs of each user.

Power scalability can also make new wireless technologies feasible. For instance, massive
multiple-input multiple-output (MIMO) beamforming applications require large arrays of
radios to support spatial selectivity. By leveraging the noise averaging properties of the
array to relax the noise figure requirement of each receiver element, power-scalable radios
can allow these arrays to be built in an energy-efficient manner. Scalability therefore makes
it possible to improve throughput via spatial directivity with an acceptable power overhead.

1.1.3 Research focus

The goal of this work is to explore analog-to-digital conversion techniques suited to radios
that are both easy to integrate with complex digital systems in advanced CMOS process
nodes and configurable for improved energy efficiency. Typically, the ADC appears at the
end of a receiver chain, following low-noise amplification, down-conversion of the RF signal,
and filtering that prevents aliasing and relaxes the dynamic range requirements on the ADC
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(a) (b)

Figure 1.5. Comparison between approaches to designing configurable receivers.

(Fig. 1.4). Considering this, design configurability can be implemented in two ways: by
constructing a conventional receiver from independently tunable elements (as shown in Fig.
1.5(a)), or by reworking the receiver architecture to incorporate configurability (as shown in
Fig. 1.5(b)).

To investigate the first technique, a resolution-configurable successive approximation
(SAR) ADC was designed and implemented in 65nm CMOS. The SAR architecture is in-
herently well-suited to implementation in scaled CMOS, and the low-power ADC can help
enable digital beamforming in radio arrays. Studying this architecture provides insight into
the benefits and limitations of designing a power-scalable, variable-resolution ADC for these
applications. To explore the second approach to scalable receiver design, an architecture-
configurable ADC suitable for direct RF-to-digital operation was designed and implemented
in 16nm FinFET. The proposed hybrid SAR and voltage-controlled oscillator (VCO) based
receiver presents a means of building software-defined radio that is highly suitable for modern
process technologies optimized for digital performance.

1.2 Related work
The contributions of this dissertation build on a foundation of existing work in both re-
configurable and process-scalable receiver design. Efforts to design configurable wireless
receivers have been ongoing for decades, especially as a multitude of wireless standards have
emerged that require receivers to support a broad range of bandwidths and carrier frequen-
cies. Additionally, desire for receivers compatible with deeply scaled CMOS process nodes
has given rise to a range of alternative receiver design approaches, from digitally-assisted
performance enhancement to switched-capacitor architectures that benefit from improved
switching speeds. This section provides a high-level overview of research in these two areas.
More detailed summaries of relevant research are presented in later chapters.

1.2.1 Configurable receivers

Receivers must be capable of detecting a wide range of bandwidths and carrier frequen-
cies to support low-bandwidth legacy wireless standards and new high-bandwidth standards
throughout the globe. Frequency and bandwidth configurability is therefore an attractive
low-cost alternative to designing customized receivers for each standard. Traditionally, car-
rier frequency tunability can be difficult to achieve because low-noise amplifiers (LNAs) are
often optimized to provide a frequency-dependent impedance match to the antenna. As an
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alternative, wideband operation can be achieved using mixer-first receiver architectures or
custom LNA designs. In a mixer-first receiver, the RF signal is immediately down-converted
to baseband, enabling impedance matching to be performed after the mixer using an am-
plifier with a lower gain-bandwidth product [12–14]. This approach can be coupled with
passive discrete-time filtering techniques to provide both wideband operation and digitally
programmable filtering [15]. Alternatively, custom LNA solutions can include multiplexing
between different LNAs optimized for different frequency bands [16,17] or simplified low-gain
LNA topologies [18].

While carrier frequency can be tuned using mixer-first topologies or alternative LNAs,
bandwidth tunability can be implemented with custom filter designs. In the simplest case,
the bandwidth of an active RC filter can be tuned by making passive component values dig-
itally programmable [13,16,19–21]. Similarly, the sizing and architecture of transconductor-
capacitor (Gm-C) filters can be tuned using CMOS enable switches [18, 22, 23]. In a more
scaling-friendly approach to configurability, the filter can be constructed using a discrete-
time architecture requiring only capacitors and CMOS switches [15,17,24–28]. In this case,
the filter profile can be configured by modifying capacitor sizes.

Though most configurable receiver research has emphasized bandwidth and tuning fre-
quency configurability, additional effort has been made to implement power-scalable re-
ceivers. This is especially necessary in wake-up receiver applications designed to minimize
power in wireless sensor nodes. Wake-up receivers that trade sensitivity for power consump-
tion have been proposed using programmable amplifier size [19, 29] or clock frequency [30].
Alternative efforts have studied ways to construct receiver elements that trade power for
performance, including LNAs with programmable noise figure and linearity [31] and filters
with programmable gain-bandwidth [32]. Comparatively, limited prior research has studied
fully power-scalable receivers with integrated ADCs, as presented in this work [1].

1.2.2 Process scalable receivers

In an effort to apply the enhanced digital processing capabilities afforded by CMOS scaling to
the challenge of supporting diverse wireless standards, [33] initially proposed a fully software-
defined radio, in which an ADC directly digitizes the RF input spectrum, and a digital
processor performs channel selection and filtering. While the ADC resolution and sample
rate requirements render this vision largely impractical [34], partially software-defined radio
can be constructed from digitally-tunable components with performance optimized using
a digital processor. Blending digitally-configurable receivers with on-chip processors can
enable “cognitive radio” — receivers capable of adapting performance to a new environment
(e.g., detecting and utilizing available spectrum). Prior work has demonstrated that receivers
with tunable bandwidth, carrier frequency, and gain can be integrated with digital feedback
loops to tune performance [16,18,21,35].

At the block level, digital assist techniques have been applied to enhance the perfor-
mance of individual receiver elements. For instance, digital feedback loops can be used
to optimize passive component values and bias voltages for improved LNA linearity and
bandwidth [36, 37] or filter linearity [38]. In more complex systems, digital optimization
algorithms can be applied to maximize noise cancellation [13]. Overall, digital processing is
a powerful tool for improving receiver performance.
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1.2.3 Contribution of this work

Relative to previous studies of configurable receivers emphasizing frequency tunability, this
work focuses on power scaling to enhance energy efficiency in wideband receivers. These
power-scalable receivers are suitable for emerging wireless applications such as low-power
beamforming arrays that provide a new approach to improving wireless systems capacity.
Existing implementations of massive MIMO systems typically use high-performance, power-
hungry radio elements that make large array sizes impractical and require the use of analog
signal recombination techniques [39]. Relative to digital beamforming enabled by power-
scalable ADCs, analog beamforming does not easily support multiple users and does not
benefit from CMOS scaling. Additionally, while most tunable receiver designs use either
an off-chip ADC or a fixed-performance ADC, this research provides a more comprehensive
look at designing power-scalable ADCs specifically for reconfigurable wireless receivers. Fi-
nally, this research studies a new CMOS scaling-friendly SAR+VCO receiver architecture
implemented in 16nm FinFET to provide an additional example of how to construct efficient
configurable receivers.

1.3 Thesis organization
Overall, this dissertation evaluates the design and implementation of two techniques for con-
structing ADCs for process-scalable, reconfigurable receivers. In the first technique, receiver
building blocks are independently designed to trade performance for power. After Chapter
2 presents an overview of major design considerations for ADCs in wireless systems, Chap-
ter 3 describes a resolution configurable successive approximation (SAR) ADC integrated
with a power-scalable receiver in 65nm CMOS to study the effectiveness of this block-level
configurability technique. The power savings afforded by this ADC can be used to facilitate
digital beamforming in large radio arrays of variable sizes. In Chapter 3, Section 3.1 first
reviews prior configurable ADC designs. Next, Section 3.2 provides a general review of SAR
ADC design techniques, particularly in the context of performance scalability. Details of
the 65nm CMOS prototype are then presented in Section 3.3, and measurement results are
given in Section 3.4 prior to concluding.

Next, Chapter 4 discusses the design and implementation of a reconfigurable-architecture
RF-to-digital converter to demonstrate the feasibility of using custom architectures for power
savings. This converter is constructed with a hybrid SAR and VCO based ADC, two ar-
chitectures that are inherently digital and therefore well-suited to implementation in scaled
CMOS. In Chapter 4, Section 4.1 begins by describing examples of software-defined radio
in more detail. Then, Section 4.2 reviews design considerations relevant to the proposed
architecture and Section 4.3 outlines the prototype implementation in detail. Measurements
and comparisons with prior work are presented in Section 4.4 before Section 4.5 concludes
the chapter.

Finally, the conclusion of the thesis in Chapter 5 presents a comparison between the
two design approaches to evaluate when each proposed technique is best suited to enhance
the capabilities of a wireless system. This chapter also summarizes potential extensions of
this work for future research.
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Chapter 2

Data Conversion for Wireless
Applications

As the interface between the receiver front-end and the digital baseband processor, the
analog-to-digital converter (ADC) in a wireless receiver must have sufficient dynamic range
to detect a broad range of input signal and blocker strengths and a sampling rate fast enough
to detect the target signal bandwidth. Because the ADC requirements depend strongly on
the target signal spectrum and receiver capabilities, the two components must be designed
together.

This chapter provides an overview of major considerations for designing data converters
for wireless applications. First, Section 2.1 provides an overview of the wireless spectrum
that receivers for various applications must be designed to detect. This includes the range
of blocker powers and signal strengths outlined in wireless standards. Next, Section 2.2
discusses how the receiver and ADC must be designed to handle these signals, describing
typical specifications for ADCs used in wireless applications. Finally, Section 2.3 presents
some alternative receiver topologies that do not consist of a single receiver front-end and
ADC, and explores how these different topologies affect ADC requirements.

2.1 Performance requirements of wireless systems
Wireless communications require standardized protocols to transmit information between
two different devices. Among other things, these protocols dictate which frequency bands
and bandwidths can be utilized, how data will be modulated within this bandwidth, and
what power levels equipment must be capable of transmitting or detecting. A high-level
frequency-domain overview of these concepts is summarized in Fig. 2.1. Communications
occur using a specific frequency channel of interest, centered around a particular carrier
frequency, which must be detectable even as adjacent channels and other frequency bands
transmit data. Within a channel, different modulation schemes can be used to encode data
in the frequency domain. Figure 2.2 illustrates orthogonal frequency division multiplexing
(OFDM), a common encoding scheme. In OFDM, evenly-spaced sinc functions (subcarriers)
are used with peaks chosen to align with nulls of the other subcarriers; data is encoded in
the peak amplitude of each subcarrier. Figure 2.2 also indicates the presence of sidelobes
generated within each carrier that may interfere with signals in adjacent channels.
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Figure 2.1. Generic wireless spectrum.

Figure 2.2. Sample channel using orthogonal frequency division multiplexing (OFDM).

While frequency bands for operating wireless equipment are typically allocated by na-
tional governments, bandwidths and modulation schemes can be chosen by communication
protocols to maximize data throughput. Innovations in encoding schemes and hardware de-
velopments supporting higher bandwidth operation have facilitated an exponential growth
in mobile data traffic within the past decade [5]. From an implementation perspective, the
parameters shown in Fig. 2.1 define the required noise figure, bandwidth, and gain of the
receiver, which in turn determines the necessary resolution and sample rate of the ADC.
This section will first briefly review different types of wireless devices, and then generally
describe LTE and Wi-Fi, two of the most commonly used wireless communications proto-
cols. The next section will discuss the impact of these protocols on receiver and ADC design
requirements.

2.1.1 Applications

The number of devices supporting wireless connectivity has grown rapidly in the past few
years, particularly with the emergence of interconnected household devices in addition to
existing handheld mobile devices and laptop computers. Each application and device type
has different system-level requirements. In handheld applications, minimizing power con-
sumption is essential, as any excess power will degrade the battery life of a device. Handheld
equipment typically achieves network connectivity using a wireless base station. Figure 2.3
provides a broad overview of classifications of wireless base stations. Small applications with
a handful of users (e.g. in-home applications) are suitable for compact femtocells. These
stations favor small form factor and low power consumption. Picocells are designed to sup-
port tens of users in areas such as commercial buildings or small portions of a city. At
the highest level, macrocells are deployed throughout to provide extensive wireless coverage.
While power consumption and form factor is not a major concern in macrocells, they must
be designed to provide extensive wireless coverage.
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Figure 2.3. Examples of various wireless devices.

Figure 2.4. Adjacent channel selectivity requirement of 5 MHz LTE. Data from [41].

2.1.2 LTE standards

The Long-Term Evolution (LTE) standard is used globally to connect mobile devices and
data terminals. As an extension of previously existing wireless standards designed with a
broad range of bandwidths, LTE requires support for 1.4, 5, 10, 15, and 20 MHz bandwidths.
This standard also supports carrier aggregation, in which up to five bands can be used for
communication simultaneously to enhance bandwidth. Larger bandwidths are utilized to
support higher data rates for modern wireless systems, while the smaller bandwidths are
required to maintain compatibility with pre-existing standards such as GSM (Global System
for Mobile communications) and CDMA (Code Division Multiple Access). The LTE standard
operates over a broad range of frequency bands, from 700 MHz up to a few bands in the 3.7
GHz space [40].

The bandwidth support, carrier frequency range, and signal strength levels specified by
the wireless protocol ultimately determine the sample rate and dynamic range of the ADC. A
blocker mask profile as shown in Fig. 2.5 for 5 MHz LTE [41] is a useful tool for determining
these parameters. This plot shows the minimum signal strength the receiver must detect
while maintaining <5% symbol error rate, even in the presence of adjacent channel blockers
(positioned at integer multiples of the signal bandwidth from the carrier frequency) with the
power levels shown. Overall, Fig. 2.4 illustrates that LTE requires narrow signal bandwidths
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Figure 2.5. Adjacent channel selectivity requirement of 20 MHz Wi-Fi. Data from [43].

but also larger blockers. Specifically, the receiver must be able to detect signals down to -94
dBm with blockers up to 38 dB higher in the adjacent 5 MHz channel, and 64 dB higher
only 15 MHz away from the desired channel.

2.1.3 Wi-Fi standards

The wireless local area network (WLAN) protocol, also branded as Wi-Fi, is the most com-
mon protocol providing internet access to laptops and smartphones. First introduced in
1997 as the IEEE 802.11 standard, Wi-Fi initially offered data rates of up to 1 Mbps using
exclusively the 2.4 GHz frequency band. Since then, updates to the standard have been im-
plemented to support higher data rates and a broader range of frequency bands to address
increasing demand for wireless access. Most devices today utilize either the 2.4 GHz 802.11n
standard, providing data rates up to 300 Mbps, or the 5 GHz 802.11ac standard, provid-
ing data rates up to 4 Gbps. Both 802.11n and 802.11ac utilize 20 and 40 MHz frequency
bands; the 802.11ac standard can also support 80 and 160 MHz bandwidths, and emerging
applications require bandwidths up to 320 MHz. A growing number of devices have come to
support 60 GHz frequencies using the 802.11ad standard [42].

Relative to LTE, Wi-Fi requires wider signal bandwidths that have grown as the stan-
dard has evolved to provide higher data rates. Figure 2.5 illustrates the blocker profile that
must be supported by 20 MHz Wi-Fi. For 20 MHz bandwidth operation, the receiver must
be able to detect signals down to -74 dBm using the highest-throughput modulation scheme
(16-level quadrature amplitude modulation, QAM) and -82 dBm using the lowest-throughput
modulation scheme (binary phase-shift keying, BPSK). It must maintain a symbol error rate
under 5% at these signal strengths even in the presence of -54 dBm adjacent channel blockers.
These requirements are somewhat relaxed relative to LTE, as Wi-Fi is typically intended for
picocells or femtocells instead of communication directly to a macrocell base station from
long distances.

2.2 Receiver & ADC specifications
The requirements outlined by a particular wireless standard specify the minimum signal levels
a receiver must detect in a given bandwidth, even in the presence of strong blockers. Because
the ADC is typically optimized to handle large-amplitude signals but a receiver must detect
signals on the order of microvolts, the front-end circuitry must amplify the received signal to
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match the full-scale range of the ADC. Additional filtering in the receiver attenuates large
blockers prior to the ADC, relaxing its required dynamic range and preventing large signals
at frequencies higher than the ADC sample rate from folding onto the signal bandwidth.
After providing a brief overview of major receiver design parameters, this section describes
how the ADC sample rate and dynamic range are shaped by the desired wireless standard
and receiver characteristics.

2.2.1 Receiver design

As illustrated in Fig. 1.4, a typical receiver chain consists of low-noise amplification, down-
conversion, and filtering prior to the ADC. These stages typically occur in that order, though
alternative architectures (e.g. mixer-first receivers [12]) have been proposed. The main pa-
rameters required to characterize a receiver, in addition to its bandwidth and frequency
range, are its noise contribution and linearity. These requirements are dictated predomi-
nantly by the standard; the gain and filter order of the receiver can be co-optimized with
the ADC to simplify its overall design.

2.2.1.1 Noise

Receiver noise must be minimized to detect low-power signals. This is generally accomplished
using a carefully designed LNA, which provides impedance matching and a modest amount
of gain to relax the noise requirements of successive stages of the receiver. While LNA
design details are outside the scope of this work, a receiver’s noise performance is typically
summarized in terms of its noise figure (NF), which indicates the contribution of the receiver
noise relative to the noise generated by the signal source. Because this source is typically a
50Ω antenna, the noise figure can be calculated by dividing the total effective noise at the
receiver input by the noise of just the source. Assuming this is thermal noise specified by
Boltzmann’s constant (k) and temperature (T ), the noise figure is calculated as:

NF = 10 log10

(
4kT (50Ω) +Noisereceiver

4kT (50Ω)

)
While the above expression implies that the noise figure of an impedance-matched

receiver is limited to 3 dB, various design techniques such as noise cancellation can afford
sub-3 dB noise figure. The minimum detectable input power (Pmin) can be calculated as a
function of the signal bandwidth (fBW ) and noise figure (NF ) as follows:

Pmin = −174 dBm + 10 log10(fBW ) +NF

The -174 dBm limit is set by the thermal noise floor of a 50Ω antenna at room temper-
ature. In the context of ADC design, the receiver NF predominantly dictates the amount of
additional amplification required to align with the smallest detectable signal of the converter.

2.2.1.2 Linearity

To detect both large-amplitude blockers and in-band signals that may be close to the noise
floor, the transfer function of a receiver must be highly linear, as shown in Fig. 2.6. Nonlin-
earities in the receiver transfer function will generate harmonic distortion products. Without
sufficient linearity, large blockers may generate spurious tones that fall in the desired fre-
quency bandwidth. Practically speaking, linearity is limited by both the finite supply voltage
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Figure 2.6. Ideally linear (dashed) vs. nonlinear (solid) voltage transfer curve.
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Figure 2.7. Linearity characterization metrics.

of the circuit (e.g., maximum and minimum output bounds in Fig. 2.6) and the nonlinear
voltage-to-current transfer characteristic of the transistors that comprise the receiver. A
broad range of architectural and circuit-level techniques can be applied to improve linearity,
but this section focuses on how receiver linearity is characterized and its implications on
ADC design.

Figure 2.7 illustrates how receiver nonlinearity is characterized using a two-tone test.
The left sub-plots compare the distorted signal to the ideal signal in the time domain, and the
center plot shows the receiver output in the frequency domain. For two tones at frequencies
of f1 and f2, second order intermodulation products (IM2) can be seen at f1 ± f2, 2f1
and 2f2. Third order intermodulation products (IM3) exist at 2f1 ± f2, 2f2 ± f1, 3f1, and
3f2. As the right plot shows, these intermodulation products grow exponentially with input
power until the receiver output begins to saturate. These curves are used to measure the
2nd and 3rd-order intercept point input power level (IIP2 and IIP3) and 1 dB compression
point (P1dB) of the receiver. The IIP3 is an especially relevant metric because the spurious
tones at 2f1 − f2 and 2f2 − f1 generated by large blockers can fall in the desired frequency
bandwidth.

While the ADC design requirements are largely separate from the linearity of the re-
ceiver, distortion from the receiver will contribute to the overall signal to noise and distortion
ratio (SDNR) of any signal received by the ADC. If the receiver linearity is poor, the noise
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and distortion of the ADC should be lower than the distortion generated by the receiver to
avoid further degrading performance. Moreover, the interface between the ADC and the last
stage of the receiver may influence the overall receiver linearity.

2.2.2 ADC design

ADC design requirements will depend on both the wireless standard(s) supported and the
properties of the receiver preceding the ADC. As illustrated in Fig. 2.11, the converter
discretizes a signal in both time and amplitude; two key corresponding metrics required
to characterize the ADC are its sample rate and dynamic range. The figure illustrates
how discrete sampling causes signals at frequencies higher than the ADC sample rate to be
indistinguishable from lower-frequency signals. This frequency folding property is known as
aliasing. As a result, the ADC sample rate will depend on both the degree of receiver filtering
and target blocker profile. The dynamic range of the ADC will be affected by both these two
factors and the signal-to-noise ratio (SNR) required to support a chosen modulation scheme.
The next sections provide a discussion of how these parameters are selected.

2.2.2.1 Sample rate

The sampling frequency of an ADC determines the maximum bandwidth that the receiver
can detect reliably. An ADC’s sample rate (fs,ADC) can be chosen either for Nyquist-
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Figure 2.10. Impact of ADC sampling rate on anti-alias filtering.

rate operation (fs,ADC is twice the signal bandwidth, fBW ) or for oversampled operation
(fs,ADC > 2fBW ). Oversampling is used in most receiver applications because it relaxes the
amount of active filtering that must precede the ADC. Additionally, certain oversampled
ADC architectures allow for separate signal and noise transfer functions, thereby improving
the in-band SNR through oversampling (see Section 3.1.2).

Active receiver filtering is typically required to mitigate the aliasing effect shown in
Fig. 2.11. Figures 2.9 and 2.10 illustrate the effects of aliasing in the frequency domain. As
shown in Fig. 2.9, any frequencies over fsamp/2 will fold into the sampled ADC spectrum,
making higher frequency signals indistinguishable from lower-frequency ones. In order to
sustain acceptable in-band SNR, any blockers that alias into the signal bandwidth must be
attenuated by the receiver.

Due to aliasing, a tradeoff exists between the ADC sampling rate and the order of the
filter prior to the ADC. Figure 2.10(b) shows the maximum in-band anti-alias filtering as a
function of ADC sample rate and receiver filter order. For reference, Fig. 2.10(a) illustrates
how these parameters are calculated — the maximum rejection is evaluated as the filter
rejection at the lowest frequency that will fold into the signal bandwidth. To be tolerable,
any blockers that fold into the signal bandwidth must not significantly degrade the in-band
signal to noise ratio of the receiver. Therefore, the blockers must be attenuated to a fixed
level below the minimum signal power. Considering the 20 MHz Wi-Fi blocker requirements
illustrated in Fig. 2.5, at least 40 dB blocker rejection is required. Using the example shown
in Fig. 2.10(b), this is achievable with sampling frequencies of 80-110 MHz using a 3rd or
4th order filter, but the sampling frequency must exceed 200 MHz to support a 2nd order
receiver filter. Operating the ADC at a higher sample rate increases the ADC power but
simplifies the design of the filter, leading to a tradeoff that must be considered when the full
wireless system is designed.
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Figure 2.11. Receiver design parameters + ADC design requirements.

2.2.2.2 Dynamic range

The dynamic range of an ADC indicates the maximum and minimum signal levels that the
converter can detect simultaneously. In a receiver, an ADC’s required dynamic range is
set by the amplitude of signals the converter may encounter after the receiver filter. By
attenuating large blockers, the receiver filter relaxes the dynamic range requirements of
the ADC in addition to suppressing high-frequency tones that may alias into the signal
bandwidth. The receiver gain is then chosen to ensure that the maximum signal from the
receiver aligns with the full-scale input range of the ADC.

Figure 2.11 presents a more detailed look at how the receiver gain, blocker attenuation,
and required channel signal to noise ratio (SNR) dictate the ADC dynamic range. This
dynamic range is measured as the required signal to noise and distortion ratio (SNDR) of
the ADC. As shown in Fig. 2.11, the receiver gain should ensure that the full-scale amplitude
of the ADC aligns with the peak amplitude of the receiver output. This peak amplitude can
be calculated by adding margin to the average blocker power (Pblk) that has been amplified
by the receiver gain G but attenuated by a factor of Ablk from the filter. The amount
of margin depends on the peak-to-average power ratio (PAPR) of a particular modulation
scheme; for OFDM signals, the typical PAPR is 12 dB. The noise floor of the ADC will be
determined by adding margin onto the noise floor of the receiver. To ensure that the noise
contribution of the ADC degrades the receiver’s noise figure (NF) by only ∆NF dB, the
margin M can be calculated as follows:

M = 10 log10

(
10

∆NF
10 − 1

)
Assuming that the receiver gain G is sufficient to boost the peak signal to the full-scale

range of the ADC, the required SNDR illustrated in Fig. 2.11 is independent of G and can
be calculated as:

SNDR = [Pblk − Ablk + PAPR]− [−174 dBm + 10 log10(fBW ) +NF −M ]

The dynamic range requirements can be relaxed by enhancing the order of the receiver
filter to increase Ablk. Most other parameters will be dictated by the requirements outlined
in a standard, resulting in a tradeoff between the filter complexity and ADC complexity that
must be carefully considered when designing a full wireless system.
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Figure 2.12. Concept of spatial multiplexing via beamforming. Increasing the number of
elements in the array improves directivity to reliably support more users.

2.3 Alternative receiver architectures
The discussion in the previous section pertains to the standard receiver architecture shown
in Fig. 1.4, in which the RF signal from a single antenna is fed to a low-noise amplifier,
mixer, and additional filtering and gain stages prior to the ADC. However, alternative ar-
chitectures exist that can improve throughput or implementation feasibility. For instance,
emerging wireless systems such as massive multiple input, multiple output (MIMO) beam-
forming systems utilize an array antennas to support many users through spatial selectivity.
Alternatively, direct RF-to-digital receivers constructed from ADCs optimized for wireless
systems can enable baseband filtering to be implemented in the digital domain. This section
describes these two applications in more detail, as they pertain to the two major prototypes
presented in this dissertation.

2.3.1 MIMO radio arrays

Previous wireless standards that have evolved to meet the exponentially growing demands
for spectral capacity incorporate a variety of access and encoding schemes to utilize existing
resources in frequency and time. Spatial multiplexing (Fig. 2.12) provides an additional
dimension for growth, using directed beams that can help mitigate interference from other
devices that traditionally limits the reliability of wireless systems. Beamforming is accom-
plished using arrays of radio elements with unique phase shifts applied to direct transmitted
signals and receive signals coming from a particular direction. While beamforming coeffi-
cients can be applied in the receive direction in the analog domain, digital beamforming
provides a much higher degree of flexibility to support multiple users with customizable
antenna patterns and array sizes. To facilitate digital beamforming with low power con-
sumption, however, moderate-resolution and low-power ADCs are required. This section
first describes how the array size places unique requirements on the resolution of ADCs in
radios, and then discusses how to translate array-level performance requirements to the spe-
cific design requirements of a fixed-performance ADC. The final section describes what this
means in the context of designing a configurable ADC suitable for this application.

2.3.1.1 Array scaling properties

In addition to enabling spatial directivity, averaging signals from multiple antennas reduces
uncorrelated noise. Because the signal is correlated between Nant array elements, the total
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Figure 2.13. Example of 4-element array averaging.

Figure 2.14. Theoretical array-level signal-to-noise ratio (SNR) achievable as a function of
input SNR and number of receiver elements M , as shown in [44].

array-level signal power (Psig) will scale with N2
ant, while the uncorrelated noise power (Pnoise)

will scale with only Nant. This means that the array-level signal-to-noise ratio (SNR) should
improve by 3 dB for every factor of 2 increase in Nant:

SNRdB ∝ 10 log10

(
Psig
Pnoise

)
= 10 log10 (Nant)

This means that the radio array provides an effective gain that increases the radio’s SNR
by 10 log10(Nant) dB if the noise of each radio is uncorrelated between array elements. As a
result, radio arrays can provide the same overall noise performance of a single-radio system
using radio elements with a much higher noise floor than conventional high-performance
designs, as discussed in [44] and illustrated in Fig. 2.13. Relaxing the noise requirements
on each element allows arrays to be constructed from low-power elements. While building
full beamforming arrays from conventional high-performance radio elements would scale the
array power consumption by a factor of Nant, using low-power elements can keep the radio
power consumption relatively constant as Nant grows.

2.3.1.2 Translating array requirements to ADC requirements

Selecting an appropriate ADC topology requires understanding how the system-level design
requirements for the full radio array dictate the speed and resolution requirements of the
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Figure 2.15. Receiver and array design parameters + ADC design requirements.

per-element ADC. As discussed, the array must be able to reliably detect signals in a target
bandwidth and power range even in the presence of adjacent channel blockers. For a radio
array, while the receiver can tolerate high noise figure (NF), it cannot tolerate a high amount
of correlated distortion that will not be eliminated via array averaging. As an example of
how uncorrelated noise impacts the array averaging benefits of a receiver, Fig. 2.14 shows
the array-level SNR as a function of the SNR at the input of an ideal 7-bit ADC for different
array sizes. An ideal 7-bit ADC has an SNR of 44 dB, as marked by the horizontal dashed
line in the figure. When the SNR at the ADC input is significantly lower than 44 dB —
indicating that uncorrelated thermal noise between elements is the dominant noise source
— the array-level SNR improves by the expected 10 log10(Nant) dB. However, the array-level
SNR approaches the 44 dB resolution limit as the SNR at the ADC input increases, leaving
correlated quantization noise to dominate the noise of the receiver. While the quantization
noise can be randomized with dithering techniques, Fig. 2.14 highlights the importance of
minimizing uncorrelated noise in receivers for MIMO applications.

Assuming that uncorrelated noise dominates the effective SNR of the receiver, Fig. 2.15
summarizes how the dynamic range requirement of the ADC is affected by the array-level
SNR boost. Relative to the conventional ADC SNDR requirement shown in Fig. 2.11, the
per-element noise floor can be shifted upwards by the array gain of 10 log10(Nant) dB. As a
result, the SNDR can be calculated as:

SNDR = [Pblk − Ablk + PAPR]− [−174 dBm + 10 log10(fBW ) +NF −M + 10 log10(Nant)]

While the same peak-to-average power ratio (PAPR) margin and noise figure degra-
dation margin M discussed in Section 2.2.2.2 must be accounted for, the overall SNDR
requirements can be relaxed by 10 log10(Nant) dB, or 1 effective bit for every 4x increase in
the number of array elements.

The array properties also relax the sample rate requirements of the ADC. As shown in
Fig. 2.16, any blockers that fold into the signal bandwidth will be attenuated by not only
the rejection from individual receiver elements, but also by spatial filtering from the array.
This assumes that blockers will originate from a different direction than the desired signal.
Because spatial filtering is performed after the array averaging, the ADC must still have
a dynamic range high enough to detect these large blockers, but within each single radio
element they may fold into the signal bandwidth if there is additional spatial filtering after
the array-level averaging in the digital domain. Therefore, a modest oversampling rate may
be acceptable for converters in MIMO arrays.
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Figure 2.16. Aliased blockers with power Pblk are attenuated by spatial filtering from receiver
(Aarr) in addition to filtering from the receiver (ARX).

Figure 2.17. Required ADC resolution vs. array size. Assumes target array-level noise figure
of 6 dB, maximum blocker strength of -20 dBm, and 3rd order filtering from the receiver.

2.3.1.3 Considerations for scalable ADCs in MIMO systems

As discussed, array averaging enables the use of low-resolution ADCs with a moderate over-
sampling ratio. For target baseband bandwidths of up to 20 MHz suitable for Wi-Fi and
LTE applications, an ADC sampling rate of 80 MS/s provides a 4x oversampling ratio that
can be used with a third-order filter in the receiver. To support an array-level noise figure
of 6 dB with a receiver gain of 40 dB, the ADC can have a resolution of 9-6 effective bits
without significantly degrading the resolution of the receiver, as shown in Fig. 2.17. In
conventional stand-alone receivers, stringent noise figure requirements encourage the use of
highly oversampled converters that can relax the receivers anti-aliasing filter requirements
and allow for most filtering to be implemented in the digital domain. The relaxed resolution
requirements in a massive MIMO system enable the use of an ADC architecture with lower
resolution and speed.

To support per-element power scalability, any fixed overhead power within the ADC
must be minimized. This means that any peripheral ADC components, such as external
reference voltages or always-on calibration circuitry, should be eliminated if possible. To
maintain constant power consumption as the array size increases, the power consumption
of the ADC should ideally be cut in half each time the converter’s resolution requirements
scale by 3 dB. The power scaling range of the converter depends on the selected topology
and design of the ADC.
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Figure 2.18. Software-defined radio concept.

2.3.2 Software-defined radio

A fully software-defined radio, as proposed in the 1990’s [33] and shown in Fig. 2.18, would
use a high-resolution ADC to directly digitize the RF spectrum. Down-conversion and filter-
ing would be performed in the digital domain, fully leveraging the benefits of CMOS tech-
nology scaling. Realistically, this proposal places such stringent demands on the dynamic
range and sampling frequency of the ADC that only a handful of published high-power
converters are suitable for these applications [45–47]. As an alternative, both oversampled
RF-to-digital receivers and conventional analog receivers with digitally-tunable carrier fre-
quency and bandwidth have been proposed to realize partially software-defined radio. After
providing a brief overview of some major approaches to software-defined radio, this section
will highlight the major differences between designing ADCs for conventional receivers and
for direct RF-to-digital conversion.

2.3.2.1 Software-defined radio architectures

A more detailed review of previously published software-defined radio receivers is presented
in Section 4.1. Generally speaking, the three main approaches to implementing software-
defined radio include the following:

• High-speed, high-resolution ADCs : In fully software-defined radio, a high-speed ADC
will directly digitize the RF input, allowing down-conversion and filtering to be per-
formed digitally. While recent time-interleaved pipelined ADCs [45–47] have been able
to achieve over 60 dB SNDR at sample rates of over 4 GS/s, this performance comes
with a substantial power overhead. Converters targeting direct RF operation consume
nearly 500 mW, relative to optimized stand-alone receivers which typically consume
under 50 mW while offering improved noise figure and blocker tolerance.

• Direct RF-to-digital receivers : Relative to high-speed Nyquist-rate ADCs intended to
convert the full RF spectrum from DC to the carrier frequency, RF-to-digital receivers
typically incorporate a mixer and blocker filtering directly in the converter. This typi-
cally repurposes a filter within the ADC, such as the loop filter in an oversampled ∆Σ
converter [48], to support blocker rejection. These designs are typically oversampled
to enable digital filtering.

• Digitally-tunable receivers : Enhancements to existing receiver designs can provide com-
patibility with software-defined radio by adding components with digitally-configurable
performance. This can range from small levels of configurability, such as digitally-
tunable passive component sizes (e.g. to enable bandwidth tuning [1]), to fully re-
designed architectures (e.g. mixer-first architectures that offer wideband operation
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[12]). While this approach does not support a fully software-defined receiver baseband,
it can leverage some of the improved digital processing capability offered by CMOS
scaling to boost receiver performance.

Many approaches can help support the implementation of software-defined radio. Di-
rect RF-to-digital converters provide a tradeoff between the high power consumption of
GS/s Nyquist-rate ADCs and the limited digital processing afforded by making conventional
receivers digitally tunable.

2.3.2.2 Considerations for software-defined radio ADCs

In software-defined radio, channel filtering is typically performed in the digital domain. As
discussed in the previous section, a conventional receiver contains an active analog baseband
filter that provides anti-alias filtering and reduces the required dynamic range of the ADC.
Without this filter, the ADC needs both a fast sample rate to prevent aliasing and a high
dynamic range to tolerate strong out-of-band blockers. This combination of requirements
favors oversampled converters with noise shaping, in which the signal and quantization noise
have different transfer functions. This allows the ADC to have a high in-band SNDR while
requiring only a low-resolution quantizer that is easier to implement with high dynamic
range. A further discussion of these design considerations is presented in Chapter 4.
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Chapter 3

A resolution-configurable ADC

Performance-tunable components, such variable-gain amplifiers and reconfigurable fil-
ters, can serve as building blocks for scalable receivers. To that end, this chapter discusses
the design of an ADC that trades resolution for power consumption for use in a power-
scalable receiver with tunable noise figure. In addition to being suitable for wireless systems
that adapt to their environment, the configurable ADC makes this receiver suitable for dig-
ital beamforming, which enables spatial selectivity using an array of radios. By digitally
applying appropriate phase shifts prior to summation, these systems can support multiple
users with arbitrary antenna patterns. The number of users that can be reliably supported
by the array grows with the number of array elements, but incorporating many radio ele-
ments can significantly increase power consumption. However, averaging uncorrelated noise
between each receiver element in the array allows individual elements to have higher noise
figure while maintaining constant array-level performance. As a result, power and resolution
scalability is required to sustain energy efficient operation. Scalable ADCs that can trade
resolution for power consumption have the potential to keep array-level power consumption
comparable to that of a single element with the same single-user performance that cannot
support multiple users, provided a sufficient number of elements are used in the array.

This chapter discusses the design and implementation of a resolution- and power-
scalable, fixed-speed successive approximation register (SAR) ADC that can be used to
build these energy-efficient massive MIMO radio arrays. Previously, Section 2.3.1 provided
context for this work by describing design requirements unique to ADCs in massive MIMO
systems. In this chapter, Section 3.1 first reviews prior configurable ADC designs to illustrate
why existing scalable ADCs are not well-suited to this application, and examine why the
successive approximation register (SAR) ADC topology in particular is a logical choice for
such designs. Section 3.2 then discusses SAR ADC design in more detail to provide insight
into the challenges of developing an efficient resolution- and power-scalable ADC, and Sec-
tion 3.3 elaborates on the design specifics of the 65nm CMOS prototype. Finally, Section 3.4
reviews measurements of this test chip to emphasize some of the challenges and limitations
of designing scalable SAR ADCs for this particular application, which are summarized in
Section 3.5.
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Figure 3.1. General block diagram of a pipelined ADC.

3.1 Prior scalable ADC designs
The architecture and design of an ADC is typically chosen carefully to minimize power
consumption for specific speed and resolution requirements. However, many applications
require different capabilities under different operating conditions. For instance, a multi-
mode wireless platform must be able to detect signal bandwidths ranging from 2.5 MHz
in LTE systems to above 160 MHz (320 MHz in energy) for 5 GHz Wi-Fi platforms. In
biomedical sensing applications where energy efficiency is crucial, monitoring different vital
signs may require different sample resolutions and frequencies, so enabling an ADC to trade
resolution for power can optimize the efficiency of these nodes. As a result, many prior
efforts have studied the feasibility of developing ADC topologies that can trade performance
for power consumption. This section describes some of the major prior work in this area,
grouped by converter topology.

3.1.1 Pipelined ADCs

In a pipelined ADC, analog-to-digital conversion is performed by a sequence of low-resolution
stages that sample the input signal, perform coarse analog-to-digital conversion, and then
amplify the residue for conversion in the next stage, as illustrated in Fig. 3.1. While pipelined
topologies are often well-suited for high-speed applications, they require amplification in each
stage that increases the overall power consumption of the ADC. These amplifiers are often
constructed from active op-amps that require a large gain-bandwidth product to achieve
high resolution at fast speeds. Early research into scalable ADC design largely focused
on pipelined ADCs with a variable number of stages or variable-performance amplifiers to
trade speed for conversion rate. Most designs explore means of tuning conversion rate while
keeping power consumption low for applications in multi-standard wireless systems with
variable baseband bandwidths.

To support multiple standards, the work in [49] uses a variable number of time in-
terleaved stages to support different conversion rates and includes an optional flash ADC
based final stage to tune resolution. In 802.11b Wi-Fi mode, the work in [49] provides 60
dB of SNDR at 44 MS/s while drawing 20.2 mW, while in Bluetooth mode it provides 64
dB of SNDR at 11 MS/s and draws 14.8 mW. The work in [50] also bypasses stages to tune
resolution from 10-12 bits. To achieve additional power scaling, the work in [50] also scales
the current provided to op-amps used as inter-stage amplifiers. Overall, the combination
of amplifier and architecture scaling results in a Walden figure of merit (FoM) of 0.35-0.5
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Figure 3.2. General block diagram of ∆Σ converter (left) and corresponding signal (VIN)
and quantization noise (VQ) transfer functions. With an integrating loop filter H(s) = 1/s,
the transfer functions take the form illustrated at right.

pJ/step maintained across a 0.4-44 MS/s speed range.
In [51] and [52], a power-scalable pipelined ADC for sub-sampling wireless receivers

is presented that achieves a broad sampling speed tuning range using fast-settling, current
modulated op-amps that only draw power during conversion. This allows the op-amp power
to scale directly with frequency in a manner similar to digital circuits. In [51], the power
ranges from 0.7 mW to 35 mW as the sampling frequency scales from 0.17 MS/s to 20.94
MS/s while the SNDR is kept above 55 dB, while the work in [52] lowers the peak power
consumption to 27 mW by relaxing the requirements on the first stage sample and hold of
the pipelined converter.

Most prior scalable pipelined ADCs emphasize speed configurability to support the
range of bandwidths required by different wireless standards. This typically involves using
relaxed settling time requirements to scale the op-amp power consumption [50–52]. However,
this analog-intensive approach requires high-gain amplifiers that can be difficult to construct
in scaled CMOS process technologies. Moreover, the large static power (>10 mW) consumed
by the amplifiers results in a significant power overhead. As a result, modern ADCs for wire-
less applications use either an oversampling-based architecture that can relax the receiver’s
design requirements, or successive approximation ADCs that are inherently process-scalable.

3.1.2 Oversampled ADCs

In oversampled ADCs, the converter samples at a frequency higher than the target band-
width to allow out-of-band signals to be filtered digitally. This is typically implemented as
a ∆Σ converter, in which the signal and quantization noise have different transfer functions
to the final digital output, as illustrated in Fig. 3.2. A first-order ∆Σ converter integrates
the difference between the analog input signal and its digital approximation, pushing quan-
tization noise to higher frequencies while maintaining a low-pass response for the signal.
For many high-performance wireless systems, the oversampling nature of ∆Σ converters can
greatly relax the required anti-alias filter order. Similar to pipelined converters, configurable
∆Σ converters have typically focused on means of tuning bandwidth to support various
wireless standards.

The oversampling ratio provides one means of configuring ∆Σ performance. One of the
early tunable ∆Σ converters presented in [53] suggests tuning the converter architecture to
operate as either a ∆Σ converter or an incremental ADC, which averages a number of ∆Σ
ADC samples to generate a filtered output. Similarly, [54] describes a resolution-configurable
ADC for touch sensing applications that uses a variable number of averaged cycles in an
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incremental ∆Σ ADC to trade resolution for frame rate.
Alternatively, the performance of the converter can be configured using the loop filter.

The work in [55] uses a hybrid LC/active RC loop filter with tunable components to con-
figure the loop filter characteristics optimized for baseband (0 MHz) and IF (450 MHz, 1
GHz) center frequencies. More recently, [56] uses a reconfigurable loop filter architecture to
implement tunable blocker rejection for a fixed bandwidth and overall SNDR. For general
reference, [57] presents a methodology for optimizing ∆Σ converters for wireless radios by
selecting an optimal number of conversion bits, oversampling ratio, and loop filter topology.
A broader overview of ∆Σ converters for wireless applications is presented in [58].

An alternative ∆Σ topology uses a voltage-controlled oscillator (VCO) and digital
counter to implement the integrator and quantizer, operating as a feed-forward ∆Σ converter
with differentiation performed in the digital domain. This architecture will be discussed in
further detail in Chapter 4, but as an example, the work in [59] presents a configurable
VCO-based ADC design with background calibration. It maintains an SNDR above 70 dB
for sample rates ranging from 1.3-2.4 GHz, with power that scales from 11.5-39 mW across
this range. The digital-intensive implementation of this design causes the power consumption
to scale directly with sample rate.

Overall, a broad range of ∆Σ architectures can be used to provide higher resolution
through oversampling and noise shaping. While some converter architectures are amenable
to implementation in advanced CMOS process nodes (e.g. [59]), most require active analog
integrators to implement the loop filter. The op-amps required to construct such integrators
typically consume static power that often exceeds the power consumption of fully dynamic
designs that can benefit from CMOS scaling.

3.1.3 Successive approximation ADCs

In a successive approximation register (SAR) ADC, a binary search algorithm is used to
convert the sampled analog input signal to a digital output. A SAR ADC typically uses a
capacitive digital-to-analog converter (DAC) to subtract a reference amount from the sam-
pled input signal, a clocked comparator, and digital logic to execute the algorithm, resulting
in an architecture highly compatible with deeply scaled CMOS technologies optimized for
digital performance. High-performance ADCs have been demonstrated down to 14nm Fin-
FET. The next section discusses the design of SAR ADCs in further detail. These ADCs
also do not require precise amplification, resulting in a low-power and energy-efficient de-
sign. However, the resolution and speed of these converters is limited by the performance
of the comparator and speed of the digital logic. As a result, many previous implemen-
tations of scalable SAR ADCs focus on low-speed, low-power, moderate-resolution wireless
sensor node applications [60–64], though recent work has emerged using SAR ADCs for
higher-performance wireless receivers [65,66].

Because most of the total power consumption in a SAR ADC is digital, it scales accord-
ing to CV 2

DD, where C is the total switched capacitance and VDD is the supply voltage of the
chip. As a result, substantial power savings can be obtained by lowering VDD when lower
speed is tolerable. Previous research has used supply voltage control as a means of scaling
speed or power consumption. The work in [60, 61] uses supply voltage scaling and tunable
component sizes to tune power consumption from 116-206 nW while scaling the resolution
from 36.6-55 dB and keeping the sampling rate fixed at 20 kS/s. Similarly, [67] uses supply
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voltage scaling to tune power consumption from 0.5-11µW while scaling conversion speed
from 0.5-4 MS/s and maintaining an SNDR of 55 dB, while [68] scales power from 0.4-85
µW while tuning sample rate from 0.5-30 MS/s with a fixed SNDR of 44 dB. Additional
description of the impact of VDD on SAR ADC operation is presented in [62]. While sup-
ply scaling can help optimize performance, it also increases system complexity and requires
additional power overhead in the form of tunable voltage references.

Alternatively, ADC resolution can be configured by using tunable components. The
work in [63] and [64] presents a resolution and speed configurable ADC using a configurable
DAC size and performance-tunable comparator. This allows the design to scale resolution
from 6.9-9.3 effective bits and scaling power from 1.6-3.6 µW while sampling at 2 MS/s. The
work in [65] integrates a SAR ADC within a triple-mode transceiver, using a variable number
of ADC cycles to tune the resolution and speed of the converter for GSM and LTE operation.
Alternatively, tunable receiver gain can be integrated within the ADC; [66] incorporates gain
into the ADC sampling buffer by using a variable-sizeGm cell. This converts the input voltage
to a current that is integrated onto the DAC capacitance for a time set by the desired ADC
sample rate.

Overall, SAR ADCs can provide highly efficient, digital-intensive operation suitable for
moderate conversion speeds and resolution levels. While previous work has demonstrated
that highly efficient scalable SAR ADCs can be built for low-power sensor applications,
these designs do not support the moderate conversion rates needed for wireless applications.
Moreover, prior designs achieve low figure of merit by reducing VDD to significantly reduce
power when slow ADC operation is tolerable, but this technique cannot be applied to fixed-
bandwidth operation. Advances in CMOS scaling have improved ADC sample rates to levels
suitable for wireless baseband applications, though previous work developing bandwidth-
configurable ADCs to support various wireless standards similarly does not provide resolution
scalability.

3.2 SAR ADC design considerations

To illustrate how to develop a tunable successive approximation register (SAR) ADC, this
section reviews major aspects of the design of a SAR ADC with fixed speed and resolution
and then summarizes what this means in the context of developing tunable converters. It
begins with a general overview of SAR ADC design, and then discusses major sources of
noise and distortion found in three main building blocks of a conventional SAR ADC: the
capacitive DAC, conversion logic, and the comparator.

3.2.1 General topology

Functionally, a SAR ADC uses a binary search algorithm to obtain an increasingly accurate
digital approximation of a sampled analog input signal. At each conversion step, the input
signal is compared to a reference voltage that is updated based on the result of the previous
comparison using a digital-to-analog converter (DAC), as shown in Fig. 3.3.

Specifically, a capacitive DAC-based SAR ADC typically samples an input voltage
onto a binary-weighted bank of capacitors, as shown in Fig. 3.4. At each iteration of
the conversion, a comparator determines whether this voltage is larger or smaller than a
fixed reference voltage, and one terminal of a capacitor in the bank is switched between
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Figure 3.3. General overview of successive approximation algorithm (left) and main imple-
mentation blocks (right).

Figure 3.4. Diagram of differential capacitive DAC-based SAR ADC.

reference voltages according to the comparator result. This switching procedure subtracts
off a new fraction of the reference voltage from the sampled input signal via charge sharing.
This procedure typically progresses for N ADC cycles to obtain an N bit approximation
of the input signal, though additional cycles can be used to improve the accuracy of the
approximation through redundancy.

The main objective of SAR ADC design is typically to meet the sampling frequency
and signal to noise and distortion ratio (SNDR) requirements set by a target application
while minimizing power consumption and area. Each component of a SAR ADC introduces
non-idealities that limit the converter’s SNDR, while design choices that help improve SNDR
typically increase the power consumption of each component. Developing an efficient power-
and resolution-scalable ADC requires identifying how best to allocate the converter’s power
budget between different noise and distortion sources for a particular target resolution and
operating speed.

In addition to quantization noise, sources of noise and distortion in a SAR ADC in-
clude the input-referred noise and offset of the comparator, thermal noise sampled onto the
capacitive DAC, mismatch between DAC weights, settling accuracy of the DAC, and the non-
linearity of the input sampling switch. The next sections will describe these effects in more
detail, but generally speaking a high-resolution SAR ADC will require a DAC with sampling
capacitance large enough to meet thermal noise and component matching constraints, and
a comparator with low input-referred noise.
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Most power consumption in a capacitive SAR ADC is dynamic, unlike pipelined or ∆Σ
converters that typically require active amplification stages that draw static power. Switch-
ing the capacitive load of the comparator, logic, and DAC quickly enough to meet the target
sampling frequency requirements results in power proportional to CV 2f , where C is the total
capacitance, V is the supply voltage, and f is the switching frequency. More specifically, the
total ADC power (PADC) includes a component proportional to the total DAC capacitance
(CDAC), supply voltage (VDD), and reference voltage (Vref ), a component set by the number
of bits (Nbits) and the comparator switching energy (Ecomp), and a component set by the
per-bit logic switching energy (Ecomp):

PADC = fs (αCDACVrefVDD +NbitsEcomp +NbitsElogic)

The α factor in the above equation depends upon the DAC switching methodology. As
seen above, if CDAC is increased to reduce DAC noise, the power consumed by the ADC will
increase accordingly. Similarly, as the comparator size is increased to reduce noise, Ecomp will
also increase. To build a resolution-scalable ADC that can maintain efficient low-resolution
operation, both the DAC capacitance and comparator sizing must be tunable, and any fixed
power overhead in the ADC (e.g. conversion logic power consumption) must be minimized.

3.2.2 Capacitive DAC and Sampling

The main role of the capacitive DAC is to both sample the input voltage and to subtract
a fixed fraction of the reference voltage from this sample at each ADC conversion step.
The accuracy of this sample depends on the noise and bandwidth of the sampling network,
while the accuracy of the scaled reference voltage is determined by the degree of capacitor
mismatch, settling errors, and supply noise. Overall, the DAC power consumption is domi-
nated by the capacitance size, reference voltage, and choice of switching procedure, though
additional sources of fixed overhead power exist.

3.2.2.1 Sources of noise and distortion

The accuracy of the feedback DAC is a major limitation of ADC performance. The capacitive
DAC in a SAR ADC introduces thermal noise due to sampling, distortion due to component
mismatch, and additional error due to DAC settling limitations.

Sampling noise The finite resistance of the sampling switch contributes thermal noise
each time the input voltage is sampled onto the DAC capacitor. Because the sampling
switch resistance (Rsw) is directly proportional to the thermal noise variance but inversely
proportional to the bandwidth of the noise transfer function, the variance of the total sampled
noise is independent of Rsw. In contrast, the sampling capacitance C is inversely propor-
tional to the noise bandwidth but has no effect on the thermal noise variance, so the total
integrated sampling noise variance is given by kT/C, where k is Boltzmann’s constant and
T is temperature in K. As a result, a differential DAC design with total capacitance CDAC
will see a total sampling noise variance of 4kT/CDAC when the noise variances of the two
capacitor banks of size CDAC/2 add together:

v2n,tot = v2n,DACP + v2n,DACN

=
kT

1
2
CDAC

+
kT

1
2
CDAC

=
4kT

CDAC
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Figure 3.5. Sampling jitter effects.

Because the noise voltage variance is inversely proportional to CDAC , relaxing the allowable
thermal sampling noise by a factor of 6 dB (1 effective bit) can enable a factor of four
reduction in CDAC (and therefore DAC switching power) if the converter’s resolution is
limited by sampling noise.

Sampling clock jitter Because ADC samples are assumed to occur at fixed time inter-
vals, any variation in the sampling clock will introduce additional variation, as shown in Fig.
3.5(a). This error depends on the particular sampling instant and frequency of the input
signal, as sampling clock variation during fast input sample transitions will translate to a
larger error than jitter that occurs during slow signal transitions. Assuming a normally dis-
tributed clock jitter variance of σj, the corresponding maximum achievable ADC resolution
is shown in Fig. 3.5(b).

While moderate speed and resolution applications with low-frequency input signals will
not be heavily impacted by sampling clock jitter, this can be a significant source of perfor-
mance degradation for high-speed ADCs. If noise due to sampling jitter becomes significant,
the converter’s clock source will draw additional power. However, wireless baseband appli-
cations targeting signal bandwidths on the order of 20 MHz and below will not experience
significant degradation due to sampling clock jitter.

Sampling distortion In addition to thermal noise, the finite resistance of the sampling
switch contributes distortion that further degrades the SNDR of the ADC, particularly
for high-speed input signals. The low-pass RC filter formed by the finite sampling switch
resistance and the sampling capacitance limits the input signal bandwidth, and the signal-
dependent sampling switch resistance introduces distortion. Because the switch resistance
is set largely by the gate-to-source voltage (VGS) of the switch transistor, it will vary with
the input voltage if the source or drain terminal of the sampling switch is connected directly
to the input signal and the maximum gate voltage is fixed. The effects of this nonlinearity
can be mitigated by lowering the nominal sampling switch resistance to keep the worst-
case sampling bandwidth higher than the bandwidth of the input signal. Additionally, a
bootstrap circuit can be used to maintain a constant VGS across the switch as the input
voltage varies. This approach is particularly necessary when the input signal swing is large,
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causing a large fluctuation in the switch VGS. Alternatively, the input signal can be sampled
by opening switches at the bottom plate of the sampling capacitors, which will operate with
a constant VGS. A full quantitative analysis of sampling switch distortion effects is presented
in [69]. Using a long-channel device model, the amplitude of the second and third harmonic
signals relative to the input signal (HD2 and HD3) are given by:

HD2 =
A

2

(
ωCsamp

K(VG − VTH)2

)
HD3 =

A

4

(
ωCsamp

K(VG − VTH)3

)
In the above expressions, A is the peak-to-peak amplitude of the input signal, ω is the
frequency of the input signal in radians/second, Csamp is the total sampling capacitance, VG
is the maximum clock input voltage, VTH is the threshold voltage of the sampling switch,
and K is a proportionality factor that determines the switch resistance. In a long-channel
device model, K = µCox

W
L

, where µ and Cox are process-dependent mobility and gate oxide
capacitance parameters and W and L are the switch width and length. The model above
assumes that the fall time of the sampling switch is much smaller than the frequency of
the input signal, and that the gate voltage applied by the clock is constant. Overall, this
emphasizes that distortion can be reduced by lowering the input frequency, Csamp, A, or
VTH , or by increasing VG or W/L. Because A is fixed by the output swing of the receiver,
VTH is dictated by the process technology, and VG is limited by the maximum supply of the
ADC, distortion can be minimized by keeping Csamp as small as possible and using a large
W/L for the switch transistor.

Relaxing the resolution requirements on the ADC by a factor of 6 dB allows the spurious
free dynamic range (SFDR) of the ADC to increase by this amount. If the thermal noise-
limited DAC sampling capacitance scales by a factor of 4 for each bit reduction in required
resolution, to first order the sampling switch size can ideally be reduced by a factor of 16,
using the HD2 and HD3 expressions above. Therefore, the power required to drive the
sampling switch will drop accordingly until a minimum-sized sampling switch transistor is
used.

Unit capacitor mismatch The accuracy of capacitor weights is another important con-
sideration in designing a high-resolution SAR ADC, as small capacitors are difficult to fabri-
cate accurately due to process variability. Mismatch in capacitor sizes causes nonlinearities
in the ADC’s transfer characteristic, which maps the analog input voltage of the ADC to a
digital output code. Ideally, this would occur in uniform steps according to the relationship

Dout = (2N − 1)
⌊

Vin−Vmin

Vmax−Vmin

⌋
, where Dout is the digital output code, N is the number of

ADC bits, Vin is the input voltage and Vmax and Vmin are the maximum and minimum ADC
input voltages. However, mismatch creates systematic nonlinearities in this transfer func-
tion, as shown in Fig. 3.7. These nonlinearities can be split into two categories: differential
nonlinearity (DNL), which measures code width mismatch, and integral nonlinearity (INL),
measures deviation of the ADC’s transfer characteristic from an ideal line.

To quantify the effect of DAC unit element mismatch, the unit DAC capacitance can be
modeled as a Gaussian random variable with mean CU and standard deviation σu. Because
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Figure 3.6. Illustration of differential nonlinearity (DNL) and integral nonlinearity (INL)
using a 3-bit DAC with capacitor weights of 1.9, 0.46, and 0.8 instead of the ideal weighting
factors of 2, 1, and 1.

DNL is determined by mismatch between switched DAC elements, the maximum DNL vari-
ance of an N -bit binary-encoded DAC will occur during the 2N−1−1 to 2N−1 code transition.
During this transition, 2N−1 + 2N−1 − 1 = 2N − 1 unit DAC elements will switch, leading
to a DNL variance (σ2

DNL) of 2N−1σ2
u. As derived in [70], the INL variance (σ2

INL) can be
approximated as σ2

U2N−2.
Assuming σu ∝ 1/

√
Cu, this model can be used to compute how the DAC capacitance

can be scaled while keeping σDNL fixed if the required ADC resolution is relaxed by a single
bit. Because eliminating 1 conversion bit cuts the number of switched elements in half,
σDNL will be constant if σu is also cut in half. This translates to a total N − 1 bit DAC
capacitance of 2N−1Cu

2
relative to the N bit DAC capacitance of 2NCu, facilitating a 4x

reduction in capacitance to maintain mismatch-limited scaling.
Note that while increasing DAC capacitance by 4x can guarantee a 4x reduction in

thermal noise variance for any specific ADC, the random nature of DAC mismatch will
not guarantee that the DNL of a particular scalable ADC will remain fixed when its DAC
capacitance scales by 4x. Only the standard deviation of DNL can be compared, which relies
upon large-scale statistics. Mismatch calibration techniques such as redundant conversion
bits and non-binary DAC weights are required to guarantee that high resolution operation
can be achieved, but this translates to a fixed amount of overhead power. To reduce the
likelihood of DAC mismatch degrading ADC performance, a thermometer-encoded DAC
can be used to limit the number of switched elements. While this does not improve the INL
variance, it can be used to limit DNL. Thermometer encoding may reduce σDNL such that
additional mismatch calibration is not required, but the power consumption of a binary-to-
thermometer encoder will similarly increase the fixed overhead power of the ADC and limit
its efficient scaling range.

Settling error The dynamic settling error caused by the finite resistance of switches tog-
gling between the DAC reference voltage and VSS must also be kept sufficiently small. To
prevent systematic comparator decision errors, the bottom plate of the DAC must settle to
within an acceptable fraction of the final value (smaller than the target LSB size) before
the next comparator decision is initiated. The switch resistance, Rsw, required to settle the
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Figure 3.7. Scalability of required DAC switch resistance (Rsw) as the target ADC resolution
scales. The relative Rsw values are presented relative to Rsw required by a 12-bit ADC.

MSB capacitance (CMSB) within half an LSB in a settling time of tsettle is given by:

Rsw =
tsettle

CMSB(N + 1) ln(2)

In a synchronous ADC design, tsettle ≈ ((N + 1)fs,ADC)−1. Using the above equation,
reducing the required ADC resolution by a single bit allows scaling Rsw by a factor of
CMSB,N−1(N)2

CMSB,N (N+1)2
, where CMSB,N represents the MSB capacitance of an N -bit ADC. If the DAC

capacitance does not scale with resolution such that CMSB,N−1 = CMSB,N , Fig. 3.7 shows
that the resolution scaling leads to a modest reduction in Rsw when N is large that improves
as N scales. If CMSB is reduced by a factor of 4 per bit to keep the relative contribution of
DAC thermal noise constant as the ADC resolution scales, Rsw can be reduced by roughly
a factor of 5 per bit.

Assuming the switch transistors have minimum length and threshold voltage and the
gate voltage of the switches is maximized, Rsw can only be lowered by increasing the effective
width (W ) of the sampling switch. Because the gate capacitance of the switch scales with
W , increasing Rsw proportionally lowers the dynamic power required to drive these switches.
As illustrated in Fig. 3.7, the minimum required Rsw scales sharply with the number of
conversion bits. Practically, the switch transistor cannot be made smaller than a minimum-
sized device, so at low resolutions the dynamic power used to drive the switch will be larger
than necessary. Moreover, the leakage current of wide, low-threshold switch devices used to
minimize Rsw for high resolution operation will draw a fixed amount of overhead power.

3.2.2.2 Power consumption

The total power consumption of a capacitive DAC consists of two main sources: dynamic
power consumption due to DAC capacitance switching, and a fixed amount of power overhead
due to switch drivers and any peripheral control logic in the DAC.

DAC switching procedure The energy used to switch the DAC array between reference
voltages while executing the conversion algorithm is proportional to CDACV

2
ref , where CDAC

is the capacitance being switched and Vref is the DAC’s reference voltage. Because the DAC
power consumption is directly proportional to the total DAC capacitance, increasing CDAC
to reduce sampled thermal noise or mismatch comes at the expense of power. Specifically,
increasing the total thermal noise-limited resolution by a single bit (the equivalent of 6 dB
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Figure 3.8. Comparison of “conventional” and “monotonic” DAC switching procedures. The
conventional scheme maintains a constant DAC common-mode vs. iteration at the expense
of higher power and switching complexity.

increase in signal-to-noise ratio) will increase the required DAC capacitance (and therefore
DAC switching energy) by a factor of four. In addition, the precise relationship between
CDACV

2
REF and the actual DAC switching energy is strongly dependent upon both the input

voltage and the switching procedure used to perform the conversion.
Implementing the successive approximation algorithm requires iteratively subtracting

fixed fractions of a reference voltage from the sampled input signal in response to a com-
parator decision. Various input sampling techniques, capacitor weights, reference voltages,
and switching procedures can be chosen to implement a valid conversion algorithm. Each
method has varying levels of implementation complexity, performance impact, and power
consumption. Figure 3.8 compares the “conventional” switching procedure to the mono-
tonic procedure presented in [71]. The conventional procedure samples the input signal via
bottom-plate sampling, and then requires both sides of the differential DAC to be switched
in each conversion iteration, maintaining a constant DAC common-mode voltage. In the
simpler monotonic procedure, the input signal is sampled onto the top plate of the DAC ca-
pacitors, and only a single side of the DAC must switch at each conversion step. As detailed
in [71], this monotonic switching procedure can reduce the DAC switching energy by 80%.
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While the monotonic switching scheme can significantly reduce the DAC switching en-
ergy, it causes the common-mode voltage input to the comparator to vary after each conver-
sion cycle. Because various aspects of the comparator’s performance — namely input-referred
offset and noise — often depend upon this common-mode bias point, a monotonic switching
procedure can degrade ADC performance if this effect is not considered. Many alternative
low-power switching schemes have been proposed, including an energy-saving approach that
maintains constant VCM while reducing power relative to the conventional procedure by
56% [72], a charge-recovery scheme using VCM as a reference that reduces switching energy
by 87% [73], and a single-ended switching procedure using VCM as a reference with the po-
tential to reduce switching energy by 95% [74]. Each of these techniques presents tradeoffs
between performance impact, system-level complexity (e.g. reference voltage generation),
and layout simplicity.

Fixed overhead Some aspects of DAC power consumption are not scalable. A fixed
amount of overhead power will be drawn by any peripheral logic blocks, such as binary-
to-thermometer encoders used to mitigate DNL degradation due to component mismatch.
Digital logic blocks are typically constructed from minimum-sized standard cells, so the
power consumption of these components can only be reduced if the entire cell is disabled.

A final non-scalable aspect of DAC overhead power is leakage current. While the leakage
of peripheral logic blocks will be small, the large, low-threshold transistors used to minimize
the resistance of the MSB capacitor drivers will draw a large amount of non-scalable leakage
current. The precise impact of leakage power will depend on the conversion speed of the
ADC. In very low speed (kS/s) ADCs with low dynamic power, leakage may contribute a
substantial fraction of the total ADC power. For moderate-speed converters suitable for
wireless applications, the leakage power of the DAC drivers can consume over 30% of the
total DAC power in the low-resolution ADC configuration (as discussed later in Fig. 3.18).

Scalable overhead The dynamic power needed to drive the gate capacitance of the DAC
sampling switch and bottom-plate switches also contributes to the total DAC power, but
scales with the target resolution of the ADC. Because the minimum size of these switches is
a function of the DAC capacitance and required conversion speed, their size can be scaled
with the DAC capacitance (with some additional overhead power for control gates to modify
the component sizes).

3.2.3 Logic

The digital logic in a SAR ADC generates the control voltages needed to implement the
chosen DAC switching procedure. It typically includes a shift register to track the current
conversion bit, an array of registers to retain each DAC control setting, and an additional set
of registers to store the final ADC decision. The clock can be generated either synchronously
or asynchronously. In synchronous operation, an external control clock operating at Nfsamp
is used to drive the ADC logic, where N is the number of conversion bits and fsamp is the
ADC sample rate. This allocates a fixed amount of time to the comparator decision and
DAC settling for each bit. Alternatively, in an asynchronous SAR ADC, the logic is driven
by a “done” signal generated by the comparator until the N decision cycles are complete.
While asynchronous operation requires additional control logic, it can support faster sample
rates because the ADC speed is not limited by the worst-case comparator delay and DAC
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settling time. While the SAR logic will not introduce anything beyond quantization noise
that degrades the resolution of the ADC, it consumes a fixed amount of overhead power that
fundamentally limits the power and resolution scalability of the converter.

3.2.3.1 Sources of noise and distortion

Because an ADC converts a continuous signal into discrete levels, any ideal ADC will con-
tribute a fixed amount of error (quantization noise) when approximating an analog signal.
This noise is purely a function of the number of digital bits used to convert an analog signal
to the digital domain, and results in a signal to quantization noise ratio (SQNR) that can
be calculated as follows (assuming a full-scale input signal):

SQNRdB = 6.02Nbits + 1.76

This indicates that adding a bit of resolution to the digital logic will improve SQNR by
roughly 6 dB. Because the logic is implemented in the digital domain, it will not introduce
more noise or distortion to the converter. However, the logic does introduce a fixed delay
that limits the achievable conversion speed. For moderate sampling rate wireless baseband
applications, however, this is not a major limitation of the ADC’s performance.

3.2.3.2 Power consumption

If the digital logic switching energy per iteration of the SAR algorithm is fixed, the total logic
power will scale linearly with Nbits, which determines the number of algorithm iterations.
Since the digital logic switching energy may depend linearly on the number of bits as well
(e.g. a typical shift register contains Nbits elements), the logic power can scale with N2

bits.
As a result, if the resolution requirements on the ADC are relaxed by a single bit and the
converter is quantization noise limited, the power consumption of the digital logic will shrink

by at most a factor of
N2

bits

(Nbits+1)2
.

The Walden figure of merit (FoM) for an ADC is defined as the total ADC power (P )
divided by the product of the converter’s Nyquist sampling rate (fs) and number of effective
conversion levels (2ENOB, where ENOB = (SNDR − 1.76)/6.02). To maintain constant
FoM as the converter size scales, the ADC power must be cut in half for each bit reduction
in resolution. However, this is impossible to achieve when the converter is quantization
noise-limited. To illustrate, the equation below expresses the ratio between the FoM of an N
bit ADC (FoMw,N) and an N −1 bit ADC (FoMw,N−1) if both are quantization limited and
logic power dominates, which is possible if N is small. Elogic represents the energy consumed
each time the logic switches:

FoMw,N−1

FoMw,N

=
Elogic(N − 1)2fs

fs × 2N−1
× fs × 2N

ElogicN2fs
= 2

(N − 1)2

N2

Fig. 3.9 summarizes how quantization noise-limited FoM degrades (increases) when
Nbits is reduced. If logic power varies quadratically with Nbits, FoM increases by up to a
factor of 4.5 relative to that of an 8-bit converter, while it increases by up to a factor of 16
if logic power scales linearly with Nbits. For Nbits ≥ 8, ADC resolution is typically limited
by thermal noise and distortion, rather than quantization. At low resolutions, however, the
digital logic power can greatly limit the efficiency of a scalable converter, indicating that the
total digital logic power must be minimized in a resolution-scalable design.
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3.2.4 Comparator

The comparator must accurately determine the sign of the DAC voltage. While specific
implementation details may vary, comparators for SAR ADCs are typically implemented as
a clocked circuit that feeds current from a preamplification stage into a regenerative latch
built from cross-coupled inverters. Positive feedback in the latch amplifies the input signal
to generate a digital output voltage that is usually reset during one phase of the sampling
clock. Figure 3.10 presents a schematic diagram of a common comparator topology, the
strong-arm latch, along with a corresponding functional block diagram.

3.2.4.1 Sources of noise and distortion

Many comparator non-idealities restrict the resolution of a SAR ADC, including input-
referred thermal noise and offset, kickback noise, and metastability. In deeply scaled CMOS
process nodes with low supply voltages, the input-referred noise of the comparator can sig-
nificantly limit the ADC’s achievable resolution. If the comparator decisions are inaccurate,
the DAC will subtract an incorrect voltage from the input sample.

Input-referred thermal noise The input-referred thermal noise of the comparator ap-
pears in series with the ADC input voltage, introducing a fixed amount of noise that limits
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the converter’s SNDR, particularly if the ADC’s input swing is limited. The nonlinear,
time-varying nature of comparator circuits complicates noise analysis, but the comparator
operation can be separated into linearized phases as described in [75] to quantitatively ana-
lyze its noise. The work in [75] derives a model for the input-referred noise of the strong arm
latch shown in Fig. 3.10 that can be generalized to clocked comparator topologies consisting
of a preamplifier and latch. Overall, the analysis indicates that the main design parameters
contributing to comparator noise are the transconductance (gm) of the preamplifier input
devices, gm of the NMOS transistors in the latch, parasitic node capacitances (CX and CO
in Fig. 3.10), and duration of the preamplification and latching initiation phases. Gen-
erally speaking, increasing gm, parasitic capacitances, and decision times will all improve
input-referred noise. Specifically, the result from [75] expresses input-referred noise using a
square-law model for device operation as:

F =
VTH,NLAT
Vov,IN

=
gm,IN tpreamp

2CX

H =
VDD − VCM
Vov,NLAT

ID,NLAT
ID,IN − ID,NLAT

=
gm,NLAT tpre regen

2CX

v2n,in =
kT

CX

(
2γ

F
+

1 + CX/CO
2F2

+
4(1 + γ)

8F2H
+

(1 + γ)CO/CX
8F2H2

)
In the above expression, VTH,NLAT , gm,NLAT , ID,NLAT , and Vov,NLAT are parameters for

the NMOS devices in the latch; gm,IN , ID,IN , and Vov,IN are parameters for the input devices
in the differential pair; tpreamp is the duration of the preamplification phase and tpre regen is
the amount of time the NMOS transistors in the latch are active before the PMOS devices
have turned on. Because the input-referred voltage noise of the differential pair is inversely
proportional to both the gm of the input devices and the integration time set by CX and
the differential pair drain current (ID), comparator noise can be lowered using wide devices
with a high gm/ID. Similarly, designing the NMOS latch devices to have large gm/ID will
improve the total integrated noise, though by a smaller amount than the input devices.
Because tpreamp and tpre regen set the effective noise bandwidth of the comparator, a direct
tradeoff exists between the comparator’s input-referred noise and decision time. Reducing
the overdrive voltage (2ID/gm) of the comparator by lowering its common-mode input voltage
can also improve noise, though at the expense of decision speed.

To scale the input-referred noise of the comparator without degrading the comparator’s
decision speed, the gm of the input devices could be scaled by tuning the effective width
of the input devices, assuming the tail transistor in the differential pair is small enough to
fix ID. While tuning CX as in [60] and [64] will scale comparator noise well for low-speed
designs that are not restricted by comparator speed, this approach may not scale to wireless
baseband applications requiring signal bandwidths of up to 80 MHz. Because tpreamp and
tpre regen scale linearly with CX , the effect of CX on F andH cancel such that v2n,in ∝ kT/CX .
As a result, increasing the ADC’s required SNDR by 6 dB requires CX to quadruple. If CX
is increased to reduce noise, ID must increase correspondingly to maintain the same speed. If
F andH are large, v2n,in ≈

2γkT
CXF

. While F may not be significantly larger than 1 (especially in
modern processes with low VTH), it will be the dominant factor in setting comparator noise.
Therefore, reducing the required ADC resolution by 6 dB requires the gm of the input devices
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to quadruple. Physically, this can be accomplished using parallel input devices that can be
individually enabled, though the parasitic capacitance of the enable switches will increase CX
and degrade the comparator’s decision speed. To minimize noise, the comparator’s decision
time should be made as slow as the target ADC sampling speed will allow.

Input-referred offset Mismatch between the threshold voltage of input devices in the
differential pair and regenerative latch, as well as mismatch between the capacitive loading at
the output of the comparator, will create a systematic input-referred offset to the comparator.
In a SAR ADC using one comparator, this restricts the full-scale range of the ADC to
Vmax − 2Voffset, where Vmax is the nominal maximum input swing of the ADC. For wireless
applications where information is typically encoded in the frequency domain, this fixed offset
can be removed digitally and does not degrade the ADC’s performance other than reducing
its input swing. Comparator offset is also a strong function of the common-mode input
voltage to the comparator (VCM). If a DAC switching procedure is used that does not
maintain constant VCM , offset mitigation and calibration techniques will be required to
avoid degrading the DNL of the ADC.

Similar to DAC mismatch, comparator offset can be modeled as a zero-mean Gaussian
random variable. Threshold voltage variance will be inversely proportional to device area,
just as capacitor variance will be inversely proportional to capacitance. While increasing
device area decreases the likelihood that offset due to the presence of random device mis-
match will be problematic, explicit offset calibration techniques can eliminate offset without
requiring large devices that typically consume more power. From a scalability perspective,
these calibration techniques will require a fixed amount of power overhead. Careful layout
techniques will help minimize the amount of systematic offset in a comparator, but the rel-
atively small size of devices used in comparators can introduce a large degree of random
mismatch that must be calibrated.

Kickback noise Kickback noise is introduced when the large output swing of the compara-
tor capacitively couples onto the comparator’s input through the gate to drain capacitance
(CGD) of the input devices in the differential pair. For any comparator topology in which
one side of the differential pair output is pulled high and the other is pulled low, kickback
noise will be signal dependent and should be minimized for high-resolution ADC operation.
This is true of the strong-arm latch shown in Fig. 3.10. As a result, the magnitude of
kickback noise will depend on both the swing at internal nodes of the comparator, dictated
by its topology, and the ratio between the CGD of the comparator’s input devices, which are
typically made large to reduce thermal noise, and the capacitive load of the DAC. Generally
speaking, kickback noise can be modeled as:

∆Vkickback =
CGD

CGD + CDAC
∆Vswing

From a noise scaling perspective, this would indicate that to reduce the relative contribution
of kickback noise, the fraction CGD

CGD+CDAC
must scale by a factor of 2 for every 6 dB change

in ADC resolution. However, both CDAC and CGD (directly proportional to the size of
the comparator’s input devices) can be scaled by a factor of 4 per 6 dB change in ADC
resolution. This means if kickback noise is significant, its relative contribution to the total
noise of the ADC cannot be made scalable unless CGD and CDAC scale differently. Therefore,
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it is important to select a comparator topology that minimizes ∆Vswing.
If thermal noise from the comparator is significant, a preamplifier consuming static

power can limit ∆Vswing. Alternatively, comparator topologies using a dynamic preamplifier
with a consistent rail-to-rail output swing may be added to reduce the impact of kickback
noise. As discussed in [76], additional kickback reduction techniques include sampling the
input voltage to the comparator through a set of switches that provide an additional degree
of isolation from the large output swing of the comparator, or architectural modifications
designed to cancel the kickback effect.

Metastability Because the comparator’s gain and decision time are finite, there exists a
nonzero probability that the input signal will be too small for the comparator decision to
resolve fully within the target clock period. To achieve high gain, the comparator relies on
positive feedback to rapidly amplify its differential input to full scale. The minimum tolerable
comparator input voltage is a function of the preamplifier gain, Apreamp; the regeneration
time constant of the latch, dictated by the effective −1/gm resistance of the cross-coupled
inverters and the capacitive load it must drive (CO in Fig. 3.10); and the maximum allowable
comparator decision time, tcomp. The minimum non-metastable input voltage Vmin is simply
the desired full-scale output of VDD divided by the overall comparator gain:

Vmin =
VDD

Apreamp exp
(
tcompgm
CO

)
The likelihood of comparator metastability is then given by P (Vin,comp < Vmin). Degradation
in ADC performance due to metastability can be characterized as a signal to metastability
ratio (SMR) that relates the signal power to the size of the metastability window set by
Vmin [77,78]. Assuming a fixedN -bit ADC conversion time of tconv, the SMR of a synchronous
ADC can be expressed as [78]:

SMR =
1

ln(10)

tconvgm
CO

+ 10 log10

(
2

3

1

1− 2−N

)
The above expression assumes the comparator input voltage (Vin,comp) is uniformly

distributed across the full-scale input range of the ADC, and assumes that most of the
comparator gain is obtained through the latch. As discussed in [78], Gaussian or Laplacian
distributions are more consistent with multi-tone sinusoidal inputs similar to received wireless
signals. Assuming this distribution of input signals can degrade the SMR 18 dB further.

From a scalability perspective, relaxing the required comparator SMR by 6 dB allows
gm/CO to decrease by a factor of 4 if the ADC conversion time is fixed. To lower power
consumption, gm could be reduced using smaller devices in the latch. Practically speaking,
if the regenerative latch is already built from minimum-sized transistors, this result mostly
indicates that the likelihood of metastability reduces exponentially as the required ADC
resolution scales.

For moderate speed ADCs designed for wireless applications, packets may be re-transmitted
if metastability triggers an incorrect comparator decision that significantly degrades the res-
olution of the received packet. If packet retransmission occurs infrequently, this will not
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substantially increase the overall radio power. The ADC sample rate required for Nyquist-
rate (or near-Nyquist) wireless baseband applications is typically low enough that metasta-
bility is not a large concern. However, high-speed (GS/s) ADC designs that require high
reliability and resolution may use metastability detection circuitry to avoid using high-power
comparators with large gm to drive a particular output load capacitance, CO. Nevertheless,
this detection circuitry would contribute a fixed amount of power overhead and increase CO.

3.2.4.2 Power consumption

The overall power consumption of a comparator is largely implementation-specific. If no
active preamplifier is used, the comparator power will be predominantly dynamic, dictated
by the parasitic capacitance of devices within the comparator Ccomp, the supply voltage VDD,
the number of comparisons N and the ADC sampling frequency fs,ADC :

Pcomp = CcompV
2
DDNfs,ADC

Given that the number of comparator decisions N is typically equivalent to the number
of ADC bits (Nbits), Pcomp will reduce linearly with Nbits if Ccomp is fixed. If Ccomp is made
tunable to scale comparator noise with the required ADC resolution, Pcomp can be reduced
by roughly a factor of 4 per bit as the resolution requirements of the ADC are relaxed.
Relaxing the comparator’s noise requirement would allow the preamplifier’s input devices
and the latch devices to have a lower gm, and therefore proportionally lower comparator
power. However, the overhead of switches to enable comparator configurability can intro-
duce additional parasitics that fundamentally limit its minimum power consumption, as will
be discussed in Section 3.3.4. Moreover, some comparator non-idealities such as offset may
require additional calibration circuitry. In a resolution-scalable ADC targeting energy effi-
cient MIMO systems, the overhead power of any calibration circuitry restricts the minimum
power of the ADC, which will limit its overall power efficiency in large arrays.

3.2.5 Considerations for scalable SAR design

Major considerations in designing the capacitive DAC, digital logic, and comparator for a
resolution-scalable SAR ADC are summarized as follows:

1. Capacitive DAC: In high-resolution SAR ADCs, a large DAC capacitance (CDAC)
is required to minimize sampling noise and nonlinearity induced by DAC component
mismatch. However, CDAC is directly proportional to the converter’s power consump-
tion, resulting in a direct tradeoff between DAC resolution and power. Overall, CDAC
can be reduced by a factor of four when the ADC resolution requirements are relaxed
by a single bit. To keep sampling switch distortion and settling time errors low when
CDAC is large, however, the DAC must use small switch resistances (large switch sizes)
that may increase the overhead power of the DAC (e.g. via leakage current). This may
degrade the converter’s efficiency for low-resolution operation.

2. Digital logic: The number of conversion bits in the digital logic can be reduced
when a higher degree of quantization noise is tolerable. However, the power consumed
by the digital logic will not scale exponentially with the number of ADC bits, which
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fundamentally limits the low-resolution FoM of a scalable ADC. The logic power con-
sumption must therefore be minimized to improve the low-resolution efficiency of the
converter.

3. Comparator: High-resolution ADCs require low input-referred comparator noise,
which typically requires large input devices or large parasitic capacitances to reduce
the comparator’s noise bandwidth. In turn, low-noise comparators often consume more
power. To trade switching energy for noise, the size of the input devices can be tuned or
the internal capacitances within the comparator can be scaled. Additional comparator
non-idealities include offset, kickback noise, and metastability. While metastability
may scale with device sizing, offset must typically be improved via calibration and
kickback noise should be reduced using the comparator topology. Alternatively, the
comparator can be biased to reduce the overdrive voltage of the input pair, which
trades reduced noise for slower conversion speed, but does not significantly impact
dynamic power consumption.

The next sections describe a 65nm CMOS implementation of a resolution-scalable SAR
ADC. This implementation includes a scalable DAC capacitance of 250 fF to 1 pF, 6-11
conversion bits, 8 unit comparators that can be individually enabled and disabled to tune
noise and offset, and low-power single-sided DAC switching procedure that facilitates tuning
the comparator common-mode input voltage.

3.3 Prototype implementation
A prototype converter was designed to examine the feasibility of building a resolution- and
power-scalable ADC suited to massive MIMO applications. Due to the noise averaging
properties of the array, the maximum resolution of the converter could be restricted to 9
effective bits. Additionally, a moderate sampling rate of 80 MS/s is sufficient to support
baseband signal bandwidths of 10-20 MHz with a slight degree of oversampling to relax
the anti-aliasing filter requirements of the receiver. Figure 3.11 illustrates the full scalable
receiver system [1], with the configurable mixer-first receiver and the configurable ADC
from this work. The next chapter will discuss mixer-first receiver topologies in further
detail. Resolution configurability is implemented using a capacitive SAR ADC with scalable
DAC capacitance, comparator size, and number of conversion bits as shown in Fig. 3.12.
A programmable single-sided DAC switching procedure is used to control the bias voltage
of the comparator to regulate its offset and noise. This section reviews the design of four
main components of the ADC — the capacitive DAC, digital logic, comparator, and DAC
switching procedure.

3.3.1 Comparator bias tuning and DAC switching

Because the input-referred comparator noise and offset depends on the comparator’s common-
mode input voltage (VCM), tuning this bias point provides one mechanism for configuring
comparator performance. To adjust VCM , a single-sided DAC switching procedure is used
in which the digital logic applies the differential comparator result to a new bit of the DAC
during each SAR conversion step. This enables VCM tuning by ensuring that only one side
of the differential DAC array switches at a time, as shown in Fig. 3.13. Using this approach,
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Figure 3.11. Diagram of prototype receiver + ADC, as presented in [1].
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Figure 3.13. Illustration of programmable DAC switching procedure designed to set the
comparator bias point.

the initial voltage applied to the bottom plates of capacitors in the DAC array dictates the
final VCM . For instance, if the bottom plates are all initialized to VSS, one of the two bottom-
plate voltages will rise to VDD as the successive approximation algorithm proceeds, creating
a positive voltage jump that shifts VCM upwards. The high VCM is suitable for high-speed
yet high-noise ADC operation. To minimize noise, the DAC bottom plates can be initial-
ized to VDD in order to lower the final VCM . This is only an option when timing margin
is available, so VCM should be set as low as possible to minimize noise while meeting the
overall conversion speed requirements for a given technology. The initial DAC bottom-plate
voltages can be modified as needed to generate a mid-range VCM .

Because only one side of the differential DAC switches during each conversion step,
this switching scheme is also highly energy-efficient. The work in [71] introduced the mono-
tonically decreasing VCM switching procedure as a means of reducing DAC switching en-
ergy. Figure 3.14 compares the switching energy of the DAC using a conventional fixed-VCM
technique to the switching energy of the tunable-VCM technique. The switching energy is
output code-dependent because the DAC bottom-plate switching sequence determines the
total charge consumed by the DAC. Similarly, as the DAC reset code is tuned to vary VCM ,
the average switching energy varies by 16% but enables more than a 3x reduction in DAC
switching energy overall. This is lower than the 5x improvement reported in [71] because
the DAC prototype incorporates a large parasitic capacitance in parallel with the switching
DAC capacitance to restrict the full-scale input range of the ADC. Because the radio receiver
driving the ADC input does not have a rail-to-rail output swing, the parasitic capacitance
attenuates the DAC voltage change when the bottom-plate voltage swings by VDD. This
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Figure 3.14. Simulated DAC switching energy for programmable switching procedure.

allows the full-scale input range of the ADC to align with the full-scale output swing of the
receiver while obviating the need for an additional mid-rail reference voltage.

One key disadvantage of the tunable VCM switching procedure is the dependence of
comparator offset on VCM . When the common-mode input to the comparator changes at
each ADC conversion step, fluctuation in comparator offset can translate to missing codes
within the ADC, particularly near MSB transitions. As a result, the comparator offset
must be designed to have a low sensitivity to VCM . In this prototype, redundancy in the
comparator design is used to greatly reduce VCM sensitivity; more details are provided in
Section 3.3.4.

Previous implementations of single-sided DAC switching schemes use a monotonically
decreasing configuration in which VCM approaches ground at each conversion step [71, 79].
Because many stand-alone ADCs are designed to support a rail-to-rail input swing, this low-
ers VCM to VSS in the final iterations of the SAR algorithm. To prevent biasing the compara-
tor’s input devices in the subthreshold regime as the algorithm progresses, a PMOS-input
comparator is typically used. However, this causes the overdrive voltage of the input devices
to increase as the algorithm progresses, which raises the input-referred comparator noise and
offset when the comparator input is small. Because the VCM is programmable in this imple-
mentation, an NMOS-input comparator can be used without sacrificing speed. Moreover,
the large parasitic capacitance used to restrict the input range of the ADC similarly limits
the VCM swing of the DAC, making it possible to use an NMOS-input comparator with the
monotonically decreasing switching procedure.

3.3.2 Capacitive DAC

3.3.2.1 Design

To trade sampling noise and distortion for power consumption, the total DAC capacitance
can be scaled with the number of conversion bits. As the analysis in Section 3.2.2 demon-
strates, relaxing the resolution requirements on the ADC by a single bit allows the DAC
capacitance to be cut by a factor of 4. This increases the variance of sampled thermal noise
by the allowable 6 dB and keeps the worst-case DNL standard deviation (σDNL) constant.
Reducing the DAC capacitance by a factor of 4 for a single bit reduction in ADC resolution
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would require eliminating the two MSB capacitors and introducing a new least significant
bit (LSB) capacitor with half the size of the previous one. This increases the unit element
mismatch, but also requires fewer switched elements, keeping σDNL constant. However, in-
troducing a new LSB capacitance each time the ADC resolution changes presents practical
layout challenges because the DAC should be constructed from uniform unit capacitors to
maintain a high degree of matching. To simplify the physical implementation of the DAC, it
is constructed as four identical 9-bit, 250 fF (single-ended) sub-DACs, as shown in Fig. 3.15.
The sub-DAC technique sacrifices the power savings in favor of implementation simplicity.

While using four sub-DACs enables only two bits of DAC capacitance scaling, the low-
power DAC switching procedure ensures that capacitive DAC switching is not the dominant
source of power consumption in this ADC. While a wider scaling range could have been
implemented by disabling the most significant bit (MSB) capacitances to reduce the total
DAC capacitance as in [60] and [64], the sub-DAC approach was used to minimize overhead
power by eliminating the need for changes to the SAR conversion logic and digital baseband
circuitry.

The 250 fF sub-DAC capacitance is approximately equally divided between actively
switched capacitance and parasitic capacitance used to reduce the full-scale input range of
the ADC. As discussed previously, including a large parasitic capacitance allows the DAC
to use a reference voltage of VDD, and limits the full-scale input range of the ADC to the
linear output range of the RF receiver. Each DAC contains a fixed-size sampling switch,
allowing the total switch resistance to scale with the number of unit DAC cells. The supply
switches are implemented as inverters sized to drive the corresponding DAC capacitances. To
reduce mismatch effects, the three MSBs of the capacitive DAC are thermometer-encoded,
as illustrated in Fig. 3.15. This limits the worst-case σDNL by preventing the DAC from
switching between a large number of unique unit cells as the SAR switching procedure
progresses. The power overhead of the binary-to-thermometer encoder is kept low by using
only three thermometer-encoded MSBs. Due to the sub-DAC capacitance scaling method,
the three MSBs are thermometer-encoded even in the low-power 9-bit DAC setting.

Physically, each sub-DAC is constructed as an array of identical 250 aF (125 aF switched
and 125 aF parasitic to AC ground) unit capacitors built in the top metal layers. Control
signals are routed along the bottom of each unit cell, with ground shields surrounding the
capacitor plates to minimize any possible coupling from the control traces to the DAC (as
shown in Fig. 3.16). A common centroid layout is used to minimize the effects of systematic
mismatch in the DAC. Four unit cells per sub-DAC can be controlled independently, allowing
the three LSBs that are not contained within a single sub-DAC to be placed in a common
centroid fashion as shown in Fig. 3.17.

3.3.2.2 Expected performance

The major sources of resolution degradation caused by the DAC are DNL and INL due to
unit capacitor mismatch, sampled thermal noise, and sampling switch nonlinearity. The
unit capacitance chosen for this DAC is 125 aF (250 aF total, incorporating parasitics to
ground). In this process technology, the standard deviation of capacitor mismatch (esti-
mated via Monte Carlo simulations of the provided metal-oxide-metal (MOM) capacitor
cells), σu, can be estimated as 1

230
√
C

, where C is the unit cell capacitance in femtofarads.
For this design, σu = 0.0126. Because the DNL variance scales directly with the number of
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Figure 3.15. Schematic of DAC diagram.

Figure 3.16. Diagram of DAC unit cell layout.

Figure 3.17. Diagram of common centroid DAC unit cell layout. The three unit cells in each
sub-DAC are connected to bits 2-0 or dummy cells to maintain common centroid placement.
The 32 thermometer cells for each thermometer bit are grouped in each row, and then
switched in an order that also maintains a common centroid layout.
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Figure 3.18. Simulated DAC power consumption breakdown in maximum-sized 2 pF (left)
and minimum-sized 500 fF (right) settings.

switched unit elements, the expected σDNL of this design with 7 binary bits (Nbin) and 3
thermometer-encoded bits is given by σu

√
2Nbin+1 − 1 = 0.20 LSBs. The thermometer en-

coding does not improve the converter’s integral nonlinearity (INL); its standard deviation
(σINL) is given by σu

√
2Nbits−2 = 0.20 LSBs (Nbits is the number of total ADC bits). Over-

all, the mismatch performance should be sufficient to support the target 9 effective bits of
resolution in the highest-resolution configuration. With a 1.2 V differential input amplitude,
the thermal sampling noise-limited SNR of the converter is restricted to 73 dB, guaranteeing
that sampling noise is not a significant concern for this DAC implementation.

While the resolution of the DAC is largely dictated by the total capacitance, which sets
the unit element mismatch and sampling noise, the power consumption of the DAC is not
entirely scalable. In addition to DAC switching energy, the total DAC power consumption
will include the power consumption of the binary-to-thermometer encoder, enable logic,
and the energy needed to drive the DAC switches. Because the on resistance of the switches
must be sufficiently low to support the conversion speed of the ADC, they will also introduce
leakage current that contributes to the static power consumption of the converter. Figure
3.18 summarizes the simulated breakdown of DAC power consumption. Overall, the expected
power consumption of the DAC is 64 µW in the 9-bit setting and 127 µW in the 11-bit setting,
but only 22% and 44% of this power (respectively) can be attributed to DAC switching
energy. This indicates that the DAC consumes a fixed amount of overhead power that will
restrict the efficiency of the ADC in low resolution configurations.

3.3.2.3 Scalability impact

The sub-DAC structure fundamentally limits the scalability of the DAC switching energy in
low resolution configurations, which reduces the efficiency of the ADC by contributing a fixed
amount of overhead power. However, as seen in Fig. 3.18, DAC components with scalable
power consumption account for less than half of the total DAC power in the minimum-
resolution (9-bit) DAC configuration. Most power is consumed by the binary-to-thermometer
encoder and leakage current. Figure 3.18 demonstrates that in this low resolution setting,
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Figure 3.19. Schematic diagram of ADC logic and timing diagram of 11-bit logic operation.

the scalable DAC topology consumes 244% more power than a stand-alone 9-bit DAC that
only consumes DAC switching power, peripheral power within the sub-DAC, and leakage
scaled to the size of the DAC. Realistically, relaxed timing margin in a lower resolution
ADC would enable using smaller DAC drivers with even lower leakage power. This overhead
power penalty has a more significant impact on ADC efficiency in the lowest-resolution (6-
bit) operating mode, considering that this particular DAC implementation scales down to
only 9 physical bits from the maximum 11-bit setting.

3.3.3 Logic

3.3.3.1 Design

The logic must support a programmable DAC switching procedure while tuning the con-
verter’s resolution from 6 to 11 bits. Functionally, implementing the programmable DAC
switching procedure simply requires applying the result of successive comparator decisions
to the appropriate DAC control bit. At the end of each conversion, the DAC control bits are
reset to a programmable code that configures the DAC switching procedure to set the VCM
of the comparator. To do this, the logic uses a shift register to track the current conversion
bit and a set of custom multiplexers to latch the appropriate comparator result. The num-
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Shift register:
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(24.7%)
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(to DAC):
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Output register (to baseband):
4.65 uW
(2.3%)

Figure 3.20. Power breakdown of total 11-bit logic power consumption.

ber of bits is adjusted by selecting which bit of the shift register marks the final conversion
cycle. In this final cycle, the DAC bottom-plate voltages are reset and the sampling switch
is closed until the next rising edge of the sampling clock. Figure 3.19 shows a general block
diagram of the logic implementation that includes the shift register and custom level-shifting
multiplexers that latch the comparator result and apply the required reset code. A custom
logic implementation was used to lower power consumption and area, given that logic power
scales only linearly with the number of conversion bits. Reducing logic power consumption
helps reduce the amount of overhead power that limits the efficiency of the ADC at low
resolutions.

The comparator clock is generated asynchronously by the digital logic using the circuit
shown in Fig. 3.19. Since both outputs of the comparator are initially reset low when the
comparator clock is low, the decision is complete when one of the two outputs is pulled high.
Therefore, a DONE signal can be generated by taking the XOR of both comparator outputs.
This can then be inverted to generate the comparator clock. An adjustable delay is included
in the clock generation path to incorporate margin for the logic delay and DAC settling time.

Because the comparator and DAC operate on the analog supply while the digital base-
band circuitry operates on the lower digital supply, the logic also requires level shifters to
translate between the two voltage levels. Figure 3.19 shows the schematic-level implemen-
tation of the output latch cell that incorporates level shifting. The four control signals from
the custom shift register cells are used to select between the programmable initial voltage
(INIT), comparator output (COMP), or to latch the previous decision. This 18-transistor
cell replaces a full flip-flop with programmable reset capabilities and a level shifter, which
would typically require 31 and 17 transistors, respectively. Overall, in the 65nm process the
custom block consumes a 6.8 µm2 area relative to the 22.9 µm2 that a standard cell flip-flop
and level shifter would require. The shift register cell also shown in Fig. 3.19 contains 14
transistors and consumes an area of 5.31 µm2, relative to the 27-transistor standard cell
flip-flop with reset that requires 7.92 µm2 area.
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Figure 3.21. Comparison of power consumption for configurable (blue) and fixed (red) digital
logic implementations.

3.3.3.2 Expected performance

Figure 3.19 shows the timing diagram of main control signals in the digital logic. The ADC
conversion speed is limited by the 146 ps delay (characterized via post-layout simulation)
from the rising edge of the comparator output to the transition of the appropriate DAC
control signal. Overall, the logic consumes 205 µW of power when operating with an 80
MS/s sampling clock under typical operating conditions. The simulated power breakdown
at full-scale operation is shown in Fig. 3.20. Almost half (43.5%) of the digital logic power
consumption is attributed to comparator clock generation and driving the requisite logic
blocks with this clock. Because the switching frequency of the comparator clock for an N
bit, 80 MS/s ADC is N · 80 MHz, any node driven by the clock or comparator draws a large
amount of dynamic power. For instance, most power consumed by the output latch cells
generating the DAC control signals is due to the comparator output buffer driving the input
to all of the latch cells.

3.3.3.3 Scalability impact

Figure 3.21 compares the simulated power drawn by a fixed-resolution logic scheme to the
proposed scalable-resolution logic. Relative to a fixed-resolution logic implementation con-
taining only the required number of output latch and shift register cells, the configurable
topology slightly increases the parasitic capacitive loading, which translates to higher power
consumption. The results in Fig.3.21 are obtained by scaling the simulated schematic-level
power consumption by a factor of 1.5 to match the total power consumption obtained via
post-layout extraction simulation. As expected, the power overhead of the configurable logic
has the largest impact when the number of conversion bits is small. In the highest-resolution
setting, the power overhead is negligible. Because the power consumption breakdown in Fig.
3.20 indicates that a significant fraction of the total power is consumed by clock genera-
tion, any unnecessary loading on the comparator clock introduced by unused cells should be
minimized. Nevertheless, the power penalty introduced by implementing resolution-scalable
logic using this topology is consistently under 20%.
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3.3.4 Comparator

3.3.4.1 Design

The comparator must be able to trade power consumption for input-referred noise and
offset. Moreover, to support a low-power DAC switching procedure that varies the common-
mode input voltage (VCM) to the comparator at each conversion step, its offset must remain
constant across VCM to avoid significantly degrading the resolution of the ADC. In this
implementation, eight identical comparators that can be individually enabled or disabled are
placed in parallel. Noise can be reduced by increasing the number of parallel comparators,
and offset can be calibrated by selecting combinations of comparator unit cells whose VCM
dependencies cancel. The power consumption of the comparator will be dictated by the
number of comparator unit cells and the switching energy of each cell, with some additional
overhead power due to the configuration logic and switches.

Typically, comparator offset is eliminated at a fixed VCM by tuning output capacitance
or injecting a fixed offset cancellation current at the input of the comparator, but these
techniques will not mitigate the comparator’s sensitivity to VCM . Prior SAR ADCs with
monotonic switching procedures have introduced an analog bias voltage to the comparator’s
tail current to limit the differential input pair’s sensitivity to VCM [71], or utilized sepa-
rate comparators with independently-tuned offsets at each comparison [79]. To minimize
system-level design complexity and reduce overhead power consumption, however, any cal-
ibration techniques should be simple to implement and avoid consuming static power. The
VCM sensitivity reduction approach in [71] requires a bias voltage generator and limits the
comparator’s decision speed by reducing the bias current. Moreover, it requires the tail cur-
rent source transistor to have a high output resistance which is difficult to realize in deeply
scaled process technologies. While the latter tuned-comparator approach enables good per-
formance and greatly simplifies the converter’s logic implementation, it requires extensive
calibration overhead. To minimize VCM sensitivity using the unit cell technique incorpo-
rated in this design, individual comparator VCM characteristics can be measured a single
time using the variable VCM switching procedure. These eight measurements can be used
to determine which combination of unit comparators minimizes VCM dependence. Figure
3.25 illustrates how individual unit comparators could be chosen in a hypothetical example
with four parallel comparators. Further analysis of the eight comparator case is presented in
Section 3.4.3.3. While the VCM dependence of the lowest-noise comparator setting with all
unit cells enabled cannot be tuned, any comparator setting with k enabled cells of n total
will have

(
n
k

)
possible VCM dependencies to choose from.

Each sub-comparator is a double-tail comparator based off the topology in [80], shown
in Fig. 3.22(a), which contains a preamplifier to reduce noise and prevent signal-dependent
kickback onto the DAC capacitor. To allow unit cells to be individually enabled, switches are
placed at the output of both the preamplifier and the final comparator stage, and a NAND
gate is used to disable the clock input. Because the output of the first stage controls the
second-stage reset transistors, only a single clock phase is required. As shown in Fig. 3.22(b),
when the clock (Φ) is low, the bias current in the input differential pair is disabled and nodes
VA and VB are pulled high by the two PMOS reset transistors in the first stage. This closes the
NMOS reset switches in the second stage so that both output nodes are pulled low. When Φ
goes high, the reset transistors in the first stage turn off and the differential input pair in the
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Figure 3.22. Operation of scalable double-tail comparator cell.

preamplifier pulls charge from the parasitic capacitance at VA and VB. The voltage at these
nodes falls linearly according to the relationship V = I

C
t, with a differential output voltage

(VA − VB) proportional to the differential input voltage (vid) if the transconductance (gm)
of the input devices are approximately constant in this preamplification phase. As VA and
VB fall, the NMOS reset transistors in the second stage turn off while the pseudo-differential
PMOS input devices turn on, generating a new differential current set by VA and VB. When
this differential current is sufficiently large, positive feedback in the cross-coupled inverter
latch of the second stage will amplify this current and store the comparator decision.

To ensure uniform layout and minimize systematic mismatch, all devices within the
comparator are constructed as multiples of a uniform unit finger of fixed length and width.
To reduce noise as described in [75], the comparator was sized to minimize the overdrive
voltage of the preamplifier’s differential input stage. As a result, the NMOS input pair
devices have the largest effective width, while the bias device is relatively small. The PMOS
reset devices in the first stage and NMOS reset devices in the second stage consist of a single
unit finger in order to reduce the unit comparator cell’s power consumption by lowering its
parasitic capacitance. However, the output enable switches introduce additional parasitic
capacitance that translates into a fixed amount of overhead power consumption.

3.3.4.2 Expected performance

Figure 3.23 shows the simulated noise, energy per conversion, and decision speed of the
comparator as a function of common-mode input voltage (VCM) and number of enabled unit
cells. The input-referred offset characteristics of a single comparator unit cell, obtained via
Monte Carlo simulations, are shown in Fig. 3.24. All simulations were performed on a post-
layout extraction netlist. Because the large, fixed capacitive load of the enable switches limits
the effective noise bandwidth of the unit comparator cell, the input-referred comparator noise
scales by much less than a factor of

√
2 when the number of unit comparator cells grows from 1
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Figure 3.23. Simulated comparator noise, energy per conversion, and speed vs. common-
mode input voltage (VCM).

Figure 3.24. Simulated comparator offset characteristics vs. common-mode input voltage
(VCM). Monte Carlo simulations of comparator offset (L) were used to estimate offset VCM
sensitivity standard deviation (center) and offset standard deviation (right).
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Figure 3.25. Theoretical example of how to choose unit comparator elements to cancel offset
dependence on VCM . From the measured offset characteristics that vary due to random fluc-
tuation (left), the comparator can be configured to utilize either the most VCM -independent
cell (center), or subsets of cells whose VCM dependencies cancel (right). While a 4-element
example is shown, the prototype includes 8 parallel comparators.
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to 2. The non-scalable load of the enable switches also causes the single-element comparator
to consume more than half of the two-element comparator’s energy per conversion. This
illustrates the limitations of the configurable comparator’s efficiency relative to a minimum-
sized comparator optimized for use in a low-power, low-resolution ADC.

While the parasitic overhead of the enable switches limits the comparator’s scalability,
VCM tuning provides an alternative means of modifying the comparator’s input-referred noise
and offset. The reduction in noise with VCM is expected, because lowering the input voltage
reduces the overdrive voltage on the input stage. In turn, this reduces the speed of the
decision, which limits the effective noise bandwidth of the comparator to reduce the total
integrated noise per decision at the expense of speed. As shown in Fig. 3.23, however, less
than a 50% increase in decision time can lower input-referred noise by a factor of over 2-3x.
Similarly, the variance of comparator offset and offset sensitivity to VCM can be lowered
by nearly a factor of 4. Because the comparator’s energy per conversion is largely dictated
by the total parasitic capacitance of the comparator and its supply voltage, it is mostly
independent of VCM . The slight increase in energy consumption at low VCM is caused by
crowbar current due to the slower comparator decision time. To minimize noise, VCM should
therefore be as low as the target conversion speed can allow. Having the flexibility to tune
VCM allows the comparator performance to be optimized to account for process technology
variability.

3.3.4.3 Scalability impact

Figure 3.26 compares the schematic-level design and layout of a scalable and stand-alone
comparator. The area overhead of the NOR gate and output switches causes a 220% area
increase relative to the size of a single fixed-performance comparator, partly due to the
increased width of the overhead components. This increases the internal parasitics of the
comparator unit cells, which slows the comparator’s decision time and increases the power
consumption of a unit comparator cell but also lowers the noise of a minimum-sized com-
parator.

Figure 3.27 demonstrates that the parasitics introduced by the sampling switches have
a fairly significant impact on the comparator’s power consumption, speed, and input-referred
noise. The total power consumption of the comparator operating at 240 MHz (equivalent
of 6-bit conversion for a 40 MS/s ADC) shows that the configurable topology exhibits a
substantial 5x power overhead in the minimum-size configuration, which decreases to 2x
in the maximum-sized comparator setting. As shown in Fig. 3.27, this increased power
is coupled with a longer decision time due to the large parasitics of the configurable unit
cell. This increase in decision time translates to a smaller comparator noise bandwidth that
reduces the total integrated noise, as also illustrated in the figure. While this is beneficial
for high-resolution designs that are limited by comparator noise, the power overhead of the
scalable comparator will degrade the efficiency of the ADC in low-power settings. Figure
3.27 also contrasts the comparator figure of merit (FoM) calculated as (Pcomp ·tcomp ·v2n,comp)−1
achieved by the two designs. Overall, the configurable design’s 65-35% reduction in noise is
insufficient to compensate for its significant increase in power consumption and reduction in
speed, leading to a less efficient design overall in order to afford configurability.
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Figure 3.28. Scalable ADC layout.

3.3.5 Top-level design

A prototype of this scalable converter topology was implemented in a 65nm CMOS process.
The layout of a single converter is shown in Fig. 3.28; it fits in a compact 70 µm by 55 µm
area. The four sub-DAC arrays are located at the top of the converter, and the two halves
of the differential DAC are located at the left and right hand side of the layout. Sampling
switches, DAC buffer drivers, and enable logic are all located at the base of the DAC array,
and a single binary-to-thermometer encoder is included in each DAC half. Immediately
underneath the DAC driver logic is the reconfigurable comparator; this placement ensures
that the comparator remains close to the DAC. A ground shield is placed along the route
from the top plate of the DAC to the comparator input to mitigate coupling of control signals
to the comparator input. The digital logic, which operates off of the comparator result, is
immediately underneath the comparator. A bank of eleven output registers to store the
ADC result is located to the right of the ADC’s control logic to interface with the digital
baseband circuitry.

Figure 3.30 shows a die micrograph of the chip containing the ADC prototype. The
ADC was integrated with a scalable radio transceiver, on-chip supply regulation, and digital
test infrastructure developed by other team members [1]. The majority of the chip area is
dedicated to these additional blocks; particularly, the digital baseband processing circuitry
and the large baseband capacitance shared between the receiver and transmitter. Two
converters — one for the in-phase (I) and one for the quadrature (Q) path of the receiver —
are contained on the die.

Fig. 3.29 illustrates how the ADC interfaces with the receiver (in blue) and digital
infrastructure (in black). A set of on-chip switches enables the ADC input to be taken either
directly from the output of the RF receiver or fed from an external source to characterize
the stand-alone performance of the ADC. An optional inverter-based buffer can also be used
to drive the ADC input at high frequencies when the capacitive load of the converter is too
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Figure 3.29. Diagram of major blocks (RF receiver, shown in blue, and digital, shown in
black) interacting with ADC, and test enable switches.

Figure 3.30. 65nm CMOS Die micrograph.

large for the amplifier at the receiver output to drive directly. The output of the ADC is fed
to digital baseband processing circuitry that includes an integrated memory bank for ADC
characterization, which is read out using a scan chain interface.

3.4 Measurement results
This section describes measurements of a 65nm CMOS prototype of the resolution- and
power-configurable ADC. After describing the measurement setup in Section 3.4.1, Section
3.4.2 discusses the achievable resolution and power scaling range of the ADC operating as
both a conventional Nyquist-rate 40 MS/s ADC and a 4x oversampled ADC integrated with
a radio receiver. In the latter application, the oversampling rate of the ADC relaxes the anti-
aliasing filter requirements of the receiver front-end. After reviewing the converter’s general
capabilities, Section 3.4.3 explores how each of the four tunability mechanisms implemented
affect the converter’s achievable resolution and power consumption. Building on these details,
Section 3.4.5 concludes by using a combination of prototype measurements and post-layout
extraction simulations to identify the main sources of power consumption and resolution
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Figure 3.31. Interface between analog test pin, radio receiver, and ADC.

degradation for this converter. These details are used to summarize the limitations of this
scalable ADC topology.

3.4.1 Measurement setup

To characterize the stand-alone ADC performance (independent of the receiver front-end),
an off-chip test signal can be provided to the ADC through the analog test pin. Figure
3.31 shows the on-chip interface between the analog test pin, RF receiver output, and ADC.
Because the analog test pin is also used to measure the receiver output, switches are used
to configure the pin as either an input or an output. An inverter-based buffer with a gain of
nearly unity is included in the prototype as a means of driving the large input capacitance of
the ADC at high frequencies. This buffer can be disabled, however, using additional switches
to disconnect the buffer’s power supply and bypass its feedback resistors.

For stand-alone ADC testing, the receiver measurement output buffer was disabled
and switches along the path from the analog test pin to the ADC input were closed. The
external input buffer was also disabled, as it contributed additional noise and nonlinearity
to the test signal without significantly improving the bandwidth of the converter’s input
sampling network. Switches along the path from the receiver output to the ADC input were
left open, and the receiver output buffer was also disabled to ensure that only the externally
applied test signal was measured. To measure the combined performance of the receiver and
ADC, all switches along the path from the analog test pin to the ADC were left open while
the switches along the receiver path were all enabled. The receiver output buffer was also
disabled, as the final amplifier in the receiver had sufficient strength to drive the capacitive
load of the converter.

Figure 3.32 illustrates how the test chip interfaces with external components for mea-
surements. To characterize the overall performance of the ADC, a differential sine wave with
a fixed common-mode offset was supplied to the analog test pin. This signal was created
using a dual-output waveform generator with programmable common-mode voltage, ampli-
tude, and phase offset. An on-chip frequency divider was used to generate the approximately
40 MHz and 80 MHz ADC sampling clocks from 160 MHz or 320 MHz digital clock signals,
respectively. The exact sampling frequency of the converter was chosen to eliminate spectral
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Figure 3.32. ADC test configuration.

leakage in the FFT used to measure the converter’s resolution.
The ADC is powered by on-chip LDOs that use an externally supplied reference voltage.

This reference voltage is generated using discrete LDOs on the test PCB that regulate the
output of a benchtop power supply, as shown in Fig. 3.32. Because the current draw of
the analog and digital supplies of the test chip are not measured independently, and the
analog and digital supplies of the ADC are shared with other blocks on the chip, the total
power consumption of the ADC is measured by taking the difference of total chip-level power
when the ADC is enabled and disabled. When the ADC is disabled, it no longer consumes
dynamic power; however, the static power consumption due to leakage cannot be isolated.
Measurement results suggest that the majority of power consumption is dynamic, particularly
at operating speeds of 40-80 MS/s, and the measured power numbers are consistent with
post-layout extraction simulation results.

3.4.2 Overall scalability

Figure 3.35 shows the best-achievable SNR, SNDR, and Walden figure of merit (FoM) achiev-
able by the converter for a particular power range. For these measurements, the converter
was configured as a 40 MS/s Nyquist-rate ADC. The maximum achievable SNR (obtained
by omitting the 10 largest harmonic tones from the calculated noise power) is 53.5 dB as
the comparator and DAC sizes are scaled. Significant sampling switch distortion — par-
tially a result of the series resistance added by test switches to configure the functionality of
the analog test pin — restricts the maximum achievable SNDR to 49 dB. Because none of
the power-scalable components are designed to mitigate the effects of sampling distortion,
the FoM increases for higher-power ADC configurations operating in the distortion-limited
regime. The FoM also increases for low-power ADC configurations with quantization-limited
resolution. In the quantization noise-limited regime, the fixed overhead power of the SAR
logic and the finite power scalability of the DAC and comparator severely limit the achiev-
able efficiency of the converter. The ADC’s FoM is optimized when the noise and distortion
of power-scalable design components such as the DAC and comparator dominate the total
SNDR of the converter.

To illustrate the effects of distortion and quantization noise on the achievable ADC
resolution, Fig. 3.34 compares the frequency response of the ADC in its lowest-power,
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Figure 3.33. Best achievable SNDR, SNR, and Walden Figure of Merit (FoM) as a function
of total power consumption when the ADC is configured as a 40 MS/s Nyquist-rate ADC.
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Figure 3.34. FFT of Nyquist-rate 40 MS/s ADC in highest resolution, best FoM, and lowest
power configurations.

lowest-FoM, and highest-SNR configurations. In the lowest-power setting, quantization noise
dominates and the noise spectrum is relatively flat. In the optimal FoM and highest-SNR
settings, sampling distortion introduces harmonics of the input tone that limit the spurious-
free dynamic range (SFDR) of the ADC to under 55 dB. The highest-SNR configuration uses
the largest DAC capacitance, which increases the effect of distortion due to the sampling
switch resistance and results in 52.9 dB SFDR. In the optimal (lowest) FoM setting, the
sampling distortion is comparable to the total thermal noise of the ADC, allowing for a
more efficient converter.

Alternatively, the ADC sample rate can be increased to 80 MS/s while keeping the
target bandwidth fixed to 10 MHz, providing a modest 4x oversampling ratio. When used
as an oversampled ADC, the impact of sampling distortion reduces significantly, though the
converter’s FoM increases. Figure 3.35 summarizes the best SNR, SNDR, and Walden FoM
measured for this ADC when configured as an 80 MS/s converter providing a 4x oversampling
ratio (targeting a 10 MHz signal bandwidth). These results are reported for a 2 MHz
input tone to ensure that the first four harmonics of the input tone fall into the signal
bandwidth. Because the effect of sampling distortion is lower, the maximum achievable
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Figure 3.35. Best achievable SNDR, SNR, and Walden Figure of Merit (FoM) as a function
of total power consumption when the ADC is configured as an 80 MS/s oversampling ADC
with a 10 MHz signal bandwidth (oversampling ratio of 4).

SNR and SNDR are much closer. However, because Walden FoM is inversely proportional
to the effective signal bandwidth, the 2x reduction in bandwidth and 2x power increase
does not compensate for the converter’s improvement in resolution. Despite the degradation
in stand-alone ADC performance, the system-level efficiency can be improved using this
oversampled configuration due to the relaxed performance requirements of the receiver. In
the prototype measurements, the ADCs consume only up to 28% of the total receiver power,
operating at a 250 MHz carrier frequency in the minimum-resolution configuration. At a 1.7
GHz carrier frequency in the maximum-resolution configuration, the ADCs consume only
8% of the total receiver power. Because the receiver power is significantly higher than that
of the ADC, allocating more power to the ADC to reduce the filter order of the receiver
lowers the total system power.

The reduced impact of distortion for the oversampled ADC can be seen in the frequency
response shown in Fig. 3.36. In this plot, harmonics generated by sampling distortion are
significantly smaller than those generated by operating the converter at Nyquist rate. The
SFDR of the ADC in the maximum-SNR configuration increases from 53 dB in the Nyquist-
rate case to 66 dB. Harmonics of any input signals at the edge of the signal bandwidth
can be filtered digitally, so only input frequencies below 5 MHz or 3.33 MHz will generate
second or third harmonic tones, respectively, within the 10 MHz signal bandwidth. While the
maximum achievable SNDR of the ADC improves by nearly 8 dB relative to the Nyquist-rate
sampling case, the high-resolution scalability of the converter is still limited by additional
sources of SNDR degradation such as DAC component mismatch.

Finally, to confirm that the ADC does not significantly degrade the noise performance
of the scalable mixer-first receiver, the SNDR measured by the ADC as a function of RF
input power is presented in Fig. 3.38. As illustrated in Fig. 3.37, this measurement was
performed by feeding the input signal through the receiver. The measured stand-alone
receiver noise figure (NF) in the two configurations shown is 13.6 dB (maximum size) and
19.0 dB (minimum size). For the 10 MHz signal bandwidth, this should yield 0 dB SNDR
at input powers of -90.2 and -84.8 dBm, which is consistent with the measured results. A
slight degradation in sensitivity is expected due to the fact that the NF of a mixer-first
receiver degrades at frequencies further from baseband DC (the RF carrier frequency). Due
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Figure 3.36. FFT of 4x oversampled 80 MS/s ADC in highest resolution, best FoM, and
lowest power configurations. The 10 MHz in-band region is highlighted in black.

Figure 3.37. Testing configuration for stand-alone ADC measurement (left) and combined
receiver and ADC measurement (right).

to the high receiver NF, the maximum ADC SNDR is limited to 30 dB for a full-scale input
signal. However, the noise averaging properties of large arrays will improve this resolution
by 3 log2(Nelem) dB, where Nelem is the number of elements in the array.

3.4.3 Performance across configuration schemes

This section presents the best-achievable Nyquist-rate SNR, SNDR, and FoM as a function
of each configuration setting to illustrate the impact of the four major tuning mechanisms
implemented in the prototype — DAC scaling, digital logic scaling, comparator scaling, and
switching procedure tuning.
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Figure 3.38. SNDR measured by the ADC as a function of receiver input power [1].
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Figure 3.39. SNR, SNDR, and FoM as a function of DAC size.

3.4.3.1 DAC scaling

Figure 3.39 illustrates how changing the DAC capacitance affects the SNR, SNDR, and FoM
of a 40 MS/s Nyquist-rate ADC. While increasing the DAC capacitance reduces the thermal
noise sampled onto the ADC, it also increases the impact of sampling switch distortion due to
signal-dependent switch resistance if the sampling switch size is fixed. While the size of the
DAC sampling switch within the ADC scales with DAC capacitance, the size of additional
switches in the testing path used to configure the usage of the analog test pin do not scale. As
a result, Fig. 3.39 shows that while the 2 pF DAC setting improves the maximum achievable
SNR of the ADC, the maximum SNDR drops relative to the 1 pF case due to the higher
distortion.

Because the 2 pF, 11-bit DAC is constructed from four identical 500 fF, 9-bit sub-DACs,
the DAC capacitance is also linked to the number of conversion bits. While this means that
the 2 pF DAC has lower quantization noise, the larger DAC capacitance also increases the
relative impact of DNL because it requires more unit capacitors to be switched in order to
evaluate the most significant bit (MSB) of the ADC.

At low resolutions of 37-48 dB SNDR, Fig. 3.39 illustrates that increasing the DAC
capacitance increases the total ADC power consumption but has no impact on the achievable
resolution. In these configurations, alternate sources of noise and distortion — particularly
quantization noise — dictate the resolution of the ADC. To improve power efficiency at
these low resolution levels, the DAC scaling range could be enhanced. However, in the 37
dB SNDR setting, cutting DAC capacitance by 50% from 1 pF to 0.5 pF provides only a
10% reduction in overall ADC power, from 250 µW to 225 µW. While the DAC size does not
significantly impact the low-resolution performance of the ADC, it provides an upper limit
on the ADC’s achievable SNR and SNDR due to distortion and DNL induced by unit element
mismatch. The maximum achievable SNDR could be improved by increasing the sampling
switch size to reduce the amount of sampling distortion, and by introducing redundancy or
calibration to account for DAC mismatch effects.

3.4.3.2 Logic scaling

Figure 3.40 shows the effect of scaling the number of conversion bits on the SNR, SNDR,
and FoM of a 40 MS/s Nyquist-rate ADC. In the low-resolution settings (6-7 bits), the
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Figure 3.40. SNR, SNDR, and FoM as a function of number of bits.

measured resolution predominantly aligns with the expected quantization-limited SNDR
(6.02Nbits+1.76 dB). As the number of conversion bits increases to 9 bits and above, however,
the contribution of quantization noise relative to other noise sources shrinks rapidly, and the
achievable SNR improves by only 1-2 dB per added conversion bit. Significant distortion
limits the achievable SNDR to 48 dB, causing quantization noise to provide no noticeable
improvement in SNDR at the 9-11 bit resolution level.

The optimal ADC FoM is obtained in the 9-bit ADC configuration, where quantization
noise is comparable to other sources of noise and distortion within the ADC. The worst-
case (highest) ADC FoM is measured in the 6-bit configuration due to the limited power
scalability of the digital logic and the overhead power consumption of the minimum-sized
comparator and DAC. As discussed in Section 3.2.3, the fact that logic power consumption
is a linear function of the number of conversion bits fundamentally limits the achievable
efficiency of the converter in the quantization noise-limited regime.

3.4.3.3 Comparator scaling

As shown in Fig. 3.41, the maximum SNR and SNDR of the ADC can be obtained when
only a single comparator unit cell is enabled, suggesting that thermal noise introduced by
the comparator does not have a substantial impact on ADC resolution relative to sampling
distortion and DAC mismatch. As a result, increasing the number of parallel unit compara-
tors from one to eight simply increases power consumption by 100 µW without improving
resolution. As discussed in Section 3.3.4, the parasitic capacitance and reduction in sampling
bandwidth caused by the configuration switches lowers the input-referred thermal noise of a
stand-alone comparator.

In Fig. 3.41, common-mode input voltage (VCM) variation due to the single-sided
switching procedure does not significantly limit the achievable SNDR because comparator
configurations have been chosen specifically to lower the impact of VCM -dependent compara-
tor offset. Figure 3.42 illustrates how this was accomplished by comparing the offset vs. VCM
measured for each individual sub-comparator to the offset vs. VCM achievable by averaging
the characteristics of a subset of comparators. This figure also presents the distribution of
simulated SNDRs achievable for each possible comparator combination. Results are pre-
sented for two ADCs. The average digital code measured in response to a sinusoidal input
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Figure 3.41. SNR, SNDR, and FoM as a function of number of comparators.

tone is used to characterize offset; this code is translated to a voltage using the known input
voltage range of the converter.

When k sub-comparators are used in the design, a total of
(
8
k

)
possible combinations of

sub-comparators exist, translating to
(
8
k

)
possible comparator offset vs. VCM characteristics.

For the low-power monotonic switching procedure that causes VCM to drop from 600 mV
to 350 mV, averaging can enable nearly constant offset over the relevant VCM range, as
seen in the center plot of Fig. 3.42(a). Moreover, disabling cells with a large degree of
mismatch allows smaller comparator sizes to achieve a lower offset dependence on VCM
than the fixed 8-comparator implementation. To examine how this impacts performance,
the rightmost plots in Fig. 3.42 present the cumulative distribution function (CDF) of
SNDRs obtainable when all

(
8
k

)
comparator configurations are considered, for k = 1 to 8.

To isolate the effect of comparator offset and noise on ADC performance, the SNDRs in
Fig. 3.42 were obtained via MATLAB simulation that incorporates the measured offset
vs. VCM characteristics and simulated noise vs. VCM behavior of the comparator. The
simulation models a monotonically decreasing SAR ADC switching procedure. Overall, the
CDF demonstrates that the increased number of comparator characteristics obtained by
individually selecting unit cells improves the comparator’s performance relative to a larger
stand-alone design.

If comparator offset dependence on VCM was not reduced by selecting specific unit cell
combinations, the number of unit cells could have a more significant impact on the ADC’s
achievable SNR and SNDR. The effect of VCM dependence can be emphasized further by
considering only the SNR and SNDR measured using the monotonically increasing DAC
switching procedure, which biases the comparator at a high VCM that significantly increases
its noise and offset. Figure 3.43 summarizes the effect of comparator size when only this
switching procedure is used. In this case, the number of comparators has a significant impact
on the ADC’s resolution. The single-comparator setting limits the achievable SNDR to 40
dB. The highest resolution can be reached only in the 4-comparator configuration, which
has the most constant offset as a function of bias point. This plot demonstrates that if the
switching procedure is not chosen properly, the converter’s resolution is primarily constrained
by the noise and offset variation of the comparator.
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(a) Performance comparison of comparator measured on I ADC.
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(b) Performance comparison of comparator measured on Q ADC.

Figure 3.42. Comparison of comparator offsets measured for I and Q ADCs on a sample
die (left), best-achievable offset characteristics (center) and simulated distribution of and
SNDRs obtained by averaging all possible subsets of comparators (right). Random variability
introduces different comparator offset dependencies on VCM .

Figure 3.43. SNR, SNDR, and FoM as a function of number of comparators for only the
high-VCM switching procedure.
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Figure 3.44. SNR, SNDR, and FoM for a 40 MS/s Nyquist-rate ADC as a function of
switching scheme. The “000” code corresponds to the monotonically decreasing VCM scheme,
while the “111” code corresponds to the monotonically increasing VCM scheme.

3.4.3.4 Switching procedure tunability

As seen from the measured dependence of ADC performance on the number of comparators,
the common-mode input voltage to the comparator (VCM) greatly affects its input-referred
noise and offset. Figure 3.44 shows the measured SNR, SNDR, and FoM of the ADC as
the DAC switching procedure is modified to adjust the comparator bias. As expected, the
maximum achievable resolution occurs for the switching procedure corresponding to the
lowest possible VCM . This biases the comparator at the lowest noise and offset setting
in the final iterations of the SAR algorithm, where the DAC residue is smallest. While
specific comparator configurations were chosen to minimize offset sensitivity to VCM , the
noise sensitivity still significantly reduces the achievable resolution of the ADC in the high
VCM operating mode.

To illustrate how comparator biasing influences ADC performance, Figs. 3.45 and 3.46
show the measured differential nonlinearity (DNL) and frequency response (respectively) of
the ADC as a function of switching procedure for comparator configurations with high and
low VCM sensitivity. As shown in Fig. 3.24, increasing the comparator’s VCM from 450
mV to 750 mV causes nearly a 4x increase in offset sensitivity to VCM . From Fig. 3.45,
it is clear that this sensitivity significantly degrades the converter’s DNL. Even using the
comparator with low VCM sensitivity, the ADC’s DNL increases from 2.6 LSBs using the low
VCM switching procedure to nearly 16 LSBs using the high VCM switching procedure. While
even the 2.6 LSB DNL obtained using the low VCM switching procedure is high for the 11-bit
ADC setting, it satisfies the 9 effective bit resolution range targeted by this system. Using
the most sensitive comparator, the best-achievable DNL of the ADC is only 17.9 LSBs, with
a worst-case DNL of 58 LSBs with the high VCM switching procedure. This illustrates the
importance of minimizing the sensitivity of comparator offset to VCM when a single-sided
DAC switching procedure is used.

The measured FFTs presented in Fig. 3.46 illustrate how the nonlinearity highlighted
in Fig. 3.45 impacts the resolution of the converter. When DNL is large, missing ADC
codes create discontinuities in the sampled data that generate sizeable spurs in the con-
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Figure 3.45. Measured DNL for various switching procedures. The top measurements use
a comparator with high VCM sensitivity, and the bottom measurements use a comparator
with low VCM sensitivity.

Figure 3.46. Measured FFTs for various switching procedures. The top measurements use
a comparator with high VCM sensitivity, and the bottom measurements use a comparator
with low VCM sensitivity.
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verter’s frequency response. The SFDR of the ADC using the high VCM switching procedure
and high-sensitivity comparator is limited to 38.8 dB, with an overall SNDR of 27.3 dB.
In contrast, the SFDR and SNDR of the ADC using the low VCM switching procedure and
low-sensitivity comparator are 63.8 dB and 53.9 dB, respectively. Spurs in this configuration
correspond to harmonics of the input tone, which is consistent with sampling switch dis-
tortion or DNL due to DAC mismatch. Figure 3.46 also illustrates that regardless of offset
sensitivity, raising VCM significantly increases the comparator’s input-referred noise. From
the low to high VCM switching procedure, the noise floor grows by nearly 10 dB.

While the minimum VCM switching procedure provides the lowest input-referred com-
parator noise, Fig. 3.46 shows that using the mid-range VCM switching procedure can im-
prove SNDR when the comparator’s VCM sensitivity is high. Figure 3.47 explains this by
summarizing the SNDR achievable using the two comparator configurations as a function of
switching procedure. The measurements are compared to the SNDR predicted by a MAT-
LAB model incorporating the comparator’s measured offset sensitivity to VCM and simulated
noise sensitivity to VCM . The illustration on the horizontal axis shows the progression of
VCM during the first three SAR comparisons for each switching procedure; the leftmost
scheme monotonically decreases, minimizing VCM , while the rightmost scheme monotoni-
cally increases, maximizing VCM . The SNDR of the ADC using a low-sensitivity comparator
drops with increasing VCM , suggesting that its resolution is thermal noise-limited. Using the
high-sensitivity comparator, SNDR is maximized when the switching procedure minimizes
VCM variation, suggesting that is resolution is limited by offset fluctuation.

Overall, the MATLAB model and measured results in Fig. 3.47 match closely, except in
the three lowest VCM settings where the simulated SNDR is higher than the measurements.
This shows that alternate sources of noise and distortion not captured in the simulation
— such as DAC mismatch — restrict the achievable SNDR. Therefore, while comparator
noise and offset sensitivity can significantly limit ADC performance, properly designing the
comparator and selecting an appropriate DAC switching procedure can mitigate this impact.

3.4.4 Comparison to prior work

To compare the performance of this prototype to previously published ADC designs, Fig.
3.48 [81] shows the Walden figure of merit (FoM) as a function of SNDR for both designs pub-
lished at ISSCC/VLSI through 2017 and performance-scalable ADC designs. These works
are compared against the prototype ADC configured as either an oversampled converter
(80 MS/s, 10 MHz bandwidth) or a Nyquist-rate converter (40 MS/s, 20 MHs bandwidth).
While the FoM of the ADC operating at Nyquist is better than its FoM in oversampled
mode, oversampling relaxes the receiver filter requirements to improve performance at the
system level. Figure 3.48 shows that the converter’s FoM is comparable to prior SAR ADCs
with Nyquist sampling rates above 40 MS/s. The SAR architecture provides superior (lower)
FoM than other architectures, though the peak achievable SNDR is lower than pipelined or
oversampled ∆Σ converters.

The right plot in Fig. 3.48 similarly shows that the SAR architecture affords better FoM
than other designs. While the prototype’s FoM is higher than some previously published
scalable SAR designs, the SAR ADCs with better FoM [61,63,64] operate at lower sampling
rates (≤4 MS/s) to afford improved energy efficiency. The table in Fig. 3.49 compares
the performance of the prototype to the two previously shown power-scalable SAR designs
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Figure 3.47. Measured and simulated SNDR as a function of switching procedure VCM for
high-sensitivity (blue) and low-sensitivity (green) comparator configurations.

described (note that [64] and [63] are variations of the same design). The work in [61] uses a
low-leakage process technology and low supply voltage to minimize power consumption. The
work in [64] uses a larger 90nm process technology node, which also has lower leakage. These
process nodes are suitable for low-speed ADCs, but are not suitable for higher-speed wireless
applications targeted in this work. The main degradation in achievable FoM is caused by
the overhead power consumption described in the next section. The design presented here
has no additional calibration circuitry, leading to a very small total area but also lower peak
SNDR.

3.4.5 Analysis of scalability limitations

To identify some of the limitations of developing an energy-efficient, resolution-scalable con-
verter, Fig. 3.50 compares the power and noise breakdown of the converter in the low-
power, optimal FoM, and highest-resolution configurations. This illustrates that optimal
energy efficiency is obtained when a component’s power contribution is comparable to its
noise contribution. For the prototype ADC, optimal FoM is obtained when the scalable
DAC and comparator have the largest relative noise contribution. The ADC is inefficient in
the maximum resolution setting because the comparator consumes 44.7% of the total power
but contributes only 0.5% of the noise. In the lowest power setting, the majority of the
converter’s power consumption is set by components that do not scale — the fixed overhead
power of the logic, comparator, and DAC — which also causes the converter to be inefficient.

The power breakdown from Fig. 3.50 is obtained via post-layout extraction simulations.
Both the DAC and comparator power are divided into “scalable” and “fixed” components—
the scalable portion scales exponentially with the number of bits (e.g. DAC capacitance
switching energy), and the fixed portion either does not scale (e.g. leakage power) or scales
at best linearly with the number of bits (e.g. minimum-sized comparator switching energy).
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Figure 3.48. Comparison of figure of merit (FoM) to stand-alone designs published at
ISSCC/VLSI [81] with Nyquist sampling frequency > 40 MS/s (left) and to previously
published scalable converters (right).

Figure 3.49. Comparison to previously published scalable SAR ADC designs.
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Figure 3.50. Breakdown of noise (top) and power consumption (bottom) between different
aspects of the ADC for maximum resolution, best FoM, and lowest power configuration
settings.
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The noise breakdown in Fig. 3.50 is estimated from measurements and calculations. The to-
tal noise variance is calculated from the measured SNDR. The power of the largest harmonic
tones in the FFT are used to calculate the distortion. Comparator noise is estimated via
transient noise simulations of the post-layout extracted netlist, while sampling noise vari-
ance is calculated as 4kT/CDAC . Quantization noise variance is calculated from the peak
differential input voltage vin,pk of 0.6 V and number of ADC bits Nbits as:

v2n,quant =
1
2
v2in,pk

10(6.02Nbits+1.76)/10

The remaining noise budget is allocated to differential nonlinearity (DNL) induced by
capacitor mismatch and comparator offset variation.

From Fig. 3.50, it is clear that two non-scalable components of ADC noise — DNL and
distortion — are major sources of SNDR degradation in this prototype. This fundamentally
limits the achievable efficiency of the scalable ADC by dictating its maximum resolution. In
future designs, the distortion can be reduced by lowering the sampling switch resistance or
by adding a bootstrap circuit, though these modifications will increase the ADC’s overhead
power and reduce its minimum-resolution efficiency. While the sampling switch resistance
can be scaled with the required resolution to minimize excess power consumption, the leakage
power of devices used to drive larger switches will not scale. The large fraction of distortion
due to DNL is likely due to capacitance mismatch. Redundant ADC decisions and calibration
could help lower this noise, again at the expense of additional overhead power. Moreover,
restricting the full-scale input range of the ADC using parasitic capacitance within each unit
cell worsens the unit-element mismatch by lowering the size of the switched unit-element
capacitance. Using a lower reference voltage to scale the ADC input range instead could
improve mismatch, but requires generating an additional supply voltage.

Figure 3.50 also illustrates that the switching energy of the SAR logic consumes a
substantial amount of power. To improve the converter’s efficiency in low-resolution applica-
tions, future implementations of power-scalable SAR ADCs may require a more streamlined
logic approach as presented in [79], which uses only separate comparators and delay cells.
To avoid independently tuning comparator offsets, this design could be modified to include
a single main comparator or preamplifier. Figure 3.50 also reiterates that the noise of the
minimum-sized power-scalable comparator is sufficiently low that comparator noise is never
a significant fraction of the total ADC noise. To address this issue, a stand-alone low-power
comparator could be incorporated into the design for low-resolution operation. In the DAC,
leakage current drawn by unused buffers consumes a fixed amount of power. Because the
buffers must be large enough to settle the DAC capacitance within an iteration of the SAR
algorithm, little can be done to reduce this overhead. However, redundant conversion steps
used to improve the converter’s DNL can also relax the timing requirements on the DAC
buffers, enabling the use of smaller, lower-leakage devices. Overall, many of the limitations
on power and resolution scalability highlighted in Fig. 3.50 can be addressed to improve the
efficient scaling range of the converter.

3.5 Conclusion
This work illustrates that while circuit-level design configurability can afford power savings,
the efficient tuning range is restricted by both power overhead (e.g. fixed logic power con-
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sumption) and resolution limitations (e.g. DAC mismatch requiring calibration). The ADC
will be most efficient in the operating range where thermal noise or mismatch dominates.
These are components that allow the ADC power consumption to be reduced exponen-
tially with resolution, maintaining a constant Walden FoM. In the quantization noise-limited
regime, linear power scaling of the digital logic limits the achievable resolution. As a result,
any design component which increases the power consumption of logic (e.g. level shifters to
move between digital and analog supplies) will reduce the power efficiency that the converter
can achieve. While the total DAC capacitance can nominally be reduced by a factor of two
for each bit reduction in required resolution, this only applies to the portion of power con-
sumed by switching the capacitor array. Any overhead associated with generating the DAC
control signals will either scale linearly with the number of bits (e.g. comparator result de-
coding), or remain a fixed power overhead (e.g. binary-to-thermometer encoding circuitry).
To maintain efficiency, the control logic power overhead, which scales only linearly with the
number of bits, must be minimized. This is easier to accomplish in scaled process technology
nodes.

Similar to the way in which overhead power consumption dictates the minimum power
consumption of the converter regardless of resolution, any fixed sources of noise or distortion
will limit the maximum achievable resolution of the ADC. For instance, one major source
of SNDR degradation in high to moderate speed applications is distortion due to sampling
switch nonlinearity. The size of the sampling switches should scale with the DAC capacitance
size, or include a bootstrapping circuit to maintain an input voltage-independent switch
resistance. Given that capacitor mismatch is constrained by the LSB size, a mismatch-
constrained DAC scalability technique can only cut total DAC capacitance by a factor of
two for each bit reduction in required resolution. Either the DAC should not be sized
for thermal noise limitations, or a robust calibration scheme should be in place to tolerate
this mismatch. Calibration will introduce additional power overhead that increases the
minimum power consumption of the converter. Maintaining performance efficiency over a
broad tuning range is difficult, as the additional circuitry required to increase the maximum
achievable performance introduces overhead that degrades the efficiency of the converter in
low-resolution operation.
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Chapter 4

Architecture-configurable
RF-to-digital receiver

The previous chapter explores the limitations of designing a performance-configurable
ADC for a conventional ADC-last receiver architecture. This chapter describes an alternative
digital-intensive receiver that uses a reconfigurable architecture to achieve a broader range
of performance tunability for improved power savings. Additionally, the CMOS scaling-
friendly nature of the proposed receiver can enable higher levels of design complexity for
fully integrated systems-on-a-chip. Directly digitizing the RF input signal also enables more
signal processing to be performed in the digital domain, coming closer to the software-defined
radio paradigm proposed over two decades ago [33].

As discussed in Chapter 2, a conventional radio receiver front-end includes a low-noise
amplifier (LNA), mixer, and active filtering prior to the ADC. The LNA provides impedance
matching and provides gain that relaxes the design requirements of subsequent stages in
the receiver, but is often difficult to optimize. The proposed design eliminates an explicit
LNA and active filter in favor of a hybrid successive approximation (SAR) and voltage-
controlled oscillator (VCO) based ADC that provides both high linearity and sensitivity
competitive with alternative RF-to-digital receiver designs. The receiver can be configured
in a hybrid SAR+VCO mode, a SAR-only mode, or a VCO-only mode to scale linearity
and sensitivity without the need for an explicit programmable gain amplifier or variable
attenuator. Moreover, the dynamic range is programmable in order to afford power savings
when large blockers are not present. Reconfigurable discrete-time filtering is implemented
in the SAR sampling process, eliminating the need for an active gain stage and affording a
high degree of digital filter configurability.

This chapter explores the design and implementation of this architecture-configurable
RF-to-digital receiver. To provide context, prior efforts to realize software-defined radio are
first discussed in Section 4.1. Subsequently, Section 4.2 discusses the major design consider-
ations required to implement the hybrid SAR and VCO-based ADC topology, providing an
overview of how filtering is integrated into the SAR sampling process and how the VCO is
designed to minimize input-referred noise. Subsequently, specific design details of the 16nm
CMOS prototype are provided in Section 4.3. Measurements of this prototype are presented
in Section 4.4 before Section 4.5 reviews final conclusions.
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Figure 4.1. General comparison of typical receiver architecture (top left), mixer-first receiver
architecture (top right), fully software-defined radio receiver (bottom left), and RF-to-digital
receivers (bottom right).

4.1 Prior software-defined radio work
The concept of software-defined radio, in which a high-performance ADC is used to directly
digitize the RF input signal and implement filtering and down-conversion in the digital
domain, has existed for decades [33, 34]. Figure 4.1 compares the software-defined radio
architecture against some alternative receiver designs. While the high dynamic range and
fast sampling rate required of the ADC has limited the progress made towards realizing fully
software-defined radio receivers, partially software-defined RF-to-digital receiver architec-
tures and wideband, digitally-configurable mixer-first receiver architectures have emerged to
support this vision.

This section describes some general efforts to implement direct RF-to-digital receiver
designs, as well as some of major innovations that serve as the foundation for the proposed
architecture. Section 4.1.1 in particular describes some of the receiver and ADC topologies
that can facilitate direct RF-to-digital conversion. Section 4.1.2 provides a brief overview of
the mixer-first receiver architecture, which can provide widely tunable RF performance. Fi-
nally, Section 4.1.3 describes the integrated SAR filtering approach that has been integrated
into conventional receiver designs to provide additional passive baseband filtering within an
ADC.

4.1.1 Direct RF-to-digital receiver design

Direct RF-to-digital converters can eliminate the need for conventional analog baseband
filtering to implement blocker rejection in the digital domain or directly within an ADC.
In some cases, even RF down-conversion can be integrated into the sampling process of
the ADC without the need for a separate mixer. Oversampled ADCs are typically used to
construct RF-to-digital receivers, which allows some filtering to be integrated in the loop
filter of a ∆Σ converter and further filtering to be performed in the digital post-processing
of the input signal. Alternatively, high-speed, high-resolution ADCs have emerged in recent
years that come closer to enabling software-defined radio.



CHAPTER 4. ARCHITECTURE-CONFIGURABLE RF-TO-DIGITAL RECEIVER 79

Figure 4.2. Comparison between a typical feedback-based first-order ∆Σ converter (left) and
its equivalent feed-forward implementation (right).

4.1.1.1 ∆Σ based topologies

The most common architecture for direct RF-to-digital receivers is a ∆Σ based topology. In
a conventional ∆Σ ADC, the difference between the input signal and a coarse digital approxi-
mation of the signal is fed to a (typically low-pass) loop filter, as previously shown in Fig. 3.2.
Because the quantization noise is introduced at a different location than the input signal, the
signal and noise experience different transfer functions. When a low-pass loop filter is used,
the quantization noise is pushed to higher frequencies while the signal remains unchanged
at low frequencies, improving the signal-to-quantization noise ratio (SQNR) within a small
signal bandwidth. As a result, these converters can tolerate high levels of quantization noise
(relaxing the required resolution and accuracy of the quantizer) while still achieving high
SQNR, provided the sampling rate of the ADC is high.

In a ∆Σ based wireless receiver, the RF input signal is amplified and combined with a
feedback DAC to generate the difference between the analog input and the digital approxi-
mation. Due to the oversampled nature of a ∆Σ ADC, this down-conversion can operate at
the RF carrier frequency (fLO) to integrate the feedback directly with the mixer and gener-
ate an error signal at baseband frequencies [82–84]. This front-end is typically followed by
additional integrator and feedback stages in order to construct an appropriate loop filter that
can provide both quantization noise shaping and blocker filtering. The highly oversampled
nature of the converter relaxes the filtering requirements, as blockers can be filtered digitally
provided the dynamic range of the converter is sufficiently large. In [82] and [83], passive
integrators are used to provide high linearity and dynamic range at the expense of noise
figure. Comparatively, improved noise figure is obtained in [48, 85] using active integrators
and a carefully designed loop filter that provides additional blocker filtering, at the expense
of design complexity and power consumption.

Overall, this ∆Σ based direct down-conversion technique can enable high linearity and
dynamic range. The design is typically integrated with a wideband LNA and can support a
broad range of carrier frequencies in order to easily configure the operating frequency of the
receiver. However, the implementation of this receiver architecture still relies on an ability to
design high-precision feedback DACs and an accurate integrator and summing stage, which
can make it challenging to implement in scaled process technologies.

4.1.1.2 VCO based topologies

An alternative ∆Σ converter architecture uses a voltage-controlled oscillator (VCO) based
ADC immediately after a mixer and LNA. A VCO-based ADC operates as a feed-forward
implementation of a first-order ∆Σ converter, recognizing that the feedback loop of a ∆Σ
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Figure 4.3. VCO-based ADC concept.

design can be rewritten as the equivalent feed-forward model illustrated in Fig. 4.2. To
implement this structure, a VCO translates the input voltage into a frequency, which can
then be integrated and digitized using a counter (or alternative phase quantizer), as shown
in Fig. 4.3. The counter output can be differentiated in the digital domain to complete the
feed-forward ∆Σ converter. Because this ADC topology requires only a voltage-controlled
oscillator, counter, and digital subtractor, it is highly suitable for scaled CMOS process
nodes. Prior work has demonstrated that the full receiver can be implemented in a hardware
description language, though an active LNA and mixer is still required [86].

The main limitation of the VCO-based ADC technique is the highly nonlinear voltage-
to-frequency transfer characteristic of the VCO. This makes the receiver topology suitable
for small input signals, but linearity-constrained as the input amplitude increases. Vari-
ous calibration techniques exist to correct for these nonlinearities, from digital calibration
techniques [59, 87, 88] to carefully tuning the gain control from the LNA to manage the
VCO nonlinearity [89]. Different modulation schemes can be used to relax these linearity
constraints, such as interpolating between only two VCO frequencies during operation [90].
Alternatively, VCO-based ADCs have been used as digital-intensive quantizers in more con-
ventional ∆Σ converters [91]. For wireless receiver applications, the low linearity makes it
difficult for the receiver to operate in the presence of large blockers. The natural sinc re-
sponse of the VCO-based ADC can be used to provide some inherent blocker rejection [89],
but the poor in-band linearity of this architecture may not be suitable for digital beamform-
ing applications with large in-band blockers.

4.1.1.3 High-speed ADCs

A fully digital radio baseband requires an ADC with dynamic range high enough to both
detect small signals and tolerate large blockers, and a sampling rate high enough to convert
the full RF spectrum so that down-conversion and channel selection can be performed in
the digital domain. As discussed in Chapter 2, the dynamic range requirements are dictated
by the blocker mask outlined in a particular wireless standard. After incorporating margin
for modulation schemes and estimation, an ADC of at least 60 dB dynamic range would be
desirable for software-defined radio systems. The converter must be able to maintain this
resolution even at fast sample rates. In a fully software-defined radio where down-conversion
occurs in the digital domain, the Nyquist sampling theorem requires that the ADC sample
rate must be at least twice the maximum supported RF carrier frequency. This requires
sample rates in the GS/s range to support 0-2.4 GHz wireless systems.



CHAPTER 4. ARCHITECTURE-CONFIGURABLE RF-TO-DIGITAL RECEIVER 81

Figure 4.4. Sample time-interleaved pipelined ADC architecture.

While constructing ADCs to meet the performance requirements of software-defined ra-
dio systems is difficult, advances in CMOS scaling have made it possible for time-interleaved
pipelined ADCs (illustrated in Fig. 4.4) to achieve performance suitable for these applica-
tions. As described in Section 3.1, pipelined converters can enhance the achievable speed
and resolution of an ADC by splitting the conversion into many smaller stages. Time inter-
leaving allows a high-speed converter to be constructed from many lower-speed ADCs. The
work in [45] uses a pipelined ADC architecture to achieve 56 dB SNDR at a sampling rate of
4 GS/s, while the work in [46] uses a time-interleaved pipelined-SAR design to achieve 57.3
dB SNDR at 4 GS/s. The time-interleaved pipelined design in [47] achieves 58 dB SNDR at
5 GS/s, suitable for 2.4 GHz Wi-Fi applications.

This level of performance comes with a substantial power overhead. To achieve high
performance in existing designs, calibration techniques are required correct for errors intro-
duced through time interleaving, providing improved performance at the expense of power
consumption. The ADCs in [45], [46], and [47] draw 300 mW, 513 mW, and 709 mW, re-
spectively, relative to an optimized wireless receiver that would typically consume under 100
mW. These ADCs would also require an LNA to detect RF input signals below -50 dBm,
given that the SNDR reported by those designs is characterized assuming a full-scale input
signal of over 1V (+4 dBm). As process technologies shrink further to afford faster sampling
rates and more complex calibration schemes with lower power overhead, these converters
may become increasingly suitable for wireless applications. However, existing designs are
not suitable for low-power receivers.

4.1.2 Mixer-first receiver design

The presence of a radio frequency low-noise amplifier (LNA), which is often designed care-
fully to provide impedance matching at a specific frequency, presents a challenge in making
conventional receivers suitable for wideband operation. As an alternative, mixer-first re-
ceivers [12,92] eliminate the explicit RF LNA stage by placing a passive mixer immediately
after the antenna, using a baseband amplifier in feedback as shown in Fig. 4.5 to provide
input matching, filtering, and amplification. Because the RF carrier frequency is determined
by the mixer clock frequency instead of the LNA response, this architecture can support
wideband performance. Moreover, the required low-pass response of the baseband ampli-
fier is typically easier to implement than a wideband LNA, which needs to support GHz
bandwidths.

While mixer-first receivers can achieve wideband operation using a relatively simple
architecture, design techniques must be applied to reject unwanted signals at multiples (har-
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Figure 4.5. Sample 4-phase mixer-first receiver architecture.

monics) of the LO frequency. As illustrated in Fig. 4.5, multiple copies of the receiver are
typically placed in parallel and driven by different LO phases to support harmonic rejection.
The example shown in Fig. 4.5 illustrates a four-phase mixer-first receiver design suitable
for canceling the third LO harmonic; higher levels of blocker rejection can be obtained by
including more phases, as described in [12] and [93].

Finally, mixer-first receivers require a tradeoff between noise figure and design com-
plexity. Though mixer-first receiver designs often have higher noise figure (> 5 dB) than
LNA-first architectures, careful baseband amplifier design [94] or noise cancellation tech-
niques [14, 95] can be applied to obtain < 3 dB noise figure. Because placing a passive
mixer at the receiver input can provide higher linearity than a typical LNA-first design,
carefully-designed mixer-first receivers can be competitive with high-performance wireless
systems [14, 94]. However, though mixer-first architectures eliminate the need for an RF
LNA, they typically still require carefully designed feedback amplifiers that can be difficult
to implement in scaled process technologies using low supply voltages.

4.1.3 Filtering SAR ADC

As an alternative to fully redesigning a conventional receiver, ADCs with integrated filtering
can simplify receiver design by relaxing the required baseband filter order. In a typical SAR
ADC, the input signal is sampled and held on the capacitive DAC at the ADC sampling
frequency, as shown in Fig. 4.6; the input buffer and sampling switches are designed to
ensure that the input signal fully settles during the sample period. Because no frequency-
dependent attenuation is incorporated into the sampling network, high-frequency tones may
fully alias into the signal bandwidth. Alternatively, the work in [24,25] proposes a specialized
SAR ADC sampling scheme that implements discrete-time filtering. As shown in Fig. 4.6,
this is accomplished by sampling the input signal onto many smaller capacitors prior to the
ADC conversion. Before executing the successive approximation algorithm, a set of switches
is closed to calculate the weighted average of these samples using charge sharing, which gives
the output of a finite impulse response (FIR) filter.

While this integrated filtering technique is conceptually simple, it increases design com-
plexity, area, and power consumption. Because the FIR filter response must attenuate signals
at multiples of the ADC sampling rate, the sampling frequency must be carefully chosen to
optimize rejection for a particular filter configuration. Practically speaking, time must be
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Figure 4.6. Comparison between conventional SAR ADC sampling (left) and FIR/SAR
sampling (right).

allocated to execute the SAR algorithm, which favors placing multiple DAC banks in parallel
to support a faster sample rate. This translates to a substantial area overhead in designs
where the DAC capacitance must be large to minimize thermal sampling noise. Finally,
the maximum achievable filter rejection is limited by non-idealities such as charge injection
and capacitance mismatch. Despite these challenges, the integrated filter affords highly re-
configurable filtering well-suited to implementation in scaled CMOS. In this work, the filter
topology is utilized to provide anti-alias filtering in an RF-to-digital converter. A more
detailed discussion of this architecture’s limitations and the FIR filter design procedure is
described in the next section.

4.1.4 Limitations of prior work

While prior RF-to-digital receivers have been proposed to implement software-defined ra-
dio, they are often either difficult to implement in scaled CMOS process technologies (e.g.
∆Σ RF-to-digital receivers), performance-limited (e.g. VCO-based ADCs) or consume a
significant amount of power (e.g. high-resolution RF bandwidth ADCs). Mixer-first receiver
architectures have gained popularity in the past decade as an analog-intensive approach to
configurable radio design that eliminates the need for a high-performance LNA. However,
such receivers still require carefully designed baseband amplifiers that may be difficult to
build in deeply scaled process nodes with complex design rules and small supply voltage
headroom.

To address these issues, this work proposes an alternative RF-to-digital receiver archi-
tecture that combines SAR and VCO-based conversion techniques to achieve scaling-friendly
operation without sacrificing dynamic range. Using a mixer-first architecture, the proposed
receiver uses a SAR ADC with integrated filtering to afford high linearity and a VCO-based
ADC to convert the small-amplitude SAR residue as proposed in [96]. With this design, the
receiver architecture can also be configured to trade performance for power consumption:
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Figure 4.7. Diagram of implemented RF-to-digital receiver topology.

both the SAR ADC and VCO can be enabled to maximize dynamic range, the VCO-based
ADC can be used by itself to improve sensitivity when high dynamic range is not required,
and the SAR ADC can alternatively be used for high-linearity, high-noise figure applica-
tions. The next section discusses the design of the core building blocks of this architecture
— namely, the SAR ADC with integrated filtering and the VCO-based ADC — in further
detail.

4.2 Design considerations
For compatibility with advanced CMOS process technologies, the design uses both SAR and
VCO-based ADC architectures to eliminate the need for high-performance analog amplifiers.
The proposed receiver consists of an 8-phase mixer-first receiver with four differential-input
sub-ADCs, as illustrated in Fig. 4.7. The multi-phase mixer enables harmonic rejection and
noise averaging between sub-ADCs, but each sub-ADC can be disabled to facilitate power
savings when harmonic rejection is not required and higher noise is tolerable. Each sub-ADC
consists of two stages. The first stage incorporates a coarse-resolution 7-bit SAR ADC with
FIR filtering integrated into the sampling process. The capacitive input sampling provides
both high blocker tolerance and digitally-configurable filtering. The fine-resolution VCO-
based ADC in the second stage operates as a high-resolution first-order ∆Σ ADC, using the
integrating properties of a VCO to eliminate the need for an active analog integrator. The
FIR+SAR stage can be bypassed to lower power consumption and noise when high linearity
is not required, or the VCO-based ADC can be disabled if high noise figure is not required.

This section elaborates on the design of core components of the proposed architecture-
configurable RF-to-digital receiver. To be suitable for wireless applications, the integrated
SAR/FIR filter must be constructed to provide substantial anti-alias filtering, and the ef-
fective input-referred noise of the full ADC must be low to boost the receiver’s sensitivity.
Section 4.2.1 first discusses the implementation of the FIR filter integrated within the SAR
ADC, providing an overview of the filter topology choice and its implications on the ar-
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Figure 4.8. Example 4-tap sinc filter impulse response (left) and frequency response (right).

chitecture of the receiver. It also explores the effect of component mismatch and circuit
non-idealities on the achievable filter rejection. Subsequently, Section 4.2.2 discusses the
noise and linearity of a VCO-based ADC.

4.2.1 Filtering SAR ADC design

As outlined in Chapter 2, a receiver must be able to attenuate any blockers at multiples of
the ADC sampling frequency that fold into the signal bandwidth, and other interferers must
still be attenuated to fit within the dynamic range of the ADC. As presented in [24, 25],
the capacitive sampling process of a SAR ADC can be configured to integrate discrete-time
filtering. While prior work uses this technique to simplify the filter design in a conventional
LNA-first receiver, this work samples the RF input signal directly onto the filtering SAR ADC
concurrently with passive mixing. Without an additional active filtering stage, this sampling
technique must provide most of the receiver’s alias rejection. To explore how significant
passive filtering can be obtained, this section first discusses how the FIR filter weights can be
chosen to implement anti-alias filtering and how this impacts the ADC implementation. From
there, it discusses how mismatch and sampling non-idealities may impact the performance
of the filter. Finally, the section concludes by discussing how the SAR ADC design affects
the achievable sensitivity of the receiver.

4.2.1.1 FIR filter response

The passive mixer provides a modest single pole of filtering, but more attenuation is required
to tolerate large blockers. As a result, the integrated FIR filter must have a very sharp anti-
aliasing response. Unlike a conventional low-pass or band-pass filter, an anti-alias filter must
place notches at all frequencies that will fold into the signal bandwidth. A natural topology
choice to address this requirement is a sinc filter, as illustrated in Fig. 4.8, which places nulls
at frequency intervals determined by the total sample duration.

The sinc filter is easy to implement using the proposed sampling scheme due to its
simple boxcar impulse response. For instance, an N tap FIR filter can be constructed from
N capacitors of equal weights by sampling the input signal onto each of these capacitors
sequentially prior to the SAR ADC conversion. More generally, if the filter is constructed
from N FIR filter taps sampled at a frequency fFIR so that the total sample duration
is t = N/fFIR, the corresponding filter will place nulls at fFIR/N . The main challenge in
applying this sampling scheme is that practically speaking, additional time must be allocated
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Figure 4.9. Example 4-tap sinc2 filter impulse response (left) and frequency response (right).

Figure 4.10. Effect of DAC interleaving on frequencies that alias in-band for sinc and sinc2

filter configurations.

to the SAR ADC conversion. For instance, if an additional N clock cycles were allocated
to the conversion, the slower ADC sample rate of fFIR/(2N) would alias frequency bands
that are not significantly attenuated by the FIR filter. Therefore, as discussed in [24, 25],
multiple DAC banks can be interleaved to support a faster sample rate at the expense of area,
complexity, and power. The work in [97] also discusses the implementation of discrete-time
switched-capacitor filters in further depth.

Two interleaved DAC banks are sufficient for the work in [24, 25], which uses the fil-
tering SAR ADC as the final stage of a conventional receiver with additional active filtering
preceding the ADC. In this work, however, the passive FIR filter must provide the bulk
of the receiver’s alias rejection. As a result, improved anti-alias filtering can be integrated
into the ADC using a higher degree of interleaving. As shown in Fig. 4.9, a sinc2 filter can
be used to improve the achievable rejection by over 20 dB. This can be implemented using
4-way interleaving, illustrated in Fig. 4.10. This level of interleaving is used in the prototype
design to balance design complexity (area and power overhead due to incorporating multiple
capacitor banks) and achievable filter rejection. In general, a filter of order sincN can be
incorporated by using a factor of 2N interleaving in the ADC.

One key advantage of the digitally-configurable filter is the flexibility to place nulls
specifically to target large blockers, as alternative filter topologies can be used to place
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notches closer to the carrier. If the digital baseband can detect the presence of strong
blockers (e.g., by comparing the measured signal with and without the anti-alias filter), a
digital adaptation loop could be integrated with the design to modify the tap weights to
minimize the dynamic range of the receiver and its in-band interference. This work has not
studied the power and area overhead associated with such back-end processing.

4.2.1.2 Noise considerations

In a conventional SAR ADC, the input-referred noise and offset of the comparator signifi-
cantly impact the achievable resolution of the converter. In this application, however, only
the accuracy of the voltage residue held on the DAC after the SAR conversion affects the
overall resolution. Incorrect comparator decisions due to input-referred noise or offset fluc-
tuations may cause this residue voltage to exceed the size of the converter’s nominal LSB,
but will not degrade the ADC resolution if this residue does not saturate the input range of
the fine-resolution VCO stage. As a result, the main source of noise contributed by the SAR
ADC will be thermal (kT/C) sampling noise. Moreover, an accurate calibration scheme is
required to compensate for DAC mismatch, given that the SAR conversion residue must be
accurately estimated to within the desired resolution level of the overall converter.

The modified sampling procedure, in which the full DAC capacitance is split into smaller
unit cells sampled at programmable time instants, does not alter the total thermal noise
in each sample. This is because the higher noise is averaged via charge sharing prior to
conversion. To derive this result, we can consider the total thermal noise generated by
sampling onto N capacitors of size CDAC/N , and then averaging the sampled noise via
charge sharing. In this scenario, the variance (σ2) of thermal noise sampled onto each unit
capacitor is σ2(vn,samp) = NkT/CDAC . Using the fact that the variance of the sum of
uncorrelated random variables is the sum of their individual variances, we can calculate the
variance of the mean of these samples:

σ2 (vn,tot) = σ2

(
1

N

N∑
i=1

vn,samp

)
=

1

N2
×N × σ2 (vn,samp) =

N2

N2

kT

CDAC
=

kT

CDAC

Therefore, the total thermal sampling noise-limited DAC capacitance (CDAC) is a
function of the target minimum detectable signal level (Pmin,dBm), termination impedance
(Rmatch), target signal bandwidth (fBW ), ADC sampling frequency (fs,ADC) and other sources
of noise in the converter (v2n,other), including the input-referred noise of the VCO-based ADC.
The relationship between these variables is summarized in the following expression:

Pmin,dBm = 10 log10

((
4kT

CDAC
+ v2n,other

)(
1

Rmatch

)(
1

1mW

)(
2fBW
fs,ADC

))
If half of the thermal noise budget is allocated to sampling noise, Rmatch = 50Ω, and

a modest oversampling ratio of 4 is used (fs,ADC/2 = 4fBW ), CDAC must be 12 pF to
maintain Pmin,dBm = −78 dBm for each sub-ADC. Allocating half of the noise to other
sources provides margin for the input-referred noise of the VCO, trading off between the
required DAC capacitance and the static power draw of the VCO. If the SAR ADC provides
7 bits of coarse resolution, each of the 128 unit cells in the DAC requires a unit capacitance
of roughly 50 fF, which is much larger than a conventional design. To provide more insight,
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Figure 4.11. Expected best-achievable noise figure due to DAC sampling noise vs. DAC size.

Fig. 4.11 summarizes the kT/C noise-limited noise figure achievable from the receiver as a
function of matching resistance and DAC size, assuming a 1700 MHz LO frequency and 10
MHz signal bandwidth. The circled point marks the configuration used in this prototype,
demonstrating that kT/C noise alone limits the achievable noise figure to 17 dB. Adding
passive gain by increasing the matching resistor size and using a transformer at the receiver
input can help improve noise figure, subject to the feasibility of constructing a transformer
with a large turns ratio.

Without an active gain stage, the thermal noise sampled by the SAR ADC fundamen-
tally limits the achievable sensitivity of the receiver. This degradation in noise figure may
be acceptable if the SAR ADC is used only in large blocker scenarios requiring high linearity
and dynamic range, but not low sensitivity. If this is not acceptable, either the DAC capac-
itance or the ADC sampling rate must be increased to boost sensitivity without an active
amplification stage. For each 3 dB improvement in sensitivity, either the capacitance or the
sampling rate must be doubled, resulting in an exponential growth in either area (larger
CDAC) or power consumption (higher fs,ADC). Increasing CDAC will also correspondingly
increase the power consumed by switching the DAC array, though a low-power switching
algorithm can be used to ensure that this is a relatively small fraction of the total receiver
power.

The typical disadvantage of using a large DAC capacitance in a SAR ADC is the power
consumed by the buffer used to drive this capacitance to a high degree of accuracy at a fast
sample rate. This assumes the ADC is sampling at Nyquist, and that the driver must settle
each new sample fully to within half of the full LSB during the sample period. However,
in a mixer-first receiver design, a large baseband capacitor (up to 100s of pF) is typically
used to provide a narrow (10-20 MHz) cutoff frequency using the translational first-order
pole set by the RC time constant of this baseband sampling capacitor and the small (50Ω)
matching resistor. In this case, the large baseband capacitor can be used to store the bulk
of the signal charge, while charge sharing samples the input signal onto the smaller fixed
capacitor in the DAC with minimal attenuation and without requiring an amplifier with a
high gain-bandwidth product.

One additional aspect of SAR ADC performance that may influence the combined
achievable SAR+VCO resolution is kickback noise from the comparator. While this noise
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can couple back onto the SAR ADC residue voltage, it is significantly attenuated by the
capacitive divider ratio between the comparator’s input pair and the large DAC capacitance.
For instance, if the gate to source capacitance (CGS) of the comparator’s input devices is
1 fF, a 6 pF single-ended DAC capacitance will attenuate a 0.8V swing at the comparator
output to 133µV. If the full-scale input range of the comparator is 600 mV (corresponding to
a 0 dBm input signal), this voltage step corresponds to 0.9 LSBs. Because the comparator
does not need to be sized for low noise, small input devices can be used that will minimize
the amount of kickback. Alternatively, the comparator kickback noise can be reduced using
a multi-stage topology with preamplifier such as the double-tail comparator described in the
previous chapter. A final aspect of SAR ADC performance that may influence the overall
resolution is mismatch, which will be discussed in the next section.

4.2.1.3 Mismatch effects

Both the SAR residue accuracy and the achievable FIR filter rejection depend on the accuracy
of the unit capacitors in the DAC, which are susceptible to mismatch due to process vari-
ability. Given that the variance of random mismatch in a capacitor is inversely proportional
to its size, the large unit cell capacitance required to meet the thermal noise requirements
somewhat relaxes the expected variability of the weighting factors due to random variations.
However, the large size of each unit cell and relatively large number of unit cells requires
the cells to be spread out across a wide area, potentially making the design susceptible to
large-scale mismatch due to process gradients.

To model the effects of mismatch, the capacitance of each unit cell can be modeled as a
Gaussian random variable. The mean capacitance of Cunit is multiplied by a factor of 1 +α,
with α ∼ N (0, σ2). Figure 4.12 shows an example of how the FIR filter frequency response
changes due to mismatch. In the ideal frequency response, sharp notches provide a large
amount of rejection at the desired frequencies, but the maximum rejection obtainable with
these notches steadily degrades using FIR filter coefficients generated with higher levels of
mismatch. Figure 4.13 illustrates how the peak consistently achievable rejection (top dashed
line in Fig. 4.12) and minimum notch rejection (bottom dashed line in Fig. 4.12) varies
as the level of mismatch grows. The histogram in Fig. 4.13(a) illustrates a higher variance
of notch depths than peak rejection levels. The peak achievable rejection drops from 60
dB using a mismatch coefficient of σ = 0.005 to 35 dB assuming a mismatch of σ = 0.05.
The dependence of rejection achievable to certain confidence intervals on mismatch σ is
summarized in Fig. 4.13(b). With a mismatch σ of 0.05/0.01, the notch depth is 42/28 dB
below the peak in a 99% confidence interval.

In addition to poorer filter rejection, DAC mismatch contributes errors in the SAR ADC
conversion residue because it influences the accuracy of the feedback DAC. As a result, the
capacitor weights must be calibrated to the full level of resolution desired by the converter.
One means of accomplishing this is to use a least mean squares (LMS) algorithm, as outlined
in [98], on input data that is known to be sinusoidal. This models each capacitance value
as an unknown weight on each bit of the digital ADC output. For a k-point sinusoidal
fit f ∈ Rk to a sequence of N -bit samples X ∈ RN×k, the optimal weighting coefficients
w ∈ RN can be calculated as:

ŵ = (XTX)−1XTf
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Figure 4.12. Sample effect of mismatch on 11-tap FIR filter frequency response with weights
[1 2 3 4 5 5 5 4 3 2 1].

(a) Histogram of maximum rejection and minimum notch depth
obtained using normally distributed FIR filter coefficient weights
with the variances shown.

(b) Summary of max. rejection and min.
notch depth achievable in certain confi-
dence intervals vs. mismatch variance.

Figure 4.13. Summary of mismatch effects on FIR filter rejection.
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This one-time computation to measure the capacitor weights can be done in the digital
domain. While it consumes power and may require area overhead depending on the system
requirements, ŵ needs to be calculated only once for each DAC array. For this application,
calibration of the DAC coefficients is required to obtain high SNDR in SAR+VCO mode
because the coefficient weights must be accurate to within the full accuracy of the converter.

4.2.2 VCO-based ADC design

While the SAR architecture can afford high linearity, input-referred noise from the com-
parator makes it difficult to design high-resolution SAR ADCs while maintaining low power
consumption. This is not suitable for wireless applications, where the minimum detectable
signal of the receiver must be very small. As a result, the proposed design uses the SAR ADC
as a coarse conversion stage, while a voltage-controlled oscillator (VCO) based ADC serves
as a fine conversion stage in a subranging configuration to resolve the sampled conversion
residue. As discussed in the previous section, a VCO-based ADC operates as a first-order
∆Σ converter that can be constructed from only a VCO, digital counter, and digital differ-
entiator (Fig. 4.3). Because the VCO-based ADC is oversampled, the SAR stage can be
disabled when high linearity is not required to enable the VCO-based ADC to serve as a
stand-alone receiver that can tolerate only a single pole of anti-alias filtering from the passive
mixer. The VCO design has significant implications on the sensitivity of the receiver. This
section summarizes some of the major considerations in designing a VCO-based ADC for
low noise presented in [99], and discusses some of the factors limiting the achievable linearity
of this design.

4.2.2.1 Noise analysis

Understanding the resolution limitations of the VCO-based ADC requires understanding
its operation. Conceptually, a VCO-based ADC first translates the input voltage to the
frequency of a digital signal using a VCO. This frequency be estimated using the difference
between the counter output taken at successive time intervals. As discussed in the previous
section, this is a feedforward implementation of a first-order ∆Σ ADC. Its performance will be
a function of the resolution of the phase detector (counter), oversampling rate, thermal noise,
and any errors in the output sample accuracy due to metastability. Figure 4.14 presents a
block diagram that models the operation of the VCO-based ADC and indicates where sources
of noise are introduced in the converter. At the input, v2n models the input-referred voltage
noise of any preamplifier used in the VCO. In the oscillator, f 2

n models frequency jitter.
After the oscillator frequency is integrated to determine its phase, q2n models quantization
noise from the counter (or other phase detection scheme), and s2n models any additional
noise introduced during sampling (e.g. metastability errors). A full analysis of noise sources
in a VCO-based ADC is presented in [99]. This section summarizes the main results of this
work, and applies the analysis more generally to VCO architectures with preamplifiers.

Preamplifier noise An active buffer is typically required to drive an oscillator with the
charge residue stored on the capacitive DAC of a SAR ADC. An amplifier can both pro-
vide buffering and improve the sensitivity of the VCO, but the input-referred noise of the
preamplifier will contribute noise. The input-referred noise of the preamplifier can be added
directly to noise from other sources in calculating the total input-referred noise of the VCO.
If a fully complimentary amplifier topology with an effective transconductance of Gm is con-
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Figure 4.14. Block diagram of the VCO-based ADC, including noise sources.

sidered, the total input-referred voltage noise variance can be calculated as 4kTγfBW/Gm,
where γ is a technology-dependent parameter (γ ≈ 2/3 in long-channel devices) and fBW is
the total signal bandwidth. The preamplifier should therefore have large Gm to minimize its
input-referred noise.

Input-referred jitter Thermal noise introduces random variation in the delay of each
oscillator element (jitter). Because this uncertainty occurs within the VCO signal path, it is
not noise-shaped like quantization noise and contributes directly to the input-referred noise of
the converter. As a VCO is typically characterized by its voltage-to-frequency gain (KV CO),
calculating the input-referred timing jitter requires calculating an effective frequency variance
from the inverter delay variance. Modeling a single inverter delay as a fixed mean value of
tinv with an uncertain variation α ∼ N (0, σ2

inv) and using var(x) to denote the variance of
x, the variance of the effective inverter delay frequency finv is given by the following:

var(finv) = var

(
1

tinv(1 + α)

)
Assuming that α � 1, it can be shown that the variance of finv approaches σ2

inv/t
4
inv.

Because the sampling jitter between delay elements is uncorrelated, the effective VCO fre-
quency variance in each ADC sample will scale proportionally with the number of individual
delays that accumulate in the total sample duration of ts,ADC :

var(fV CO) =
ts,ADC
tinv

var(finv)

Given this effective frequency variance, the total input-referred voltage variance due to
jitter v2n,jitter can be calculated using KV CO and the previously discussed parameters:

v2in,jitter =

(
σinv
t2inv

1

KV CO

)2
ts,ADC
tinv

To understand how the VCO should be designed to minimize v2in,jitter, σ
2
inv can be

expressed in terms of physical VCO design parameters, as derived in [100]. Assuming each
delay element drives a capacitive load CL, contains devices with a threshold voltage of Vth
(for simplicity, NMOS and PMOS devices have equal Vth), and operates on a supply voltage
of VDD, the delay variance normalized to a unit delay (σ2

inv/t
2
inv) can be calculated as follows:

σ2
inv

t2inv
=

kT

CL(VDD − Vth)2
(4γ + 1)
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By this analysis, jitter can be minimized by increasing VDD, choosing the lowest avail-
able Vth for devices used in the delay elements, and increasing CL, given that γ, k, and T
are fixed parameters under given operating conditions. However, because KV CO represents
the oscillator frequency change in response to a certain input voltage swing, it is inversely
proportional to CL. To maintain high KV CO while increasing CL, more current must be pro-
vided to the delay elements. Additionally, maximizing tinv can reduce input-referred jitter
by reducing the number of delays that accumulate in each sampling period.

Quantization noise The relationship between number of quantization levels Nlvls, ADC
sampling frequency fs,ADC , and signal bandwidth fBW in a typical first-order ∆Σ converter
can be summarized as follows:

SQNRdB = 20 log10(Nlvls) + 30 log10

(
fs,ADC
2fBW

)
− 12.4

In this converter architecture, quantization noise increases by 20 dB for each decade
increase in fs,ADC , leaving a small in-band quantization noise component if the signal band-
width (fBW ) is much lower than fs,ADC/2. When combined with the 10 dB/decade SQNR
improvement afforded by spreading quantization noise over a wider bandwidth, the SQNR of
a typical first-order ∆Σ ADC improves by 30 dB/decade with fs,ADC . However, SQNR only
improves by 10 dB/decade in a VCO-based ADC because the quantizer resolution (Nlvls) is
also tied to fs,ADC . Intuitively, integrating the VCO phase over a shorter time window makes
the total integrated phase smaller and therefore more difficult to detect. For instance, in a
digital counter quantizer, the resolution will be set by the number of detectable transitions
in the sample period. A longer integration time can detect more transitions for the same
input signal. Quantitatively, Nlvls can be obtained by dividing the frequency tuning range
by fs,ADC . This tuning range is the product of KV CO and the input voltage swing Vpp,in,
which allows the VCO-based ADC SQNR to be expressed as:

SQNRdB = 20 log10

(
Vpp,inKV CO

fs,ADC

)
+ 30 log10

(
fs,ADC
2fBW

)
− 12.4

= 20 log10 (Vpp,inKV CO) + 10 log10 (fs,ADC)− 30 log10 (2fBW )− 12.4

From a design perspective, this SQNR analysis indicates that a high-resolution quantizer
should be used to reduce the baseline quantization noise as much as possible. While the
simplest means of detecting the VCO phase is to place a digital counter at the output of a
single element of the oscillator, this approach neglects other delay cells in the oscillator that
contain additional phase information. As discussed in [99], counters can be placed at the
output of each delay element and then added digitally to improve resolution. Further details
about the VCO decoding scheme in this work are presented in Section 4.3.4.

Sampling noise Any uncorrelated noise introduced during the output sampling process
will be first-order shaped because it is directly differentiated at the ADC output without
being integrated by the oscillator. This includes errors such as metastability in the digital
circuitry decoding the output of the VCO, therefore simplifying the digital design require-
ments. If the VCO sampling clock is generated from a clean reference such as an off-chip
signal source, any edge-to-edge jitter due to phase noise or on-chip buffer noise will also be
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first-order shaped. Because this work uses an external sampling clock, noise due to sam-
pling jitter is therefore a less significant concern than input-referred VCO jitter and the
input-referred noise of the preamplifier. As discussed in [99], however, any clock source that
accumulates jitter will contribute integrated noise that is not shaped by the VCO. If an
on-chip oscillator is used to sample the VCO output, care should be taken to minimize its
input-referred noise. The work in [99] derives the effective sampling noise-limited SNR in
this scenario.

Summary Table 4.1 presents a summary of how major design variables impact the SNR
of dominant noise sources. As discussed, doubling sampling frequency (fs) provides only a
3 dB improvement in quantization noise and sampling error due to metastability because of
the relationship between sampling frequency and quantizer resolution. As illustrated by the
block diagram in Fig. 4.14, these are the only two noise sources that are first-order shaped;
in a conventional first-order ∆Σ ADC, doubling fs would improve the effective SNR by 9 dB.
Because the signal bandwidth (fBW ) is fixed, the most effective means of improving VCO
resolution is to increase KV CO while keeping the VCO free-running frequency (fV CO) low.
The only means of improving the input stage SNR is to burn enough power to increase its
transconductance or sample the ADC more quickly.

Variable
change

SQNR Jitter SNR
Preamplifier
noise SNR

Metastability
SNR

fs × 2 +3 dB +3 dB +3 dB +3 dB

KV CO × 2 +6 dB +6 dB - +6 dB

fBW × 0.5 +9 dB +3 dB +3 dB +9 dB

fV CO × 0.5 -
+3 dB (if

constant σinv
tinv

)
- -

σinv
tinv
× 0.5 - +6 dB - -

Gm × 2 -
+6 dB if

KV CO ∝ Gm
+3 dB -

Table 4.1. Summary of how design variable changes affect signal to noise ratio of various
noise/error sources in VCO-based ADC. A ‘-’ indicates that the design variable does not
influence SNR for that particular noise source.

4.2.2.2 Linearity limitations

The linearity of the VCO-based ADC is restricted by both the linearity of the preamplifier
and the linearity of the oscillator’s voltage-to-frequency transfer function. Additionally,
mismatch between delay elements can introduce spurious tones in the VCO output spectrum.

Delay element mismatch Each oscillator is comprised of multiple delay cells, which
may have different delays due to variation in routing parasitics, device capacitances, and
threshold voltages. As described in [99], this can introduce spurious tones in the VCO
output spectrum. These tones are first-order noise shaped, and will occur at multiples of
the VCO free-running frequency, as transitions between variable inverter element delays
will occur at this rate. This source of nonlinearity does not significantly impact the VCO
performance if the VCO frequency is much higher than the signal bandwidth, causing these
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spurs to fall out of band. Nevertheless, care should be taken in the VCO layout to minimize
systematic mismatch between delay elements.

Voltage-to-frequency transfer curve The VCO has a nonlinear voltage-to-frequency
transfer characteristic due to the way the preamplifier performance and VCO sensitivity
varies with the bias point of each element in the amplifier and oscillator. While feedback
amplifiers can provide linear gain insensitive to fluctuations in op-amp gain, a VCO must
operate in a feed-forward fashion that prevents such techniques from being applied to improve
linearity. Sources of nonlinearity in the VCO can be understood by deriving the KV CO of a
generic amplifier. Assuming the input stage provides a transconductance (voltage to current
gain) of Gm and small-signal output resistance of Rout, and that individual delay cells have
a small-signal input resistance of Rin, threshold voltage of Vth and drive a capacitive load of
CL, KV CO can be approximated as follows:

KV CO = Gm
Rout

Rin +Rout

1

CLVth

This expression shows that KV CO is set by many bias-dependent parameters, especially
the small-signal Gm, Rout, and Rin terms. Even CL may be bias-dependent if it is dominated
by parasitic capacitances within a transistor, which heavily depend on a transistor’s bias
current and operating region. While these systematic nonlinearities affect the converter
largely in the same way as the nonlinear voltage transfer characteristic of an LNA will affect
the linearity of a receiver, high-frequency distortion products generated by VCO nonlinearity
will be filtered by the sinc response of the VCO integrator [99]. The systematic component
of this nonlinearity can be calibrated using look-up-tables optimized digitally using on-chip
nonlinearity estimators [59]. In this work, using the VCO as a SAR residue amplifier as in [96]
ensures that the amplitude of the VCO input signal is small enough to avoid substantial
performance degradation due to nonlinearity.

4.3 Prototype implementation
To demonstrate the suitability of this subranging and filtering architecture for deeply scaled
process technologies, a prototype RF-to-digital converter was designed and implemented in a
16nm FinFET process. It consists of an eight-phase mixer-first receiver topology constructed
from four parallel sub-ADCs. Each sub-ADC contains a hybrid SAR and VCO-based ADC,
using the SAR ADC as a coarse conversion stage to afford high linearity (+17 dBm in-band
IIP3) and a VCO-based residue quantizer for improved dynamic range (60 dB SNDR). Either
the SAR ADC or the VCO-based ADC can be disabled to configure performance. A passive
finite impulse response (FIR) filter is integrated into the SAR ADC sampling to provide
configurable filtering. The prototype is designed to detect bandwidths up to 20 MHz with
RF carrier frequencies from 700 MHz to 1.9 GHz at moderate power consumption levels
(9-45 mW).

This section discusses details of the prototype implementation. First, a high-level
overview of the design is provided in Section 4.3.1. Next, Section 4.3.2 describes the lo-
cal oscillator (LO) clock divider, matching resistor, and mixer. Design of the hybrid SAR
ADC and FIR filter is then described in Section 4.3.3, followed by a discussion of the fine-
resolution VCO-based ADC in Section 4.3.4. Finally, Section 4.3.5 describes the off-chip
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post-processing procedure used to combine the SAR and VCO signals, and to calibrate for
static non-idealities in the circuit.

4.3.1 Overview

The full eight-phase receiver architecture was shown previously in Fig. 4.7. A detailed
diagram of a single sub-ADC is shown in Fig. 4.15. In each sub-ADC, a large baseband
capacitor sampled at the LO frequency (fLO) down-converts the RF signal to baseband and
provides first-order low-pass filtering. The baseband capacitance is programmable, allowing
the input bandwidth to be adjusted. The SAR ADC, operating at fLO/8, contains four sub-
DACs built from 128 unit capacitors that can be individually enabled or disabled to configure
the SAR ADC weights and FIR filter response. Figure 4.16 illustrates the interleaved sub-
DAC operation, as each DAC alternates between 16 LO cycles of FIR sampling, 8 LO
cycles of SAR conversion, and 8 LO cycles of VCO operation. As each unit capacitor is
sampled at fLO, interleaving capacitor banks enables up to 16 FIR filter taps. The 16-
tap filter can be configured to place nulls at fLO/8, providing sharp anti-alias filtering.
One SAR comparator and logic block is shared between all sub-DACs to avoid comparator



CHAPTER 4. ARCHITECTURE-CONFIGURABLE RF-TO-DIGITAL RECEIVER 97

0o

180o

0o

BB+

BB-
24x

...

RF IN+

RF IN-

To Remaining
Sub-ADCs

(45˚/215˚, 90˚/270˚, 135˚/315˚)

CBB

4.8pF 0.6pF

CBB
Rmatch
~350Ω

Figure 4.17. Input sampling network for single sub-ADC.

Figure 4.18. Single-ended impedance transformation example.

offset mismatch between banks. The VCO, which is also shared between sub-DACs to
mitigate mismatch concerns, is constructed from an open-loop, self-biased preamplifier and
two inverter-based ring oscillators to provide two 7-bit digital outputs sampled at fLO.

4.3.2 Input sampling

As shown in Fig. 4.17, the input sampling network consists of a tunable matching resistor,
differential NMOS sampling switches, and an 8-phase local oscillator (LO) pulse generator.
While the matching resistor is shared between sub-ADCs, one pair of sampling switches and
a differential baseband capacitor is contained in each sub-ADC. The LO pulse generator
creates 8 phases of the LO (operating at fLO) from an external differential clock signal
operating at 4fLO.

4.3.2.1 Input matching

In many mixer-first receivers, input matching is implemented with a feedback resistor in an
amplifier immediately after the mixer [12, 94]. However, the baseband sampling capacitor
in this design presents a high impedance to the RF port at fLO, so an explicit polysilicon
resistor is used in this prototype (as shown in Fig. 4.17) to provide impedance matching.
While this resistor limits the achievable noise figure (NF) of the receiver to 3 dB, its noise
contribution is significantly lower than the expected input-referred noise of the VCO and
SAR ADC.

Because the fixed input-referred ADC noise dominates the total noise of the receiver,
an off-chip transformer can be used to provide passive voltage gain that will lower the
receiver’s effective NF using the structure in Fig. 4.18. While the 3 dB NF limit due to
the impedance match will still hold, passive voltage gain will lower the noise contribution of
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Figure 4.19. Simulated S11 of input sampling network under various biasing conditions and
configurations for fLO = 1700 MHz.

the ADC relative to the noise generated by the antenna source. While a typical differential
termination requires a 100Ω resistor, a 400Ω resistor can be used with a 1:2 impedance ratio
transformer to provide 3 dB of passive voltage gain. To support both test configurations, the
matching resistor is constructed from four parallel polysilicon resistors designed to provide a
fixed resistance of ≈ 350Ω. Each resistor segment can be enabled with NMOS switches that
provide an additional series resistance of ≈ 20−50Ω, depending on the common-mode input
voltage and supply voltage. Figure 4.20 shows how this resistance is affected by these biasing
conditions. By configuring the number of parallel resistors, the total matching resistance can
be set to roughly 110Ω, 140Ω, 200Ω or 370Ω.

Figure 4.19 shows the simulated S11 of the input network at fLO = 1700 MHz using
the maximum and minimum baseband capacitor (CBB) sizes. In a 10 MHz bandwidth,
the S11 is kept below -7 dB using the 200Ω matching resistor setting with the largest CBB
size (smallest bandwidth). Decreasing CBB to extend the input bandwidth improves the
S11 to -16 dB. In the 100Ω setting, the S11 is consistently under -13 dB. The bias voltage
sensitivity of the resistor enable switches (RSW ) affects the minimum achievable S11, but
does not significantly alter the matching bandwidth. While the baseband capacitor (CBB)
appears as an open circuit at exactly fLO, causing the matching resistor to set the S11, the
translational first-order low-pass filter reduces the impedance of CBB at frequencies offset
from fLO according to the filter bandwidth.

4.3.2.2 Mixer and baseband capacitor

The mixer is constructed from pairs of low-resistance, ultra low-threshold NMOS sampling
switches driven by appropriate phases of the LO, as shown in Fig. 4.17. Each switch is
designed to have an ON resistance of ≈ 20 − 30Ω, and the input sampling clock is locally
buffered to sharpen the sampling edge. The low ON resistance of the mixer switches helps
lower noise and reduce bandwidth mismatch between sub-ADCs, since the larger matching
resistor is shared among all ADCs. Figure 4.20 illustrates how the switch resistance varies
with bias point. To facilitate differential sampling, each mixer output phase is driven by
a pair of switches that sample alternating phases of the RF input during alternating clock
phases, as shown in Fig. 4.17.
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The differential baseband capacitor (CBB) is constructed from metal-oxide-metal (MOM)
unit cells that can be individually enabled to scale the total capacitance from roughly 5 to
20 pF in steps of 0.6 pF. While MOM capacitors have a lower capacitance density than
MOS-based gate capacitance, MOM capacitors can be made fully differential, which halves
the total required capacitance. CMOS transmission gate switches with an ON resistance of
≈ 30 − 40Ω are used to enable each unit 0.6 pF unit cell. The simulated switch resistance
vs. bias point is summarized in Fig. 4.20. Because each side of CBB is sampled for two
of the eight total phases of the LO, scaling CBB from 5 − 20 pF will tune the receiver’s 3
dB bandwidth from roughly 20-80 MHz, assuming a 100Ω matching resistor. The partial
sampling phase increases the effective RC time constant by a factor of 4 because the signal
is only integrated onto CBB 1/4 of the time (two of the eight sampling phases).

For design simplicity, no clock coupling or bootstrapping is used to enhance the linearity
of the sampling switches in this prototype. As a result, the achievable linearity of the receiver
will be limited by the signal-dependent sampling switch resistance. Figure 4.21 shows the
simulated in-band IIP3 of the mixer as a function of input common-mode voltage (VCM) and
supply voltage (VDD). The maximum achievable in-band IIP3 receiver is +25 dBm using a
minimum VCM and high VDD. The IIP3 decreases roughly linearly as VCM increases and VDD
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is lowered. To improve the achievable receiver linearity in future designs, thicker oxide devices
could be used to increase the VGS of the sampling switches and minimize VGS variation, or
a bootstrapped sampling technique could be used to maintain signal-independent VGS.

4.3.2.3 Clock receiver + LO divider

Figure 4.22 shows a schematic of the clock receiver and the 8-phase LO divider. The clock
receiver is pseudo-differential, and assumes that the CLK+ and CLK- signals are 180◦ out
of phase and operate at 4fLO. Both CLK+ and CLK- are AC coupled to the input of an
inverter-based first stage amplifier with resistive self-biasing. The initial gain stage is followed
by latch to help maintain a 180◦ phase relationship between CLKBUF+ and CLKBUF-. A
sequence of standard cell clock buffers to provides additional gain. In simulation, the clock
receiver provides a gain from CLK to CLKBUF of > 20 V/V for input frequencies from 50
MHz to 15 GHz.

Two 4-element cyclic shift registers clocked by CLKBUF+ and CLKBUF- are used to
generate the phase-shifted LO pulses. In each shift register, one flip-flop is initialized high
while the remaining flip-flops are initialized low so that the input clock of 4fLO generates
four pulses of width 1/(4fLO) offset by 1/(4fLO). The 180◦ phase shift between CLKBUF+
and CLKBUF- provides a phase offset of 1/(8fLO), so the two shift registers will generate
eight pulses offset by 1/(8fLO) as illustrated in Fig. 4.22. The final eight clock pulses of
width 1/(8fLO) are generated by a series of AND gates. The LO divider and pulse generation
circuitry are constructed from maximum size, ultra low threshold standard cells to improve
drive strength and reduce sampling jitter.

The functionality of this clock receiver assumes that the CLK+ edge rises before the
CLK- edge. If the CLK- edge rises first, the input signals will be 90◦ out of phase and
only four of the eight sampling phases will be generated. The clock receiver in this design
implementation does not guarantee this relationship between CLK+ and CLK-, but this
could be fixed using additional control logic in future designs. Moreover, if the input clock is
applied continuously while the clock divider is reset, the reset signal must have a sufficiently
sharp edge to guarantee that all four shift registers are initialized appropriately before the
first rising edge of the input clock.

Periodic noise simulations estimate that the LO divider will introduce 420 fs sampling
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Figure 4.23. Detailed schematic implementation of FIR filter / SAR ADC.

jitter for VDD = 0.8 V and 480 fs sampling jitter for VDD = 0.6 V, assuming an input clock
amplitude of 50 mV peak-to-peak. MATLAB-level simulations of sampling jitter indicate
that jitter below 10 ps will not degrade the achievable receiver noise figure by over 0.5 dB.
Because the sampling clock is fed externally, noise will contribute cycle-to-cycle jitter but
will not have a cumulative effect. Because the LO divider phases are used to generate a clock
within each sub-ADC that drives the FIR sampling, SAR operation, and VCO sampling,
jitter in the LO divider will contribute to input-referred ADC noise that degrades the receiver
NF.

4.3.3 SAR + FIR filter

As shown in Fig. 4.23, the hybrid FIR filter and SAR ADC is constructed from four ca-
pacitive DACs, a comparator, SAR logic, and an additional logic block to generate the FIR
sampling pulses. The capacitive input sampling both enhances the linear operating range of
the receiver and provides a high degree of digitally-configurable passive filtering. To guar-
antee that the SAR conversion residue falls within the linear input range of the VCO, two
redundant bits are added to the seven nominal bits in the SAR ADC. The four DACs operate
in an interleaved fashion to implement a 16-tap FIR filter sampled at fLO, which can place
nulls at the SAR ADC sampling frequency of fLO/8 to prevent aliasing.

4.3.3.1 DAC design

To support both FIR filtering and SAR conversion while maintaining a high degree of con-
figurability, each sub-DAC is constructed from 129 identical unit cells, as illustrated in Fig.
??. As shown in Fig. 4.16, each unit cell is sampled during one of 16 consecutive LO cycles.
This sampling cycle can be programmed independently to configure the FIR filter response.
Incorporating 129 unit cells provides 7 bits of resolution and two redundant bits to ensure
that the SAR residue falls within the linear input range of the VCO. To modify the DAC
radix and provide different levels of redundancy, the SAR ADC weights can be modified by
disabling cells.
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Relative to a conventional SAR ADC, the total DAC capacitance (CDAC) in this RF-to-
digital converter must be very large to keep sampled thermal noise below the acceptable noise
limit of the receiver. Without a low-noise amplifier (LNA), the input-referred kT/C noise
is not attenuated, and each differential DAC sample contributes a voltage noise variance of
4kT/CDAC as discussed in Section 3.2.2. While CDAC is divided into unit cells that sample
higher noise, these uncorrelated noise samples are averaged by charge sharing prior to SAR
conversion to generate a total noise variance of 4kT/CDAC . This is the dominant noise source
during SAR operation because noise generated by the input sampling network can be kept
low. The first-order RC filter formed by the baseband capacitor (CBB), impedance matching
resistor, and input sampling switches has a bandwidth much smaller than the duration of
the sampling pulse, so noise contributed by the mixer is smaller than kT/CBB.

A total CDAC of 13 pF (unit cell capacitance of 50 fF) was chosen to balance the
receiver sensitivity requirements against the area and power overhead incurred by using a
large sampling capacitor. This keeps the total DAC area to 250 µm by 100 µm per sub-ADC,
while limiting the sensitivity (0 dB SNR input power level) to -86 dBm per sub-ADC for
signal bandwidths of 10 MHz and fLO = 1700 MHz. Each 3 dB improvement in sensitivity
requires doubling the DAC capacitance, and therefore area. The sensitivity degrades to -82
dBm for fLO = 700 MHz, as the SAR ADC sampling frequency (fs,SAR) is a function of
fLO. Overall, the relationship between the matching resistor Rmatch, bandwidth (fBW ), SAR
sampling frequency (fs,SAR), and CDAC is given by the following formula:

Pmin = 10 log10

(
(1mW )(Rmatch)

4kT/CDAC
× fs,SAR

2fBW

)
To minimize area overhead, the 50 fF unit capacitor is implemented as a 7-layer MOM

capacitor. While MOS capacitors provide higher density, their single-ended nature and poor
linearity are not well-suited to this application. To reduce the required FIR sampling switch
resistance, the switch is transparent for the full LO cycle, and not simply the sampling pulse
duration (1/fLO instead of 1/(8fLO)). Compact transmission gate switches with a worst-case
on resistance (VDD = 0.6V, VCM/VDD = 0.4) of 900Ω can settle to 80 dB accuracy in 410 ps,
enabling fLO up to 2.4 GHz. For VDD = 0.8V, the switch resistance is under 450Ω, which
can maintain the same settling accuracy for fLO up to 4.8 GHz. Because the down-converted
RF signal is held relatively constant, the design is resilient to sampling clock jitter.

Figure 4.24 shows a schematic of each unit DAC capacitor. The top plate of the
capacitor can connect to either the mixer output (during sampling) or the SAR comparator
input (during conversion). When a unit cell is disabled, both switches are held open. The
bottom plate is driven by a tristate inverter that is high impedance when the cell is disabled,
and otherwise driven by the DAC control signals generated from the SAR logic. To afford
configurability, logic within each cell generates the switch control signals.

The full layout of the DAC is illustrated in Fig. 4.25. Each sub-DAC is implemented
as a vertical array of unit cells, which allows FIR sampling control signals to be routed
horizontally to multiple sub-DACs. For uniformity, dummy columns of unit cells are included
at the edges of the DAC arrays. Dummy columns are also included in the middle of the array
to facilitate routing simplicity. Because the parasitic signal routing resistance combines in
series with the sampling switch resistance, it should be minimized using straps of thick metals
to avoid increasing settling time. Sharing traces between sub-DACs as shown in Fig. 4.24
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Figure 4.25. Overall DAC and FIR sampling cell implementation.

reduces the area overhead of using thick traces. However, mismatch in routing parasitics and
the orientation of unit cells in alternating sub-DAC arrays must be calibrated digitally. For
instance, the four columns of DAC+ signal routing relative to two columns of DAC- routing
will translate to a higher fixed parasitic capacitance that creates gain mismatch between
DAC+ and DAC-.

4.3.3.2 FIR timing

Each unit capacitor in the DAC bank is sampled during one of the 16 LO cycles. To
generate the sampling pulses, the LO phase is tracked using a 4-bit counter driven by the
LO sampling clock, as shown in Fig. 4.25. In the timing cell for each unit element, the
counter result is compared to a programmable 4-bit index that generates a sampling pulse
of width 1/fLO when the index and counter result are identical. Because fLO is much
larger than the expected RC bandwidth of the input signal, jitter introduced by the clock
generation circuitry will not significantly degrade noise. Moreover, to ensure that all clock
edges transition simultaneously, the counter output is re-sampled using four registers with a
common clock. This buffering stage occurs once per group of 32 unit cells.

While control signals can be shared between sub-DACs that operate during opposite
clock phases (e.g. 0◦ and 180◦), separate control signals must be used for sub-DACs with
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Figure 4.26. SAR ADC logic implementation and clocking scheme.

overlapping phases (e.g. 0◦ and 90◦). To implement this 90 degree phase shift, the 4th bit
of the counter result is inverted to generate an additional control pulse that is routed to the
appropriate sub-DACs, as illustrated in Fig. 4.25.

Routing the FIR control signal along the 210µm vertical height of the DAC requires
long metal wires with a large surface area, introducing significant parasitic capacitance that
increases the power consumption of the logic control block. Overall, the estimated power
draw of this block is 1.7 mW per sub-DAC at VDD = 0.8V and fLO = 1700 MHz. This
is 22% of the total sub-DAC power consumption and 31% of the digital power. While this
power can be lowered by reducing the number of independently-selectable unit cells, doing
so would reduce the configurability of the FIR filter; the power of this logic block is a fixed
overhead cost required to implement the configurable filter.

4.3.3.3 SAR logic and timing

The SAR ADC control logic determines the bottom-plate capacitance of all four sub-ADCs.
In a conventional ADC, the logic resets the DAC bottom-plate voltages during sampling
and then sequentially switches the control voltages for bits of decreasing significance as the
algorithm progresses. For each sub-DAC in this design, however, the initial reset voltages are
fixed for 16 LO cycles (FIR sampling), then the DAC control voltages are switched according
to the SAR algorithm for 8 LO cycles (SAR conversion), and then those control voltages
are held for the remaining 8 LO cycles (VCO residue amplification). These three modes of
operation must be interleaved between the four DAC banks, as shown in Fig. 4.26.

Figure 4.26 also shows how the logic is constructed from standard cell flip-flops and
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multiplexers. A clock generated from the LO and SAR logic (bottom left of Fig. 4.26) drives
the comparator for synchronous operation, and the XNOR of the two comparator outputs
(COMP+ and COMP-) generates a signal to indicate that the comparator result is valid.
The sequential rising edges of the shift register drive another set of registers that store the
current comparator result, as in a conventional SAR ADC. Each comparator result latch
drives four multiplexers that control the bottom-plate voltages of one of the four sub-DACs.
During the FIR sampling phase, the DAC bottom-plate voltage is reset to a programmable
initial value that dictates the final common-mode output voltage of the DAC. During the
SAR operating phase, the multiplexer is used to switch between the initial DAC voltage and
the digital logic output. When the VCO is enabled, the mux is configured as a latch to store
the previous DAC bottom-plate code, maintaining a constant residue voltage without the
area overhead of a full flip-flop. After 9 phases are complete, the digital logic is reset by a
final register that generates a ‘conversion DONE’ pulse. This DONE signal then drives a
2-bit digital counter to generate control codes for the multiplexers driving specific sub-DACs
(bottom right of Fig. 4.26).

The SAR ADC logic is also used to cycle the DAC reference voltage between one of
three off-chip low-dropout regulators (LDOs), because the reference noise requirements vary
between operating modes. The reference voltage noise must be kept low during the residue
conversion phase (VCO operation) and sampling phase (FIR operation), but high noise is
tolerable during the SAR conversion phase. The SAR conversion phase also generates a
large amount of supply noise when the large bottom-plate capacitance is switched during
the conversion procedure. As a result, three separate references are employed to isolate the
switching noise of the SAR phase from the noise-sensitive VCO phase.

The digital logic timing requirements are greatly relaxed by the subranging ADC ar-
chitecture. Conventional SAR ADCs require the DAC to settle within half an LSB at each
decision cycle, but this architecture requires complete settling only by the beginning of the
VCO conversion phase. This affords the large MSB capacitors the longest settling window.
The 50 fF unit capacitor and < 860Ω driving switch will safely settle to within 80 dB ac-
curacy in 400 ps, so even the LSB will settle fully using fLO > 2.5 GHz. All but the two
redundant unit capacitors will settle to > 100 dB accuracy in this time frame. Incorrect
comparator decisions resulting from incomplete DAC settling are tolerable provided the fi-
nal SAR residue is within the VCO input range; the two redundant SAR bits help correct
for such errors.

Because DAC settling error can be kept small, the main limitation on logic performance
is that the comparator decision and logic delay must complete within each LO cycle due to the
synchronous operation of the ADC. Figure 4.27 shows the simulated logic decision delay vs.
comparator residue amplitude for various supply voltages, using the post-layout extraction
netlist. This indicates that the SAR logic should operate reliably up to a frequency of 3.8
GHz with VDD = 800 mV and 2.1 GHz with VDD = 600 mV.

4.3.3.4 SAR switching procedure

While constant-VCM switching procedures are often used to minimize nonlinearity caused by
comparator offset variation, this subranging architecture is resilient to comparator decision
errors, as discussed above. Moreover, while the common-mode voltage of the RF input signal
must be kept low to reduce sampling nonlinearity in the ADC (Fig. 4.21), the input to the



CHAPTER 4. ARCHITECTURE-CONFIGURABLE RF-TO-DIGITAL RECEIVER 106

0.2 0.4 0.6
VCM/VDD

0

0.1

0.2

0.3

0.4

0.5

0.6

D
ec

is
io

n 
d

el
ay

 (n
s)

Logic
delay
vs.
biasing

V
DD

=600 mV

V
DD

=700 mV

V
DD

=800 mV

Figure 4.27. Simulated SAR ADC logic decision delay (comparator clock rising edge to DAC
control signal rising edge) vs. bias point. A residue input of 100 µV is used.

+
-

VCO operation

Low VCM
required

Mid-rail VCM
required

Down-conversion

CBB

R
F

 in

FIR/SAR operation
BB signal SAR residue

RF in

Vref

VCM,in

VCM,out

Max VCM: RST[4:0]=00000

0.5Vref

VCM,in

VCM,out

Lower VCM: RST[4:0]=01000

5-bit SAR
Example:

C

C

C

C

2C

2C

4C

4C

8C

8C

16C

16C

VDD

VDD

Initialize to RST[4:0]

Initialize to RST[4:0]

VCMVDAC+ VDAC-

DAC+
DAC-

VCMVDAC+ VDAC-

Figure 4.28. The NMOS input sampling switches require a low input common-mode voltage
(VCM), while the VCO preamplifier requires a mid-rail VCM . As a result, the programmable-
VCM switching procedure described in the previous chapter (illustrated here) is used.



CHAPTER 4. ARCHITECTURE-CONFIGURABLE RF-TO-DIGITAL RECEIVER 107

CLKbCLKb

IN+ IN-

OUT+OUT-

CLKb

Figure 4.29. Strong-arm latch comparator used for the SAR ADC.

VCO preamplifier should be near mid-rail to maximize its transconductance and provide low
input-referred noise. A low-power switching procedure is also desirable due to the large DAC
capacitance required to keep thermal sampling noise low. As a result, the same switching
procedure used in the resolution-configurable SAR ADC of Chapter 3 (discussed in Sec.
3.3.1) is also used in this work to integrate programmable common-mode biasing directly
into the SAR sampling process (Fig. 4.28). The initial bottom-plate voltage of the DAC
unit cells determines the common-mode output voltage.

4.3.3.5 Comparator

Because this architecture is resilient to comparator decision errors, the input-referred noise
and offset of the comparator can be relatively high. As a result, a compact PMOS-input
strong-arm latch shown in Fig. 4.29 is used for the SAR ADC. PMOS input devices are
used because the common-mode input voltage is low to minimize distortion from the NMOS
sampling switches. While this results in a larger comparator input overdrive that increases
input-referred noise and offset as discussed in the previous chapter, it also lowers the com-
parator decision time. No offset calibration techniques are integrated into the comparator
itself. Because the single comparator is shared between sub-ADCs, offset can be removed
digitally as a fixed DC component of the output signal.

Figure 4.30 shows the simulated noise and offset of the comparator, obtained (respec-
tively) via transient noise simulations and Monte Carlo simulations. The input-referred noise
standard deviation is under 5 mV when VCM is low, but easily falls below 2 mV as VCM
increases. For an 800 mV full-scale input value, this is under half the 7-bit LSB of 6.25
mV. While the comparator offset variance is high, it will largely be a static value that can
be corrected digitally. The main performance limitation of this design is the comparator
decision time, which may limit the achievable speed of the converter. However, the results
in Fig. 4.27 include the comparator conversion delay and indicate that LO frequencies up
to 2.1 GHz can be supported down to operating voltages of 600 mV.

4.3.3.6 Expected conversion residue

While the input-referred comparator noise can be significantly larger than the target noise
floor of the converter, it must still be smaller the input range of the VCO-based ADC.
Similarly, nonlinearity induced by comparator offset VCM dependence (as discussed in the
previous chapter) and DAC mismatch must be smaller than the VCO’s linear input range.
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Figure 4.32. VCO-based ADC architecture.

Figure 4.31 compares the expected distribution of SAR ADC residue voltages, assuming a
DAC unit cell mismatch of 5%. This estimate is obtained using a MATLAB model of a
SAR ADC that assumes a switching procedure with monotonically-increasing VCM . The
comparator characteristics (noise and 1σ offset) from Fig. 4.30 are included in the model.
From the sample histogram in Fig. 4.31, it can be seen that the residue experiences a nearly
uniform distribution with a Gaussian tail due to the comparator noise. The summarized
distribution statistics as a function of initial VCM illustrate that the residue distribution is
relatively independent of VCM , and nearly all of the ADC residues fall safely within a 30 mV
window.

4.3.4 VCO-based ADC

The VCO-based ADC operates as an open-loop implementation of a first-order ∆Σ ADC, in
which the input signal is integrated using the frequency/phase relationship of an oscillator,
and then digitally differentiated. As shown in Fig. 4.32, the VCO-based ADC implemented
in this work consists of an open-loop preamplifier to reduce noise and buffer the capacitively
sampled SAR residue, two VCOs operating in a pseudo-differential fashion, and decoding
logic to translate the VCO phase into a digital signal. Because the input-referred noise of
the VCO-based ADC adds directly to the noise of the matching network and input sampling
structure, both thermal noise and in-band quantization noise must be kept low to avoid
degrading the receiver sensitivity. Quantization noise requirements are relaxed due to the
first-order noise shaping properties of the VCO. While high linearity is not required due to
the SAR stage, the linear input range of the VCO must cover the full SAR ADC residue
range. This section discusses in further detail the implementation of each block required to
build this fine-resolution ADC.

4.3.4.1 Preamplifier design

The VCO preamplifier buffers the capacitively sampled SAR voltage residue from the ring
oscillator and maintains low input-referred noise to achieve high sensitivity. Figure 4.33
shows the differential self-biased preamplifier topology chosen for this prototype to maximize
transconductance (Gm) and afford implementation simplicity. A fully differential structure is
chosen to reduce the second-order harmonic distortion of the VCO. Moreover, the amplifier
is relatively simple (few transistors) to be compatible with increasingly complex design rules
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Figure 4.33. VCO preamplifier schematic (left) and layout unit cell implementation (right).

in scaled process nodes.
Relative to a pseudo-differential amplifier built from two independent inverter-based

amplifiers, this architecture provides improved common-mode voltage (VCM) rejection to
tolerate VCM variation induced by common-mode noise or differential gain imbalance. The
complementary amplifier design also lowers the input-referred oscillator noise relative to a
single differential input pair driving the two ring oscillators. As discussed in Section 4.2.2, the
oscillator noise is inversely proportional to the ratio between ∆f induced by the input signal
(a function of the input swing and Gm) and the free-running VCO frequency (a function of
the fixed bias current). As a result, the fully differential input topology affords a high input
transconductance that helps to minimize the input-referred noise of the design.

As shown in Fig. 4.33, a tunable self-biasing replica circuit adjusts the DC output
voltage of the preamplifier to control the free-running VCO frequency. To adjust the output
voltage, the relative PMOS/NMOS strength can be tuned by modifying the number of
parallel devices in the replica input pair. If the PMOS drive strength is larger, the bias
voltage is pulled high to lower the output voltage, which lowers the VCO speed. Conversely,
the free-running VCO speed can be increased by using more parallel NMOS devices to lower
the amplifier’s bias voltage and raise its output voltage.

The highly symmetric amplifier structure also facilitates a straightforward physical
layout, as shown in Fig. 4.33. All transistors in the core of the amplifier can be constructed
from identical two-finger unit cells. In the bias devices, the inner shared source/drain region
can connect to VDD or VSS, while the outer source/drain region connects to the common
source node of the input pair. The outermost node of the input pair devices connects to this
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same node, while the innermost node will connect to one of the two preamplifier outputs.
These unit cells can be interleaved to improve matching and tiled to easily configure the
relative strength of the input devices and bias transistors.

Device dimensions are chosen to maximize VCO gain while maintaining low input-
referred noise. Using many parallel fingers to implement the input devices helps maximize
the effective Gm of the input stage for a fixed power (drive current). However, to maximize
the proportion of differential output current (Gmvin) fed to the ring oscillator, the output
resistance of the preamplifier (Rout,amp) must be higher than the input resistance of the VCO
(Rin,V CO):

∆iV CO = Gm∆vin
Rout,amp

Rin,V CO +Rout,amp

For a given VCO, larger ∆iV CO for a fixed ∆vin will provide a higher VCO gain (KV CO)
that improves ADC sensitivity, so Gm and Rout,amp should be maximized. In this design,
a total of 60 unit bias cells are used relative to the 40 input devices to provide an overall
input transconductance of 22 mS. At a supply voltage of 0.8V, the preamplifier consumes
an estimated 730 µW, which falls to 210 µW on a 0.6V supply.

Finally, the input-referred offset of the preamplifier can be canceled using a capacitive
DAC at the preamplifier’s input, as shown in Fig. 4.32. While the offset of the preamplifier
may be small due to the large input device size, the input-referred offset of the SAR ADC
comparator will effectively be added to the SAR conversion residue, and may be large enough
to saturate the input range of the VCO. This 5-bit DAC has a total capacitance of ≈ 0.6
pF that can be combined with the 6.5 pF single-ended DAC capacitance to tune offset over
a range of ±30 mV with 0.6 mV of resolution. The bottom plate of the DAC is initialized
to a known state prior to conversion during the reset phase, and a fixed voltage change is
applied during the sampling phase. These control signals are generated from the SAR logic.

4.3.4.2 Oscillator topology

The oscillator must provide low input-referred noise, have sufficient phase resolution to
minimize quantization noise, and be simple to implement in scaled CMOS process nodes. As
shown in Fig. 4.34, each VCO is constructed from a 15-element inverter ring whose supply
voltage is controlled by the output of the preamplifier. The output of the ring oscillator is
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buffered by an additional stage of inverters powered by the SAR ADC voltage reference, and
then decoded digitally. The ≈ 400 mV SAR ADC reference voltage is used for the buffer
supply to account for the low preamplifier output voltage.

As discussed in Section 4.2.2 and detailed in [99], the input-referred VCO thermal noise
is a function of the VCO gain (KV CO), inverter delay (tinv), and jitter introduced by each
delay element (σinv). When the inverter delay standard deviation is much smaller than the
unit inverter delay (σinv/tinv � 1), the input-referred noise can be approximated as follows:

v2n,in =

(
σinv
t2inv

)2
tsamp
tinv

(
1

KV CO

)2

This expression shows that the input-referred jitter can be minimized by increasing tinv,
lowering σinv, or increasing KV CO. As presented in [100] and discussed in Section 4.2.2,
these parameters are related; for instance, increasing the capacitive load at the output of
each inverter (e.g., by increasing device length) will increase tinv and lower σinv, but also
lower KV CO. Meanwhile, for a fixed sample rate, the quantizer resolution will be inversely
proportional to tinv, so the delay element sizing presents a tradeoff between the input-referred
jitter of the ring oscillator and the first-order shaped quantization noise.

To address these design considerations, the inverters in the VCO are constructed of
low-threshold, minimum-length transistors to reduce area and optimize for phase resolution.
Each transistor is constructed from multiple device fingers to increase capacitive loading,
thereby reducing σinv/tinv while keeping tinv small to maintain phase resolution. Placing
multiple low-threshold devices in parallel also lowers the effective input resistance of the os-
cillator to boost KV CO, as discussed in the previous section. Low threshold devices maximize
the voltage swing of each inverter, which reduces σinv/tinv as detailed in [100].

The number of delay elements in the oscillator impacts the low-frequency noise, non-
linearity, and decoding complexity of the ADC. As described in [100], using many delay
elements provides a higher degree of low-frequency noise averaging within the oscillator.
However, the analysis in [99] illustrates that using more unit elements introduces additional
spurs due to delay element mismatch. These spurs can be pushed to higher frequencies when
tsamp/tinv is large, at the expense of increasing input-referred jitter. Finally, the VCO phase
can be decoded by identifying which of the oscillator elements is transitioning when the
output voltage is sampled. Therefore, incorporating many delay elements requires a higher
degree of decoding complexity. In this oscillator, a total of 15 high-speed inverters are used
to provide a balance between low-frequency noise averaging and decoding simplicity.

In the physical design, each VCO is placed in a separate guard ring to provide isolation
from the adjacent complementary VCO and prevent phase locking. While the inverter layout
is naturally simple, careful layout practices are used to ensure uniformity between each
inverter unit cell and reduce systematic mismatch. The output buffer is placed adjacent to
each element in the ring oscillator to reduce capacitive parasitics and improve matching.

Figure 4.35 summarizes the simulated VCO gain (KV CO), delay element noise (σinv/tinv),
and inverter delay (tinv) as a function of bias point. Both high KV CO and large tinv can be
obtained if the common mode input voltage (VCM) is high enough to lower the supply voltage
of the VCO. Similarly, lowering the VCO supply voltage can increase tinv without signifi-
cantly reducing KV CO. While this increases σinv/tinv, it lowers the overall input-referred
voltage noise of the design as shown in Fig. 4.36 and discussed in the next section.
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Figure 4.35. VCO gain (KV CO, left), relative delay standard deviation (σinv/tinv, center),
and inverter delay (tinv, right) as a function of VCO bias configuration.
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Figure 4.36. Input-referred preamplifier thermal noise (left) and ring oscillator jitter (right)
at fLO = 1.7 GHz.

4.3.4.3 Preamplifier + oscillator performance

Figure 4.36 compares the simulated input-referred thermal noise of the preamplifier and the
oscillator as a function of bias point for an LO frequency of 1.7 GHz. The preamplifier
contributes significantly less noise than the oscillator. Both the preamplifier noise and the
oscillator noise improve with large Gm, as this boosts KV CO. The Gm is maximized when
the amplifier’s input common mode voltage (VCM) is near mid-rail. Increasing VCM also
lowers the preamplifier’s output voltage, which reduces tinv to improve the input-referred
oscillator jitter. The preamplifier output voltage can also be reduced by lowering the supply
voltage, which correspondingly lowers the VCO power consumption. At fLO = 1.7 GHz, the
core VCO (preamplifier, oscillator, and buffer) consumes 400 µW for VDD = 600 mV and
1.1 mW for VDD = 800 mV. The left plot of Fig. 4.36 illustrates that lowering VDD raises
the preamplifier’s noise; however, at VDD = 600 mV it remains below 25% of the oscillator’s
noise contribution. While lowering VDD reduces both the VCO power consumption and total
input-referred noise, higher VDD is required for high mixer switch linearity.

4.3.4.4 Signal decoding

The VCO phase detector must provide a high degree of resolution to ensure that the con-
verter’s quantization noise is lower than the target noise floor of the receiver. Coarse phase
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Figure 4.37. VCO decoding scheme. The inset shows how the buffered VCO output signals
(labeled n− 2, n− 1, n, n+ 1 at top) connect to the output of adjacent signals

quantization can be performed using a digital counter to integrate the VCO frequency. Ad-
ditional resolution can be obtained by using the output of each VCO element to identify
the oscillator phase, as the sampled code will indicate which delay stage transitions during
a particular sampling instant. To obtain a higher degree of precision, the analog voltage of
the transitioning element can be sampled and digitized with a coarse ADC. As shown in Fig.
4.37, these three techniques are combined in this prototype to provide a wide input range.
Two MSBs of the VCO are measured using a conventional counter-based approach, and three
additional bits are obtained by identifying which of the inverter elements is transitioning dur-
ing the sampling instant. The output of each element is sampled onto a 3-bit capacitive DAC
that can be used as a coarse sub-SAR ADC to provide additional quantization resolution.

While digital counters are typically used in VCO-based ADC decoding [89, 101], most
prior designs use flip-flops instead of comparators to decode the VCO phase [96, 99], and
do not boost SQNR using an additional coarse converter. The decoding logic in this work
uses comparators as a simple mechanism for translating between the low supply voltage of
the ring oscillator output buffers and the higher digital supply voltage. The comparators
can also be reused for the coarse-resolution sub-SAR ADC. As illustrated in Fig. 4.37, all
15 initial comparator results are first used to identify which voltage contains the transition
residue. Subsequently, the relevant comparators are triggered asynchronously to provide
three additional bits of resolution. Because quantization noise will be first-order shaped, only
a few bits of sub-SAR resolution are required and the comparators and sampling DAC can
be made minimum-sized to reduce power consumption. On the rising edge of the sampling
clock (generated from the LO), the buffer output voltages are sampled onto a 2 fF, 2-bit
capacitive MOM DAC.

In simulation, the decoding procedure completes in 400 ps, making it compatible with
LO frequencies up to 2.5 GHz. The 3-bit sub-SAR operation completes in 250 ps, so faster
LO frequencies can be supported when higher quantization noise is tolerable. At 1.7 GHz
and VDD = 0.8 V, the decoding scheme consumes 1.4 mW per sub-ADC, divided between
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0.09 mW for the digital counter, 0.04 mW for the decoding logic, 0.43 mW to support the
sub-SAR operation, and 0.88 mW to distribute the sampling clock. The buffers used to drive
the DAC capacitance consume 0.33 mW. Because this power is largely dynamic, it can be
reduced by lowering the sample rate when possible.

The on-chip signal decoding logic does not differentiate the output samples to generate
a sequence of noise-shaped output values. This was done to simplify the prototype design
and provide a higher degree of debugging flexibility, but an on-chip differentiator could be
integrated into future designs. The main challenge in differentiating the VCO phase samples
is the potential for overflow in the MSB counter. However, the continuously-integrating
nature of the VCO-based ADC indicates that the VCO phase code should grow between
successive samples. By guaranteeing that no viable input amplitude exceeds the detectable
VCO phase range, any negative phase code difference can be corrected using the known
counter range.

4.3.5 Signal recombination

An iterative optimization algorithm is implemented off-chip to estimate the gain from the
VCO code to the SAR code and account for static non-idealities such as DAC capacitor
mismatch. Each independent sub-DAC contains different capacitor weights, and routing
mismatches will vary the offset of each DAC by changing the parasitic capacitance from
the DAC top plate voltage to ground. Optimizing the converter’s performance requires
calculating these weights. To do this, an iterative gradient ascent algorithm is used to
find coefficients that maximize the SNDR of constant-wave input training data. In this
algorithm, a vector of parameters p is calculated by iteratively updating each individual
parameter pn according to the derivative of the function to be maximized (SNDR in this
case). Specifically, a new estimate of pn is found at iteration i of the algorithm by modifying
the previous estimate (pi−1n ) by an amount proportional to the partial derivative of SNDR
with respect to pn:

pin = pi−1n + α
∂SNDR(pi−1)

∂pn

In this case, the partial derivative can be estimated by evaluating the SNDR twice
for slightly different values of pn, while keeping the other parameters in p fixed. Relative
to a least mean squares (LMS) algorithm, as described in [98], this approach does not
require fitting an ideal signal to the measurements. It requires FFT computations and
comparison logic, but this functionality can be integrated into the digital baseband processor
of a conventional receiver. Most digital baseband processors will already incorporate an FFT
for decoding, as orthogonal frequency division multiplexing (OFDM) encodes wireless data
in the frequency domain. Moreover, a one-time calibration is sufficient for measuring DAC
mismatch, so the total relative the power overhead of this computation can be kept low.
Alternatively, the conventional LMS weight-fitting algorithm can be modified to calculate
the VCO residue gain by treating the unknown SAR to VCO gain as an additional weight
in the unknown coefficient matrix that scales the measured VCO code.



CHAPTER 4. ARCHITECTURE-CONFIGURABLE RF-TO-DIGITAL RECEIVER 116

4.3.6 Top-level design

Figure 4.38 shows both the layout of a single sub-ADC and a die micrograph of the flip-chip
16nm CMOS prototype. The active area of the four sub-ADCs is 0.26µm. As seen in the
micrograph, the four sub-ADCs are arranged to minimize the length of RF signal routes.
The differential RF input and high-speed 4fLO clock are fed from two pairs of flip-chip
solder bumps at the die edge to the right and left of the chip, respectively, using the top
aluminum routing layer. The receiver placement relative to the RF input bumps was dictated
by packaging constraints; in a customized design, the receiver would be placed as close as
possible to the RF input to minimize signal losses. The 8192-element digital memory used
to store the ADC results is not shown, but located to the left of the ADC. The remainder
of the die is used to test separate IP.

The layout of each sub-ADC is shown at the left of Fig. 4.38. While the LO clock
receiver is located to the left of the four sub-ADCs, the LO phase generator is placed centrally
to balance the length of traces from the phase generator to the mixer switches and reduce
systematic phase shift. High levels of harmonic rejection are still achievable in the presence
of mixer mismatch, however, because the recombination weights can be tuned digitally. After
the input signal is sampled onto the baseband capacitor via mixer switches near the LO phase
generator, the low-frequency baseband signal is routed to the input of the four differential
DAC banks. As shown in Fig. 4.25, the FIR control signal generation logic is placed to the
right of the DAC banks. Due to the large capacitance required to keep sampled thermal noise
low and the area overhead of sampling logic within each unit cell, the DAC banks consume
the largest portion of the active die area. Power switches to alternate between DAC reference
voltages are located at the top and bottom of the DAC bank. The SAR comparator/logic
and VCO are placed near the baseband capacitor. During VCO-only operation, the down-
converted baseband signal will be close to the VCO preamplifier input. Each sub-ADC also
contains a set of 16-way deserializers to interface with the digital memory, which is sampled
at fLO/16. The remainder of the receiver area is used for decoupling capacitance and scan
signal routing.

4.4 Measurement results
This section presents measurements of the architecture-configurable receiver prototype de-
tailed in the previous section. First, Section 4.4.1 describes the measurement and test con-
figuration. The measured receiver performance in the VCO-only, SAR-only, and VCO+SAR
configurations is then compared in Sections 4.4.2, 4.4.3, and 4.4.4. Section 4.4.5 then con-
cludes by discussing the advantages and disadvantages of these three configurations and
comparing the results to previously published RF-to-digital receivers.

4.4.1 Measurement setup

Figure 4.39 illustrates the hardware setup used to characterize the test chip. High-speed
signal generators provide the RF input signal (centered around fLO) and RF sampling clock
(operating at 4fLO). All DC supplies and bias voltages are generated using off-chip low-
dropout regulators (LDOs) on a separate PCB. The on-chip scan signal interface and digital
memory are accessed with an Opal Kelly FPGA, which is controlled on a test laptop via
Python. This FPGA also programs the LDO voltages and reads the current draw of each
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(a) Single sub-ADC layout. (b) 16nm CMOS die micrograph.

Figure 4.38. Top-level chip implementation.
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supply to measure the power breakdown of the chip.
As shown in Fig. 4.39, the 5 mm × 5 mm die is bonded to a ball grid array (BGA)

package. To simplify testing multiple chips, this package is soldered to a daughterboard PCB
containing SMA connectors for high-speed signal inputs and a high pin count (HPC) FPGA
mezzanine card (FMC) for connecting low-frequency signals to a motherboard PCB. The
RF clock and signal traces on the daughterboard are designed to provide 100 Ω differential
impedance. The daughterboard also contains test structures that can be used to characterize
the attenuation of the SMA connectors and PCB trace. The FMC connector feeds DC
voltages from LDOs on the motherboard to the test chip, and connects digital signals from
the test chip to an FPGA connector on the motherboard. The motherboard contains I2C-
programmable LDOs and current sensors; the low-noise LT3042 regulator generates the
analog supplies, while the high-power LT3083 regulator provides the chip-level VDD. The
digitally programmable AD5170 and AD5274 potentiometers are used to set the bias voltages,
while current is measured using the MAX9611 amplifier and ADC.

High-frequency baluns are used to generate the differential RF clock and input signals
from the single-ended signal generator output. Two bias tees set the common mode input
voltage of the RF data; the DC bias is generated by an LDO on the motherboard PCB. The
RF clock is AC coupled and does not require DC biasing. Losses through the SMA cables,
filters, and PCB routing are measured with a spectrum analyzer to accurately estimate the
signal power at the input of the test chip. The following sections describe in further detail
how the measurement setup is configured for both single-tone and multi-tone tests.

4.4.1.1 Single-tone tests

Single-tone tests are used to characterize the sensitivity, maximum resolution, and frequency
response of the receiver. Both the sensitivity and resolution of the ADC are measured from
the signal to noise and distortion ratio (SNDR) of the ADC. A 5000-point FFT of the ADC
output data stored in the on-chip memory is used to find the SNDR; the SAR and VCO
results are scaled and recombined off-chip in MATLAB. The sensitivity is characterized by
finding the input power that provides 0 dB SNDR, while the peak SNDR is obtained by
sweeping the maximum input power to find the optimal balance between distortion and
thermal noise. The frequency response of the receiver is measured directly by sweeping the
frequency of the input signal. For each input tone, the RMS amplitude of the received
digital sequence is measured to obtain the signal strength. Large input amplitudes are used
to characterize the frequency response to boost the SNR of each sample.

To prevent FFT spectral leakage, the input tone frequency (offset from fLO) is chosen
from the ADC sampling frequency (fsamp), number of FFT points (Npts), and a prime number
p as follows:

fsig = fsamp

(
p

Npts

)
Due to the high flicker noise corner in deeply scaled CMOS process nodes, fsig ≈ 8 MHz.

This allows the 10-20 MHz signal bandwidth to exclude low-frequency noise, and includes
the effects of second harmonic distortion. Noise and distortion from the signal generators
are mitigated using a low-pass filter on the clock source and a narrow band-pass filter on the
RF input signal, as shown in Fig. 4.39.
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Figure 4.40. In-band and out-of-band IIP3 measurement configuration. Frequencies listed
are relative to the LO frequency.

Figure 4.41. Receiver configuration in VCO-only mode. All cells in the DAC are disabled
and the baseband signal is fed directly to the VCO.

4.4.1.2 Multi-tone measurements

Two-tone tests are used to measure the IIP3 of the receiver. As shown in Fig. 4.39, signals
from multiple generators are combined using a hybrid coupler. The in-band IIP3 is measured
by placing both signals within the 10-20 MHz signal bandwidth, and measuring the power of
their third-order intermodulation products (IM3) at 2f1 − f2 and 2f2 − f1. For out-of-band
IIP3 measurements, tones are offset > 40 MHz from the signal band at frequencies that will
generate an in-band IM3, as illustrated in Fig. 4.40. The IIP3 is measured from the known
input tone power Pin and relative power of the IM3 products ∆P as:

IIP3 = Pin +
∆P

2

The power of the input tones must be strong enough to generate detectable IM3 prod-
ucts. Because this resolution is limited by the SNDR of the ADC and the number of FFT
samples, the input power must approach the compression point of the receiver, which may
attenuate the input signal and underestimate the IIP3 of the receiver.

4.4.2 VCO mode

The VCO-only mode can provide improved sensitivity and low power consumption when
high linearity is not required. In this setting, the SAR ADC bypass switches are closed
and each unit cell in the sampling DAC is disabled, as shown in Fig. 4.58. As a result,
the down-converted baseband signal stored on the sampling capacitor is fed directly to the
VCO input. To bias the VCO preamplifier near mid-rail for improved Gm and lower input-
referred noise, a moderately high common mode input voltage (VCM) must be applied to
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the RF input signal. While this reduces the linearity of the NMOS sampling switches in the
mixer, the nonlinearity of the VCO dominates the receiver’s linearity. This relaxed linearity
requirement also enables the receiver to operate with a low supply voltage (600 mV) to
reduce power without degrading IIP3. As shown in Fig. 4.35, operating at a lower supply
voltage also reduces the input-referred jitter of the oscillator.

In the VCO-only test configuration, the cutoff frequency of the first-order filter in
the sampling network is programmed by setting the baseband capacitor size. The input
matching resistors are fixed at ≈ 100Ω using three of the parallel unit cells described in
Section 4.3.2. The VCO preamplifier bias is tuned to optimize the sensitivity of the VCO.
No offset is applied by the offset cancellation DAC, as the large preamplifier input devices
have a relatively small input-referred offset.

4.4.2.1 Output spectrum

To demonstrate the achievable resolution of the ADC, Fig. 4.42 shows the measured ADC
output spectrum in VCO-only mode for a peak SNDR of 52 dB. In this 5000-point FFT, the
input power is −28 dBm and fLO = 1700 MHz. The first-order noise shaping of the VCO
is evident, with the shaped noise falling below the noise floor at frequencies under 40 MHz.
This fixed noise floor is dictated by the input-referred thermal noise of the preamplifier and
ring oscillator; flicker noise is also present at low frequencies. As a result, a 7-17 MHz IF
signal bandwidth is considered in order to eliminate flicker noise. A longer FFT could more
clearly illustrate low-frequency noise, but the length of the FFT is restricted by the size of
the on-chip memory bank.

106 107 108

Frequency (Hz)

-100

-80

-60

-40

-20

0

P
ow

er
 (d

B
FS

)

SNR
=
53.7
dB

SNDR
=
52.1
dB

SFDR
=
58.3
dB

Figure 4.42. Frequency spectrum of receiver in VCO-only mode (fLO = 1700 MHz).

The frequency spectrum in Fig. 4.42 also shows second-order harmonics due to mis-
match between the two VCOs in the pseudo-differential structure, and a small amount of
third-order harmonic distortion due to the nonlinear characteristic of the VCO. Spurs at mul-
tiples the SAR ADC sampling frequency of 212 MHz (fLO/8) are caused by the switching
activity of the offset cancellation DAC.

The 45◦ phase offset between the three sub-ADCs causes the SNDR improvement from
averaging to be lower than the SNDR improvement that could be obtained without this phase
shift. Figure 4.43 shows the FFTs of all three sub-ADCs, illustrating that the averaging
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provides roughly 3 dB SNDR benefit relative to the best stand-alone design instead of the
4.8 dB benefit expected from averaging three in-phase signals with uncorrelated noise. While
this phase shift degrades the resolution of the converter, it is required to support harmonic
rejection. Additionally, Fig. 4.43 demonstrates that a third harmonic tone is present in the
individual sub-ADCs that is eliminated after signal averaging. Calibration techniques could
be used to compensate for the nonlinearity of the VCO to further improve performance.
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Figure 4.43. Frequency spectrum of receiver in VCO-only mode for all sub-ADCs (fLO =
1700 MHz).

Finally, to characterize the linearity of the VCO, Fig. 4.44 shows an FFT of the receiver
output when driven by two in-band or two out-of-band tones. In these measurements, the
LO frequency is fixed at 1700 MHz, the analog VDD = 0.6 V and the digital VDD = 0.7 V.
Figure 4.44(a) demonstrates an in-band IIP3 of -4.9 dBm, while Fig. 4.44(b) demonstrates
an out-of-band IIP3 of +11 dBm, measured using tones offset 50 MHz from the carrier
frequency. The IM2 measurements illustrate an in-band IIP2 of +16.6 dBm and out-of-band
IIP2 of +35.6 dBm. The linearity could be improved further digitally, since each of the
two oscillators in the pseudo-differential VCO are measured separately to compensate for
mismatch between the two oscillators.
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Figure 4.44. Linearity measurements in VCO-only mode.
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4.4.2.2 Sensitivity & resolution

Figure 4.58 shows the measured SNDR in 10 MHz, 20 MHz, and 40 MHz bandwidths as
a function of input power for fLO = 1700 MHz. At this carrier frequency, the sensitivity
of the receiver (approximated as the 0 dB SNDR input power) is −85 dBm, −83 and −80
dBm in 10, 20, and 40 MHz bandwidths, respectively. The peak SNDR is 52, 50, and 48
dB for these bandwidths. The SNDR scales linearly with Pin because the noise power is
independent of input signal strength. As Pin approaches -30 dBm, the distortion introduced
by the VCO receiver dominates the SNDR. For Pin above -28 dBm, the harmonic distortion
grows sharply and degrades the SNDR.
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Figure 4.45. Pin vs. SNDR in VCO-only mode in 10 MHz, 20 MHz, and 40 MHz bandwidths.

Only bandwidths up to 40 MHz are characterized in Fig. 4.58 because above this range,
shaped quantization noise will enter the signal bandwidth. This is set by the thermal noise
floor and the shaped noise amplitude, as shown in Fig. 4.42. Up to 40 MHz, the receiver
maintains the expected 3 dB degradation in SNDR as the bandwidth doubles, increasing the
total in-band noise. Supporting higher bandwidths would require an alternative loop filter
topology. Moreover, the mixer’s baseband capacitance would have to scale to smaller values
to move the cutoff frequency of the mixer, as discussed next.

4.4.2.3 Filter response

Figure 4.46 shows the measured frequency response of the receiver in VCO-only mode for
both the maximum-bandwidth (smallest CBB) and minimum-bandwidth (largest CBB) set-
tings. The measurements are compared to the calculated response of single-pole filters with
varying bandwidths to demonstrate that the 3 dB bandwidth scales from roughly 14 MHz
to 36 MHz. The sinc filter provides a slight amount of additional filtering at higher input
frequencies.



CHAPTER 4. ARCHITECTURE-CONFIGURABLE RF-TO-DIGITAL RECEIVER 123

100 101 102

Frequency offset (MHz)

-25

-20

-15

-10

-5

0

A
m

p
lit

ud
e 

(d
B

FS
)

Single-pole filter (14 MHz)
Measured - Max C

BB

Single-pole filter (36 MHz)
Measured - Min C

BB

Figure 4.46. Frequency response of receiver in VCO-only mode (fLO = 1700 MHz).

Because the VCO-only mode bypasses the configurable FIR filter in the SAR ADC, it
experiences predominantly only first-order filtering from the matching resistor and baseband
sampling capacitor. As demonstrated, the integrating nature of the VCO contributes a
slight amount of sinc filtering, though the short integration period of the filter (1/fLO)
limits the rejection it provides. While the modest amount of filtering restricts the ability of
the receiver to handle large blockers, the VCO-only mode is designed to handle low-power
input signals. Moreover, a high-order anti-alias filter is not required in this setting because
the VCO sampling frequency of fLO is much larger than the signal bandwidth.

4.4.2.4 Wideband performance

To illustrate the wideband nature of the receiver, Fig. 4.47 shows the peak SNDR, sensi-
tivity, and IIP3 of the receiver in VCO-only mode as a function of fLO. Because lowering
fLO reduces the ADC sampling frequency, it increases the total in-band thermal noise by
decreasing the oversampling ratio of the ADC. However, reducing fLO does not degrade the
SQNR of the converter, because the VCO phase is subsequently integrated over a longer
sample period to increase the effective quantizer resolution (as discussed in Section 4.2.2).
While the ADC is sampled at fLO in this prototype because packaging constraints supported
only a single input clock, the ADC sampling frequency could be de-coupled from the LO
clock to maintain a constant oversampling ratio and digital power consumption with RF
frequency.
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Figure 4.47. Peak SNDR, sensitivity, and linearity of the receiver in VCO-only mode.
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Figure 4.47 shows that the peak SNDR is consistently kept above 49, 46, and 44 dB in 10,
20, and 40 MHz bandwidths (respectively) across the RF frequency range. Correspondingly,
the receiver sensitivity is kept below −83/−80/−75 dBm in 10/20/40 MHz bandwidths.
The in-band IIP3 remains relatively constant at -7 dBm for all LO frequencies, while the
out-of-band IIP3 is kept above +0 dBm. All measurements were taken for an analog VDD
of 600 mV and a digital VDD of 700 mV. As shown in Fig. 4.36, raising VDD to 800 mV
can actually lead to higher input-referred jitter, and the total input-referred noise is heavily
bias-dependent. In turn, the sensitivity measurements are susceptible to variation, as bias
parameters were tuned for each LO frequency. The peak SNDR measurements, however, are
largely distortion-limited and therefore less susceptible to bias point.

4.4.2.5 Power consumption

Finally, the power consumption of the receiver in VCO-only mode is presented in Fig. 4.48;
this figure shows both a breakdown of the receiver power at 1700 MHz and a plot of the power
consumption as a function of LO frequency. Because nearly 60% of the power is digital, a
significant portion of the power scales directly with fLO (which sets the sampling frequency
of the ADC). A fixed amount of static power is consumed by the active preamplifiers in the
VCO and the LO buffer. Because less than a quarter of the receiver power is active power
from the VCO, additional power could be allocated to the VCO to reduce input-referred
noise and improve sensitivity without substantially impacting the total power consumption.
Alternatively, simplifying the digital decoding circuitry could greatly reduce the total receiver
power.
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Figure 4.48. Power consumption of the receiver in VCO-only mode.

4.4.3 SAR mode

The SAR-only mode provides high linearity due to the capacitive input sampling but poor
SNDR due to the large quantization noise from the 7-bit DAC. Because the quantization
noise exceeds the DAC sampling noise, cells in the DAC can be disabled as shown in Fig. 4.51
to reduce the total capacitance and lower the power consumption by reducing the number
of switched cells. To maintain 7 effective bits of resolution using fewer than 129 DAC unit
cells, the DAC weights can be configured with radix <2 with two redundant bits. The FIR
filter integrated into the SAR sampling provides an additional degree of anti-alias filtering.
Reducing the number of unit cells simply limits the configurability of this filter.
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Figure 4.49. Receiver configuration in SAR-only mode. Some DAC cells can be disabled to
lower power consumption.

Because the quantization noise is large, more distortion from the input sampling net-
work is tolerable, which allows the ADC to operate at a lower supply voltage of 600 mV.
This enables a reduction in power consumption without significantly degrading performance.
Moreover, a low input VCM can be used in this configuration to improve linearity because
a PMOS-input comparator is used in the SAR ADC. While the input-referred noise of the
comparator will be highest when VCM is low, the SAR switching algorithm can be config-
ured to bias the comparator at higher VCM in the final ADC decisions to lower input-referred
noise. As discussed in the previous chapter, however, the switching algorithm with variable
VCM will contribute missing codes that degrade the differential nonlinearity of the ADC.

4.4.3.1 Output spectrum

To characterize the performance of the receiver in SAR-only mode, Fig. 4.50 presents a FFT
of the measured receiver output for an input power of -5 dBm with an LO frequency (fLO)
of 1700 MHz. Because the SAR ADC sampling frequency is fLO/8 but the digital output
is sampled at fLO, the effective FFT size is limited to 625 points by the 5000-point digital
memory. This results in a high noise floor that limits the detectable SFDR.
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Figure 4.50. Frequency spectrum of receiver in SAR-only mode (fLO = 1700 MHz) for a
non-binary radix.

From Fig. 4.50, we can see that the ADC has an SNDR of 42 dB in a 10 MHz bandwidth.
As expected, the frequency spectrum is relatively flat because quantization noise dominates.
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Out-of-band spurs at fLO/32 are caused by mismatch between the four sub-DACs in each
ADC. Smaller in-band tones may be caused by missing codes in the transfer function of the
ADC, possibly due to the variable common mode SAR switching algorithm. As previously
demonstrated in Fig. 3.46, such nonlinearity can introduce spurious tones.

4.4.3.2 Sensitivity & resolution

To illustrate the achievable dynamic range and sensitivity of the receiver, Fig. 4.51 shows
the receiver SNDR as a function of input power for both binary-weighted and non-binary
DAC configurations in a variety of signal bandwidths. The LO frequency was fixed at 1.7
GHz, giving a SAR ADC sample rate of 212.5 MS/s. In these measurements, the analog
VDD = 600 mV and the digital VDD = 800 mV.
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Figure 4.51. Pin vs. SNDR in SAR-only mode, measured in 10 MHz, 20 MHz, and 40 MHz
bandwidths. The left plot shows the response when half of the unit cells are disabled to
implement a sub-binary radix DAC, and the right plot shows the conventional binary radix
DAC results with all unit cells enabled.

For the non-binary radix configuration, the peak SNDR is 40, 38, and 35 dB in 10, 20,
and 40 MHz bandwidths. The 0 dB SNDR point (sensitivity level) is measured at input
powers of -50, -46, and -40 dBm for these same bandwidths. In the 40 MHz bandwidth,
spurious tones due to the converter’s differential nonlinearity are more likely to fall in-
band and reduce the SNDR. This leads to over a 3 dB difference between SNDRs in the
20 MHz and 40 MHz bandwidth configurations. If the noise floor were completely flat
with frequency, a 3 dB SNDR difference would be expected. The main advantage of the
binary radix configuration is improved linearity. The peak SNDR in binary-weighted mode
is 40/38/35 dB in the 10/20/40 MHz bandwidths, and the sensitivity is -50, -48, and -42
dBm. The performance is nearly identical, illustrating that using fewer DAC sells to lower
power consumption does not significantly degrade performance.

4.4.3.3 Filter response

The frequency response of the FIR filter is presented in the next section with the SAR+VCO
mode characterization (Fig. 4.59). In SAR+VCO mode, the VCO does not provide addi-
tional sinc filtering because the VCO-based ADC operates on the sampled ADC conversion
residue instead of the full input signal. As a result, enabling the VCO provides higher
dynamic range to improve the measurement resolution but does not affect the frequency



CHAPTER 4. ARCHITECTURE-CONFIGURABLE RF-TO-DIGITAL RECEIVER 127

response. Figure 4.59 shows that the receiver can provide over 50 dB of passive anti-alias
filtering.

4.4.3.4 Wideband performance

To characterize the wideband performance, Figs. 4.52 and 4.53 present the measured peak
SNDR and sensitivity in SAR-only mode as the LO frequency is swept from 700 MHz to
1.9 GHz. Figures 4.52 and 4.53 show measurements for the SAR ADC with binary-weighted
(radix = 2) and non binary-weighted (radix < 2) DAC configurations at analog supply
voltages of 600 mV and 800 mV.
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Figure 4.52. Peak SNDR and sensitivity of the receiver in SAR-only mode with binary-
weighted DAC for VDD = 600 mV and 800 mV.
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Figure 4.53. Peak SNDR and sensitivity of the receiver in SAR-only mode with sub-radix 2
DAC for VDD = 600 mV and 800 mV.

Using the conventional binary-weighted DAC, the maximum achievable SNDR across
all frequencies is 40/35/31 dB in 10/20/40 MHz bandwidths. This result is independent
of supply voltage. With the alternative DAC radix, the peak SNDR is 35/31/28 dB on a
600 mV supply voltage and 40/35/30 on an 800 mV supply voltage. While the SNDR is
relatively independent of supply voltage at most frequencies, as the LO frequency increases,
a higher VDD becomes necessary to improve resolution. This is because the higher voltage



CHAPTER 4. ARCHITECTURE-CONFIGURABLE RF-TO-DIGITAL RECEIVER 128

becomes necessary to support faster sampling rates associated with higher LO frequencies.
As the sample rate increases, less timing margin is available to allow for complete DAC
settling, and comparator metastability will become increasingly likely. This dependence on
LO frequency can also be observed in the sensitivity measurements. While the maximum
sensitivity is -30/-32/-37 dBm on a 600 mV supply using the sub-binary radix DAC, it
improves to -36/-40/-45 dBm using the 800 mV supply. Using the binary-weighted DAC,
the sensitivity is -36/-40/-43 dBm on a 600 mV supply and -37/-40/-45 dBm on an 800 mV
supply. As with the peak SNDR measurements, the receiver performance is more consistent
across supply voltage using the binary-weighted DAC. Next, Fig. 4.54 shows how the IIP3
varies with LO frequency.
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Figure 4.54. Linearity of the receiver in SAR-only mode with binary-weighted DAC for
VDD = 600 mV and 800 mV.

The results in Fig. 4.54 are obtained using a conventional binary-weighted DAC. It
illustrates relatively flat and VDD-independent performance across LO frequency for the
in-band IIP3, but frequency and supply dependent performance for the out-of-band IIP3.
The in-band IIP3 measurement accuracy is limited by the size of the FFT. To generate
detectable IM3 products, the input power must be high, which can underestimate IIP3. The
out-of-band IIP3 measurements, however, depend on the degree of filtering provided by the
receiver. Because the nulls of the discrete-time FIR filter occur frequencies set by the FIR
sampling frequency, changing LO frequency affects the rejection, in turn altering the IIP3.
As expected, increasing the supply voltage improves linearity.

4.4.3.5 Power consumption

To conclude the SAR ADC measurements, Fig. 4.55 summarizes the active power consump-
tion of the receiver in this mode. Because the SAR ADC and FIR filter sampling is fully
digital, the only analog component of the receiver power is in the LO buffer. Therefore, a
significant fraction of the total power consumption is frequency-dependent.



CHAPTER 4. ARCHITECTURE-CONFIGURABLE RF-TO-DIGITAL RECEIVER 129

Figure 4.56. Receiver configuration in SAR+VCO mode. All features are enabled.
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Figure 4.55. Power consumption of the receiver in SAR-only mode.

Most of the digital power is due to the FIR filter sampling, given that each DAC cell can
be sampled during an independently programmable index. This requires digital logic gates
in each of the 128 cells that operates at the LO sampling frequency, driving up the digital
power consumption. Moreover, because these cells must be distributed across a large area of
the chip to construct a large DAC with low thermal sampling noise, many routing parasitics
exist in the design to drive up the digital power. In future work, fixing the anti-alias filter
sampling procedure could help save power at the expense of configurability.

4.4.4 SAR+VCO mode

The combined SAR+VCO mode provides both high resolution and high linearity at the
expense of power consumption. As shown in Fig. 4.56, all cells in the DAC must be enabled
to minimize sampled thermal noise. Because the VCO-based ADC is used to quantize the
SAR residue, the SAR resolution does not need to be high — this configuration is resilient
to the SAR quantization noise and comparator decision errors. The redundant bits in the
SAR ADC are only needed if the amplitude of the conversion residue saturates the input
range of the VCO.

To maximize the linearity of the NMOS sampling switches, the analog supply voltage
is set to 800 mV. The common mode voltage of the RF input signal is kept low (≈ 150 mV)
to improve linearity, given that the SAR switching algorithm can be configured to bias the
VCO-based ADC near mid-rail for optimal sensitivity. The digital supply voltage may be
lowered when fLO is small, but must be high enough to operate the FIR filter sampling,
SAR logic, and VCO decoding at a higher rate when fLO increases. It is kept to 800 mV for
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these measurements.

4.4.4.1 Output spectrum

To first illustrate the performance of this converter, Fig. 4.57 presents an FFT of the receiver
output measured for an input power of -6 dBm at an LO frequency of 1700 MHz. While
the VCO-only receiver was linearity-limited at input powers of -28 dBm, the addition of the
SAR ADC maintains a relatively flat frequency response even for -6 dBm input signals. The
high-frequency noise shaping afforded by the VCO can also be observed, though to a smaller
extent than the VCO-only converter because only the SAR quantization residue is noise-
shaped. Additionally, spurious tones are observed at multiples of the SAR ADC sampling
frequency (212.5 MHz) and the sub-DAC switching frequency of 53 MHz. By oversampling
the ADC, these tones remain outside of the desired 10 MHz signal bandwidth.
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Figure 4.57. Frequency spectrum of receiver in SAR+VCO mode (fLO = 1700 MHz).

4.4.4.2 Sensitivity & resolution

To summarize the achievable resolution and sensitivity of the receiver at 1700 MHz opera-
tion, Fig. 4.58 shows the measured SNDR as a function of Pin for the SAR+VCO receiver
in 10, 20, and 40 MHz bandwidths. This demonstrates a peak SNDR of 60, 57, and 50
dB in these bandwidths. The 40 MHz performance begins to be limited by the tones gener-
ated by mismatch between sub-DACs within each ADC. The corresponding sensitivity (0 dB
SNDR point) is limited to -75/-72/-69 dBm for the bandwidths considered. Thermal noise
introduced during the input sampling process reduces the sensitivity of the converter. Atten-
uation due to charge-sharing between the baseband capacitor and the sampling capacitance
results in further degradation of the receiver sensitivity in this mode of operation.
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Figure 4.58. Pin vs. SNDR in SAR+VCO mode, measured in 10 MHz, 20 MHz, and 40 MHz
bandwidths.

4.4.4.3 Filter response

Figure 4.59 compares the measured and calculated frequency response of the receiver in
SAR+VCO mode for two different filter configurations with fLO = 1700 MHz. Measurements
are presented from a single sub-ADC; averaging between sub-ADCs will contribute further
rejection at multiples of the LO frequency.
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Figure 4.59. Frequency response of receiver in SAR+VCO mode (fLO = 1700 MHz).

The experimental and theoretical frequency responses align well, though the maximum
achievable SNDR of the receiver and maximum output power of the signal generator limits
the measurable filter rejection. Random mismatch between DAC unit elements will also
introduce variation in the filter response, as discussed in Section 4.2.1. The anti-alias filter
response shown in blue illustrates that up to 52 dB anti-alias filtering is achievable. At fLO,
the FIR filter does not provide additional anti-aliasing and only first-order filtering from the
input network provides signal rejection. However, harmonic rejection from the 8-phase mixer
provides additional filtering of signals centered around fLO. The notch filter shown in red
illustrates that the filter response can be configured to place nulls closer to the target signal
bandwidth.
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4.4.4.4 Wideband performance

To illustrate the wideband performance of the receiver, Fig. 4.60 shows the sensitivity (Pin
corresponding to 0 dB SNDR) as a function of LO frequency in both a 10 MHz and 20 MHz
bandwidth. In a 40 MHz bandwidth, tones at the sub-DAC switching frequency (fLO/8/4)
fall in-band for a low LO frequency of 700 MHz, so this bandwidth is not presented in the
measurements.
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Figure 4.60. Sensitivity of the receiver in SAR+VCO mode.

The sensitivity of the receiver is maintained below -72/-68 dBm in the 10/20 MHz
bandwidths considered. Because the ADC sample rate is tied to the LO frequency but the
signal bandwidth is fixed, the sensitivity of the receiver degrades with LO frequency due to
the lower oversampling rate that results in a larger fraction of in-band noise.

4.4.4.5 Power consumption

The receiver’s power consumption in SAR+VCO mode is presented in Fig. 4.61. To support
a higher dynamic range and improve linearity, the receiver operates on an 800 mV analog
and digital VDD in this mode. Similar to the VCO-only mode, nearly 60% of the power is
digital, and therefore frequency-dependent. Increasing the analog VDD to 800 mV results in
a larger fraction of power consumed by the LO buffer. Because the clock is generated with
digital logic gates, the power consumption will scale with V 2

DD.

700 1000 1300 1600 1900
Frequency (MHz)

0

20

40

60

P
ow

er
 (m

W
)

Digital:
 25.30 mW

(59.6%)

LO buffer:

 10.97 mW
(25.9%)

VCO + preamp:
 6.15 mW
(14.5%)

0.8V Analog, 0.8V DigitalSAR+VCO Power at 1700 MHz

Figure 4.61. Power consumption of the receiver in SAR+VCO mode.

In this mode of operation, only 14.5% of the total less than a quarter of the receiver
power is active power from the VCO, additional power could be allocated to the VCO to
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Figure 4.62. Comparison to state-of-the-art RF-to-digital receiver designs [2].

reduce input-referred noise and improve sensitivity without substantially impacting the total
power consumption. Alternatively, simplifying the digital decoding circuitry could greatly
reduce the total receiver power.

4.4.5 Architecture comparison

To understand the overall capabilities of this receiver, Fig. 4.62 presents a table comparing
the measured performance of this RF-to-digital receiver to previously published RF-to-digital
receiver designs. This illustrates that the achievable SNDR is among state of the art, and the
achievable linearity is the best among prior works due to the capacitive sampling nature of the
SAR ADC. However, the corresponding sensitivity of the receiver is low relative to previous
work because this design has no active low-noise amplification stage. The SAR noise floor
could be improved by increasing the sampling capacitance size or improving the oversampling
rate at the expense of power. Because SAR ADC thermal noise is exponentially related to
capacitance size, the power required to substantially lower the SAR-only mode noise will be
significant. An active LNA stage would relax the required size of the capacitance, at the
expense of additional power, design complexity, and likely lower linearity. To improve the
minimum achievable noise figure in VCO-only mode, the VCO could simply be redesigned
VCO for lower input-referred jitter. Given that the power of this design is among the lowest
of previously published works, additional headroom exists to lower input-referred noise at
the expense of power consumption.

4.5 Conclusions
Overall, this work shows that a digital-intensive, scalable architecture using combined SAR
and VCO-based techniques can result in performance competitive with prior work, while
requiring only a single self-biased amplification stage that operates down to 0.6V. The SAR
sampling stage enables the design to achieve state-of-the-art linearity, while the configura-
bility can offer over 2.5X power reduction going from SAR+VCO to VCO-only or SAR-only
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mode. The minimum power consumption in VCO-only mode is the lowest of previously
published RF-to-digital converters, though additional power savings could be obtained by
simplifying the digital logic. The additional bits of VCO phase resolution provided by the 3-
bit SAR ADC improve the in-band VCO SNDR by < 0.1 dB; this stage could be eliminated.
Additional power savings in the SAR stage could be obtained by replacing the programmable
FIR filter with a fixed anti-alias filter. As described in the previous chapter, configurability
translates to a fixed power overhead that limits performance efficiency.

The major limitation of the existing prototype is its achievable noise figure, determined
by the total input-referred noise of the converter. Without an explicit LNA stage, the sam-
pling capacitance must be particularly large to maintain competitive noise figure. Because
of the large area and power overhead of the sampling capacitance, introducing an additional
amplification stage is the most practical means of improving the sensitivity in SAR+VCO
mode. The noise performance of the VCO-based ADC, however, could be improved simply
by redesigning the preamplifier and oscillator and moderately increasing power consumption.
Future work could explore ways to reduce noise in the digital domain utilizing information
from all four sub-ADCs; however, this would require detecting the desired signal phase using
a reference tone. Efforts to redesign the digitally-intensive receiver architecture could look
at alternative methods to optimize the linearity of the VCO-based ADC without sampling
the signal onto a separate DAC.
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Chapter 5

Conclusion

Configurability is a promising means of both improving the energy efficiency of wire-
less systems and allowing these systems to fully leverage the enhanced digital processing
capabilities enabled by CMOS technology scaling. In a reconfigurable wireless system, the
performance of a radio receiver could be tuned to provide high linearity and good noise
figure only when required by a user’s environment, and not simply to meet the worst-case
conditions outlined in a wireless standard. To that end, this dissertation has described two
approaches to constructing data converters for digitally-adaptive radio. In this conclusion,
Section 5.1 first reviews the two techniques considered and highlights their utility in the
broader context of future wireless systems. Finally, Section 5.2 details potential extensions
of this research for further study.

5.1 Main contributions
The first main contribution of this work is the design and implementation of a resolution-
configurable SAR ADC to serve as a building block for energy-efficient massive MIMO radio
arrays with digital beamforming. To obtain adequate spatial selectivity to support multiple
users, these arrays require many elements. While oversampled ADCs are often employed in
single-element receivers to meet stringent dynamic range requirements, the SAR architecture
is uniquely suited to the moderate to low resolution requirements of array-based receivers.
SAR ADCs are also easy to implement in scaled CMOS because they can be constructed
without any active gain stages. While previous work developing scalable SAR ADCs em-
phasizes bandwidth tuning to support multiple wireless standards and often requires supply
voltage scaling, this ADC enables resolution configurability at a fixed bandwidth and sup-
ply voltage specifically for use as a common module in array-based wireless systems with a
programmable number of elements. Using a tunable DAC size, comparator size, and switch-
ing algorithm, the 80 MS/s prototype ADC scales power by a factor of two from 0.4-0.8
mW while achieving 7.0-9.1 effective bits of resolution in a 10 MHz signal bandwidth. It
is integrated with a scalable mixer-first receiver and implemented in 65nm CMOS. In the
context of beamforming radio systems, the prototype design illustrates how overhead power
consumption must be carefully minimized to maintain energy efficiency across a broad range
of array sizes.

The second core contribution of this dissertation is the proposed architecture-configurable
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RF-to-digital converter suitable for fully-integrated adaptive radio systems. To build com-
plex radio systems in a monolithic IC, receiver architectures must first be easy to implement
in modern CMOS process nodes without significant performance degradation. The proposed
receiver design therefore uses a hybrid SAR and VCO-based ADC architecture, combining
the high linearity of the capacitive sampling process in a SAR ADC with the sensitivity of a
VCO-based ADC. The chosen digital-intensive design is highly process-scalable, as the only
active analog component in the receiver is a self-biased preamplifier in the VCO. A single
pole of passive RC filtering and a digitally-configurable passive FIR filter provides over 50
dB anti-alias filtering without any active stages. Next, by using a digitally-configurable filter
and by allowing the VCO and SAR component of the receiver to be disabled, the proposed
design can adapt bandwidth, noise figure and linearity to a meet a system’s needs. Complex
adaptive wireless systems require highly configurable receivers. The 0.7-1.9 GHz, 10-20 MHz
bandwidth receiver prototype implemented in 16nm CMOS demonstrates +16 dBm in-band
IIP3 and 60 dB dynamic range when the SAR ADC is enabled. Without the noise contribu-
tion of the SAR ADC, the VCO-based ADC can detect signals down to -82 dBm on a 0.6V
analog supply. Through architecture configurability, the receiver power consumption can be
scaled by over a factor of 2, from 8.6-16 mW in VCO-only mode to 26-46 mW in the high-
performance SAR+VCO mode. Overall, this work demonstrates the potential power savings
afforded by configurability and proposes a receiver architecture that is uniquely suited to
implementation in scaled nodes optimized for digital circuits.

The digital-intensive receiver designs proposed in this work are increasingly valuable
as CMOS technology scaling progresses. Despite predictions that Moore’s law scaling will
slow down, foundries are continuing to introduce CMOS technologies down to 7nm and
below. While scaling offers many improvements in digital processing capabilities, reduced
supply voltage, higher levels of mismatch, and complex design rules all present challenges
to designing custom analog components in these nodes. Both the SAR and VCO-based
ADC architectures are promising means of building interface circuits using effectively dig-
ital building blocks. Moreover, as scaling reduces the cost of on-chip digital computation,
digitally-configurable receivers can use this processing power to enable smart wireless sys-
tems. This dissertation provides deeper insight into when configurability is a useful design
tool for various applications.

5.2 Future work
This thesis introduces techniques for constructing digitally-configurable receivers, but further
work can help refine these approaches and apply them to real-world wireless systems. In
addition to the implementation-level design improvements proposed in Chapters 3 and 4 to
enhance performance, continued research can demonstrate these designs in a full system-
on-a-chip (SoC) with integrated calibration. These challenges could involve studying the
following:

• Rapid design implementation: To integrate the proposed digital-intensive design with
digital systems that can be rapidly generated in hardware description languages, the
proposed designs could be implemented using design automation tools such as the
Berkeley Analog Generator [102].
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• Learning & adaptation algorithms: Digital algorithms are needed to detect properties of
a user’s environment and then modify the performance of wireless receivers accordingly
to minimize power consumption. This could include tasks such as optimizing the filter
topology using the architecture-configurable design in Chapter 4, or determining the
proper allocation of noise between the receiver and ADC using the scalable design in
Chapter 3.

• Noise reduction algorithms: Using many parallel ADCs (Chapter 4) or receivers (Chap-
ter 3) has the potential to lower noise via averaging. However, any phase offset between
signals added together can lower the signal-to-noise ratio improvement offered by this
approach, as it lowers the effective signal strength. Alternative digital calibration tech-
niques and training sequences may be able to recover some of this SNR degradation.

• Quantifying overhead power: Any digital-assist techniques used to enhance perfor-
mance will consume additional power. As discussed in the previous chapter, overhead
power fundamentally limits the efficiency of configurable designs. This cost must be
quantified to fully evaluate the digital-intensive approach.

The work in this dissertation provides a useful framework for understanding the benefits
and challenges of constructing digital-intensive receivers. To fully benefit from the system-
level improvements offered by configurability, however, additional studies can be considered
to demonstrate its use in a fully integrated SoC.
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