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Abstract

Recently, Shayevitz and Feder introduced an individual sequence formulation of channel coding and an elegant scheme that adapts Horstein’s scheme to this setting. Shayevitz and Feder’s scheme requires both full-rate passive channel output feedback as well as a lower-rate active feedback channel. We show how to eliminate the need for full-rate passive channel output feedback by using common randomness and limited active feedback in the style of Hybrid ARQ while still asymptotically achieving the empirical capacity.

I. INTRODUCTION

Consider a channel that takes binary inputs and produces binary outputs, where the output is produced by potentially flipping some bits of the channel input. If the positions at which bits are flipped do not depend on the channel input symbol, then one way to express the output $y \in \{0, 1\}^N$ is

$$y = x \oplus z,$$

where $x \in \{0, 1\}^N$ is the channel input, $z \in \{0, 1\}^N$ is the noise sequence, and addition is carried out modulo-2. Let $p_{\text{emp}}$ be the empirical fraction of 1’s in $z$.

A simple model for $z$ is the binary symmetric channel (BSC), in which $z$ iid with $P(z_j = 1) = p_{\text{emp}}$. The capacity for such channels is $1 - h(p_{\text{emp}})$, which we will call the empirical capacity for sequences with noise frequency $p_{\text{emp}}$. Another model is the arbitrarily varying channel (AVC) [1] in which $p_{\text{emp}} \leq p$, where $p$ is known in advance, and codes are designed to target the worst-case capacity $1 - h(p)$. This model and these coding strategies do not exploit the case when $p_{\text{emp}} \ll p$, and so are suboptimal when the noise is not chosen adversarially.

Shayevitz and Feder recognized this problem and recently proposed a coding strategy that uses passive output feedback and limited active feedback to achieve the empirical capacity $1 - h(p_{\text{emp}})$ for all $p_{\text{emp}}$ and $z$ [2]. In their model, the encoder maintains an infinite queue of bits to transmit. Given a blocklength of $N$, the decoder chooses to decode the first $NR$ bits of the message, where $R$ is not fixed in advance. Their coding scheme guarantees that the $NR$ decoded bits are equal to the first $NR$ bits of the message with high probability for all noise sequences $z$ as the blocklength $N \to \infty$.

Feedback is a necessary component for any coding strategy attempting to achieve $1 - h(p_{\text{emp}})$ without prior knowledge of $p_{\text{emp}}$. Without feedback the encoder and decoder must choose a rate $R$ in advance that will be larger than $1 - h(p_{\text{emp}})$ for some $p_{\text{emp}}$ and by the strong converse the decoding error will tend to 1. Shayevitz and Feder use passive output feedback to allow the encoder to estimate the noise frequency and use a sequential coding strategy to control the decoder. In order to avoid requiring common randomness, training sequence positions are determined via an additional active feedback channel.

In this work we do away with the passive feedback link and consider only active feedback from the decoder to encoder along with common randomness. To do this, we adapt the feedback-reducing block/chunk strategies used earlier in the context of reliability functions [3], [4] and most specifically in [5]. They are in turn inspired by Hybrid ARQ [6].

\(^{0}\) The work of A.D. Sarwate and M. Gastpar was supported in part by the National Science Foundation under award CCF-0347298.
Theorem 1: When used over a binary channel whose noise sequence has $p_{\text{emp}} N$ ones, with probability $1 - \delta(N)$ the algorithm below achieves a rate $1 - h_b(p_{\text{emp}}) - \beta(N)$ for $p_{\text{emp}} \notin [1/2 - \tau(N), 1/2 + \tau(N)]$, where $\delta(N) \to 0$, $\beta(N) \to 0$, $\tau(N) \to 0$ as $N \to \infty$.

In Section II, the coding strategy is described in detail. The different error events are described in Section III, along with a sketch of the key proof ideas showing that these go to zero. Section IV concludes the paper with some discussion.

II. THE CODING STRATEGY

We divide the blocklength $N$ into chunks of length $b = b(N)$. The encoder attempts to send $k = k(N)$ bits over several chunks comprising a round. Prior to transmission, the decoder and encoder use common randomness to choose $n_1 = n_1(N)$ training positions $T_n$ for chunk $n$. The encoder and decoder will also choose a random codebook for each round. In a round, the encoder divides the codebook into segments of length $b - n_1$ and transmits the $i$-th segment over the $b - n_1$ non-training positions in chunk $i$.

The decoder uses the training positions to estimate the empirical noise distribution in that chunk. After each chunk the decoder will either (a) decide to decode the $k$ bits and tell the encoder to terminate the round, (b) decide that the empirical noise is too bad and tell the encoder to terminate the round and start over, or (c) decide that it cannot decode yet and tell the encoder to send another chunk.

A more formal description of the scheme follows, and an illustration is provided in Figure 1. For each round, the following steps are repeated for each chunk:

1) The encoder sends the $b$ bits in chunk $n$. For $j \in T_n$ it sends $x_j = 0$ and for $j \notin T_n$ the bits $\{x_j : j \notin T_i\}$ are the next $b - n_1$ entries in the code for the current round.

2) Decoder estimates $p_{\text{emp}}^{(n)}$, the empirical frequency of 1’s outside of $T_n$, and $\bar{p}_{\text{emp}}^{(n)}$, the average over chunks in the round:

$$p_{\text{emp}}^{(n)} = \frac{1}{n_1} \sum_{j \notin T_n} z_j$$

$$\bar{p}_{\text{emp}}^{(n)} = \frac{1}{n} \sum_{i=1}^{n} p_{\text{emp}}^{(i)}$$

where $c_n = \{b(n - 1) + 1, \ldots, bn\}$ and

$$p_{\text{emp}}^{(n)} = \frac{1}{b} \sum_{j \in c_n} z_j$$

$$\bar{p}_{\text{emp}}^{(n)} = \frac{1}{n} \sum_{i=1}^{n} p_{\text{emp}}^{(i)}$$

3) The decoder makes a decision based on $\bar{p}_{\text{emp}}^{(n)}$ and $n$:

a) if

$$\bar{p}_{\text{emp}}^{(n)} \in \left[\frac{1}{2} - \tau(N), \frac{1}{2} + \tau(N)\right]$$

then decoder feeds back "BAD NOISE."

b) if

$$\frac{k}{(b - n_1) \times n} < 1 - h_b(\bar{p}_{\text{emp}}^{(n)}) - \epsilon_1(N)$$

then decoder decodes and feeds back "DECODED."

c) decoder feeds back "KEEP GOING" and goes to 1).
Fig. 2. Curve illustrating why $M$ is finite.

III. ANALYSIS

The analysis, carried out below, consists of two parts. In the first part we show that the training positions provide a good estimate of the empirical noise frequency (Lemma 2) and that the condition in (5) is sufficient to decode the $k$ bits for a round with small probability of error (Lemma 3). The second part of the analysis shows that the loss in rate from our scheme is negligible as the blocklength increases. The rate loss within a round is small (Lemma 5). The overall rate loss across rounds is also small (Lemma 6). We show that all of the bounds can be satisfied by setting the parameters at the end of this section.

A. Error analysis

We will declare an error if one of following two events occurs:

1) $(E_1)$ We declare an error if

$$\left| \hat{p}_{\text{emp}}^{(M)} - \hat{p}_{\text{emp}}^{(M)} \right| > \epsilon_2(N).$$

2) $(E_2)$ We will have an error if the decoder has a failure.

We must first find a bound on the length of a round in chunks. Let

$$M = \inf_{n>0} \left\{ \hat{p}_{\text{emp}}^{(n)} \in \left[ \frac{1}{2} - \tau, \frac{1}{2} + \tau \right] \right\}$$

or

$$\frac{k}{(b-n_1)n} < 1 - h\left( \hat{p}_{\text{emp}}^{(n)} - \epsilon_1(k) \right)$$

(7)

We now argue that $M$ cannot be too large.

**Lemma 1 (Bounds on $M$):** We have $M \leq M^*$, where

$$M^* := \left\lceil \frac{k}{(b-n_1) \cdot (1 - h(\frac{1}{2} - \tau) - \epsilon_1)} \right\rceil.$$  

(8)

If the decoder attempted to decode, then $M \geq M_s$, where

$$M_s = \left\lceil \frac{k}{b-n_1} \right\rceil.$$  

(9)

**Proof:** The argument is illustrated in Figure 2. We must simply find the point where the curve defined by (5) intersects the “BAD NOISE” threshold. This gives the bound in (8). The lower bound is trivial from the definition in (5).

**Lemma 2 (Bound on $E_1$):** We have

$$\mathbb{P}(E_1) \leq \frac{2N}{b} \exp\left( -2n_1 \cdot \epsilon_2^2 \right)$$

(10)
Proof: We will first prove that our estimate of \( \tilde{p}(M) \) improves with \( n \). We can view each \( p(i) \) as an independent random variable with mean \( \bar{p}(M) \). By Hoeffding’s inequality [7]:
\[
\mathbb{P} \left( \left| \frac{1}{n} \sum_{i=1}^{n} p(i) - \frac{1}{n} \sum_{i=1}^{n} \bar{p}(i) \right| > \varepsilon_{2}(k) \right) \leq 2 \exp \left( -2 \cdot n \cdot \varepsilon_{2}^{2} \right).
\]
Because we can terminate a round after any number of chunks, it is sufficient to bound the probability of \( E_{1} \) only for a single chunk.

A result of Hoeffding [7, Theorem 4] states that the exponential inequalities for sampling with replacement hold for sampling without replacement as well, so \( p(i) \) converges to \( \bar{p}(M) \) and
\[
\mathbb{P} \left( \left| \tilde{p}(i) - p(i) \right| > \varepsilon_{2} \right) \leq 2 \exp \left( -2 \cdot n \cdot \varepsilon_{2}^{2} \right)
\]
Taking a union bound over all \( N/b \) chunks, we obtain (10).

Lemma 3 (Bound on \( E_{2} \)): Assume \( \tau > \varepsilon_{2} \) and \( \tilde{p}(M) \notin [1/2 - \tau, 1/2 + \tau] \), and let \( \varepsilon_{3} = h \left( \frac{b}{b-n_{1}} \varepsilon_{2} \right) \) Then
\[
\mathbb{P} \left( E_{2} | E_{1} \right) \leq \exp \left( -k \left( \frac{\varepsilon_{1} - \varepsilon_{3} - M^{*}/k^{2}}{8/e^{2} + 4(\ln 2)^{2}} \right)^{2} \right).
\]
Proof: Let us define the empirical noise in the non-training positions by
\[
\tilde{q}(M)_{emp} = \frac{1}{M(b-n_{1})} \sum_{n=1}^{M} \sum_{j \notin T_{i}} z_{j}
\]
Then \( M(b-n_{1})\tilde{q}(M)_{emp} + M_{n_{1}}\tilde{q}(M)_{emp} = \tilde{q}(M)_{emp} \). Then \( E_{1} \) implies
\[
\left| M(b-n_{1})\tilde{p}(M)_{emp} - \sum_{n=1}^{M} \sum_{j \notin T_{i}} z_{j} \right| < Mb\varepsilon_{2}
\]
So
\[
\left| \tilde{p}(M)_{emp} - \tilde{q}(M)_{emp} \right| < \frac{b}{b-n_{1}} \varepsilon_{2}
\]
Thus under \( E_{1} \) we know that the empirical noise frequency in the non-training positions is also close to \( \tilde{p}(M)_{emp} \).

Since after every chunk the decoder must decide whether to decode, the actual rates that can be realized in a round fall in the discrete set \( \{ k/M(b-n_{1}) : M_{s} \leq M \leq M^{*} \} \). Under \( E_{1} \) we have from Lemma 7 that \( | h(\tilde{p}(M)_{emp}) - h(\tilde{q}(M)_{emp}) | < \varepsilon_{3} \). From the definition of the decoding rule in (5) we have
\[
\frac{k}{M(b-n_{1})} < 1 - h(\tilde{p}(M)_{emp}) - \varepsilon_{1}
\]
\[
\leq 1 - h(\tilde{q}(M)_{emp}) - (\varepsilon_{1} - \varepsilon_{3})
\]
Thus our code will be operating at a gap at least \( (\varepsilon_{1} - \varepsilon_{3}) \) from the empirical capacity.

Since the capacity-achieving input distribution for any binary symmetric channel is Bernoulli(1/2), the encoder and decoder will choose an iid random codebook of blocklength \( M^{*} (b-n_{1}) \) with \( 2^{k+M^{*}} \) messages from that distribution using common randomness. Because \( M \) is not known in advance, we must guarantee that the codebook and its truncations to blocklengths \( M (b-n_{1}) \) perform well, for \( M_{s} \leq M \leq M^{*} \). From an exercise in Gallager [8, Exercise 5.23, p.539], we have that the error averaged over the ensemble and messages is upper bounded by
\[
\exp \left( -M(b-n_{1}) \left( \frac{(C - k+M^{*}/M(b-n_{1}))^{2}}{8/e^{2} + 4(\ln 2)^{2}} \right) \right).
\]
To turn this into a bound on maximum error, we remove the half of the messages with highest error probability. We must guarantee that the error probability is small for all \( M \in \{ M_{s}, \ldots, M^{*} \} \), so it is sufficient to perform \( M^{*} \)
such thinning operations to obtain a codebook with \(2^k\) messages. The loosest bound in (18) is for \(M(b - n_1) = k\) in the exponent and \(C - k/M(b - n_1) = (\epsilon_1 - \epsilon_3)\), so

\[
P(E_2 | E_1) \leq \exp \left(-k \frac{(\epsilon_1 - \epsilon_3 - M^*/k)^2}{8/e^2 + 4(\ln 2)^2} \right).
\] (19)

Under the assumptions \(\tau > \epsilon_1, p_{\text{emp}}^{(M)} \notin [1/2 - \tau, 1/2 + \tau]\), and \(E_1^c\), we know that \(p_{\text{emp}}^{(M)}\) and \(p_{\text{emp}}^{(M)}\) must lie on the same side of 1/2. Therefore our decoding rule can be a simple minimum-distance (if \(p_{\text{emp}}^{(M)} < 1/2\) or maximum-distance (if \(p_{\text{emp}}^{(M)} > 1/2\) decoding rule, which is as good as maximum-likelihood for these channels.

**Remark:** In order for the error events \(E_1\) and \(E_2\) to have small probability, we must set the parameters \(b, k, n_1, \tau, \epsilon_1, \text{and} \epsilon_2\) so that the errors in (10) and (13) go to zero as \(N \to \infty\).

### B. Rate analysis

There are two types of rate loss – loss within a round and loss for the final uncompleted round.

**Lemma 4 (Rate loss for uncompleted round):** The fraction of channel uses lost \(\gamma(N)\) due to a nonterminating final round is upper bound by

\[
\gamma(N) \leq \frac{M^* b}{N}.
\] (20)

**Proof:** The proof follows immediately from Lemma 1 since no round can be larger than \(M^*\) chunks.

**Lemma 5 (Rate loss within a round):** Suppose we are under the event \(E_1^c\). Then for a round with an empirical noise frequency \(p_{\text{emp}}^{(M)}\) ones in the noise sequence, the rate is at least

\[
\frac{k}{(b - n_1)M} \geq 1 - h(p_{\text{emp}}^{(M)}) - \beta_0(N),
\] (21)

where \(\beta_0(N) = \max\{h(M^{-1} - 1) + \epsilon_3 + \epsilon_1 + \frac{M^*}{(M - 1)^2}, h(1/2 - \tau - \epsilon_2)\}\).

**Proof:** We experience rate loss in both rounds that terminate due to “BAD NOISE” and ones in which we decode. In the “BAD NOISE” rounds, we set the rate to 0. Under \(E_1^c\), this can only happen when \(p_{\text{emp}}^{(M)} \in [1/2 - \tau - \epsilon_2, 1/2 + \tau + \epsilon_2]\), so we have the lower bound

\[
\frac{k}{(b - n_1)M} \geq 1 - h(p_{\text{emp}}^{(M)}) - h(1/2 - \tau - \epsilon_2).
\] (22)

In other rounds, our loss comes from \(\epsilon_1\) and deviations in \(p_{\text{emp}}^{(M)}\). While satisfying (5) gives us an upper bound on the rate, we want a lower bound of the form given in (21). To get this, we will use the fact that (5) is not satisfied in chunk \(M - 1\), so

\[
\frac{k}{(b - n_1)(M - 1)} \geq 1 - h(p_{\text{emp}}^{(M - 1)}) - \epsilon_1 - \epsilon_3.
\] (23)

To get the bound, we must bound the change in rate from \(M - 1\) to \(M\) and the change in \(p_{\text{emp}}^{(M - 1)}\) to \(p_{\text{emp}}^{(M)}\) to get the bound. From Lemmas 9 and 1, we have

\[
\frac{k}{(b - n_1)M} \geq \frac{k}{(b - n_1)(M - 1)} - \frac{M^*}{(M - 1)^2}.
\] (24)

Combining Lemmas 8 and 1 with equations (23) and (24), we get

\[
\frac{k}{(b - n_1)M} \geq 1 - h(p_{\text{emp}}^{(M)}) - h(M^{-1} - 1) - \epsilon_3 - \epsilon_1 - \frac{M^*}{(M - 1)^2}.
\] (25)

Combining the lower bounds (22) and (25), we get (21).

An example of the bound above is given in Figure 3.
Lemma 6 (Overall rate loss): Under $E_c^1$, we have

$$ \frac{k}{bM} \geq 1 - h(\bar{p}^{(M)}_{\text{emp}}) - \beta(N), $$

where $\beta(N) = \max\{h(M^{-1}) + \epsilon_3 + \epsilon_1 + M_{M-1} \tau, h(1/2 - \tau - \epsilon_2)\} + h(M_N^* b \frac{bM^*}{N}) + \frac{bM^*}{N}$.  

Proof: One can express $p_{\text{emp}}$ as a weighted sum of the $\bar{p}^{(M)}_{\text{emp}}$ from each of the completed rounds and a penalty for the nonterminating round of no more than $M_N^* b \frac{bM^*}{N}$ by Lemma 4, where the weights correspond exactly to the fraction of chunks used for that round. Using the same weights on the empirical rates from each round gives us the rate over the entire block $N$. Lemmas 4 and 5 along with the convexity of $1 - h(p_{\text{emp}})$ gives

$$ \frac{k}{bM} \geq 1 - h(\bar{p}^{(M)}_{\text{emp}}) - \beta(N) - h(M_N^* b \frac{bM^*}{N}) - \frac{bM^*}{N}. $$

C. Setting the parameters

The algorithm as described has a large number of parameters which must satisfy various asymptotic conditions if we are to achieve $1 - h(\bar{p}^{(M)}_{\text{emp}})$. By way of an example, let us set

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Expression</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k(N)$</td>
<td>$N^{1/2}$</td>
</tr>
<tr>
<td>$b(N)$</td>
<td>$N^{1/4}$</td>
</tr>
<tr>
<td>$n_1(N)$</td>
<td>$N^{1/8}$</td>
</tr>
<tr>
<td>$\tau(N)$</td>
<td>$\max{N^{-1/8}, \alpha(N)}$</td>
</tr>
<tr>
<td>$\epsilon_1$</td>
<td>$\frac{1}{2} N^{-1/32}$</td>
</tr>
<tr>
<td>$\epsilon_2$</td>
<td>$\frac{1}{2} N^{-1/8}$</td>
</tr>
</tbody>
</table>

Here, $\alpha(N)$ is the nonnegative solution to the equation $2\epsilon_4(N) = 1 - h_0(1/2 - \alpha(N))$. Since $h_0(\epsilon) = O(\epsilon \log \epsilon^{-1})$, these parameters give $\epsilon_3 = O(N^{-1/32} \log N)$ so $\epsilon_1 - \epsilon_3 > 0$. Therefore the errors in (10) and (13) both converge to 0. Furthermore, the rate loss $\beta(N) \to 0$ by Lemma 6. This is sufficient to complete the proof of Theorem 1.

IV. DISCUSSION

In the model proposed by Shayevitz and Feder [2], the encoder has access to (passive) output feedback from the decoder that allows the encoder to provide control and estimation information in a set of training sequences that can be selected via common randomness. The flavor of the algorithm described here is different – in our scheme the decoder uses the feedback link to terminate rounds that are too noisy but otherwise attempts to correct the error in less noisy rounds. This can be viewed as a kind of hybrid ARQ [6] combining forward error correction and decision feedback on chunks.
A. Some comments on randomization

In our description of the algorithm, we assume that the encoder and decoder use $N/b \log 3$ bits of active feedback to sent the decisions after each chunk as well as common randomness to choose the training positions $T_i$ and the random codebooks for each round. The decoder could use active feedback to inform the encoder of the $n_1$ training positions chunk $i$ before chunk $i$ is sent. Over the $N/b$ chunks this would require an additional $N(n_1/b) \log N$ bits, which in our example of parameter setting is sublinear in $N$.

A more troublesome issue is the randomness used to generate the codebooks for each round. We can use a single codebook and choose a random permutation of the entries in each round, which would require $O(M^*(b-n_1) \log(M^*(b-n_1)))$ bits of common randomness per round, or $O(N \log N)$ bits overall. One way of reducing this randomness would be to prove the existence of nested list-decodable codes and use active feedback to provide a small secret key that can disambiguate the list. The decoder could feedback a request for retransmission of certain bits to disambiguate the list and the encoder could send the disambiguation information using a repetition code, as in the work of Shayevitz and Feder.

B. Future directions

As in the model and algorithm considered by Shayevitz and Feder, our algorithm does not rely heavily on the assumption of binary inputs and noise. The major feature needed is that the parameters of the channel can be estimated at the decoder using training sequences. Channels in which the capacity is achievable with a single input distribution fall into this category. Feedback may also be useful to change the codebook when there is not one universal capacity-achieving input distribution.

Rather than the very general individual sequence approach, we could consider a class of noise models whose $p_{\text{emp}}$ varies in a piecewise-constant fashion. One could view this as a kind of “block fading” model for the binary additive channel. These models may also be related to the on-line estimation problems studied by Kozat and Singer [9]. For such models we could consider modifying out algorithm to adapt the value of $k$ by trying to learn the coherence time of the channel. In the sense of competitive optimality, the competition class could be coding algorithms that know the coherence intervals exactly.

As in the work of Shayevitz and Feder [2], the algorithm described in this paper exploits the local variations in the empirical noise distribution $p_{\text{emp}}$ on the order of the round length. This in turn implies that our scheme should perform better than $1 - h_b(p_{\text{emp}})$ for noise sequences which have local variation on that order. By decreasing $k$ we can exploit finer variations at the expense of the error performance. Future work will include finer analysis of the scheme to make explicit these gains from local variability.
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APPENDIX

Lemma 7: If

$$|p_1 - p_2| \leq \epsilon,$$

then

$$|h_b(p_1) - h_b(p_2)| \leq h_b(\epsilon).$$

Proof: $|h_b(p_1) - h_b(p_2)| = h_b(\epsilon)$ when $p_1 = 0$ and $p_2 = \epsilon$ as well as when $p_1 = 1 - \epsilon$ and $p_2 = 1$. For $p_1 \in [0, 1/2 - \epsilon/2]$, $|h_b(p_1) - h_b(p_1 + \epsilon)|$ is decreasing in $p_1$ and thus

$$|h_b(p_1) - h_b(p_1 + \epsilon)| \leq h_b(\epsilon).$$

For $p_1 \in [1/2 - \epsilon/2, 1 - \epsilon]$, $|h_b(p_1) - h_b(p_1 + \epsilon)|$ is increasing in $p_1$ and thus

$$|h_b(p_1) - h_b(p_1 + \epsilon)| \leq h_b(\epsilon).$$
Swapping $p_1$ for $p_2$ and vice versa along with identical arguments completes the proof.

Lemma 8:

$$h_b(\bar{p}_{\text{emp}}^{(n-1)}) \in [h_b(\bar{p}_{\text{emp}}^{(n)}) - h_b(1/n), h_b(\bar{p}_{\text{emp}}^{(n)}) + h_b(1/n)]$$  \hspace{1cm} (32)

Proof: From the recursion

$$\bar{p}_{\text{emp}}^{(n)} = \frac{n - 1}{n} \bar{p}_{\text{emp}}^{(n-1)} + \frac{1}{n} p_{\text{emp}}^{(n)}$$  \hspace{1cm} (33)

we know that

$$\bar{p}_{\text{emp}}^{(n)} \leq \bar{p}_{\text{emp}}^{(n-1)} + \frac{1}{n},$$  \hspace{1cm} (34)

$$\bar{p}_{\text{emp}}^{(n)} \geq \bar{p}_{\text{emp}}^{(n-1)} - \frac{1}{n}.$$  \hspace{1cm} (35)

The result then follows immediately from Lemma 7.

Lemma 9: For $n \geq n_0$,

$$\frac{1}{n} \geq \frac{1}{n-1} - \frac{1}{(n_0 - 1)^2}.$$  \hspace{1cm} (36)

Proof: This is easily verifiable.
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