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Abstract

This research effort explores efficient methods for the design synthesis of monolithic
CMOS operational amplifiers. A synthesis system has been developed. It, called OPASYN,
takes as inputs system level specifications, fabrication-dependent technology parameters,
and geometric layout rules. Based on the general domain of the specifications, the program
first selects an appropriate circuit topology from a database using heuristic pruning of the
decision tree. Optimal values for the set of design parameters of the chosen circuit are then
determined so as to meet the design objectives. Analytic models of several widely applica-
ble operational amplifier circuit topologies have been developed to eliminate expensive cir-
cuit simulation and sensitivity analysis in the inner loop of the optimization step. Subse-
quently, design-rule-correct mask geometries are constructed using a macro cell layout style.
Primitive circuit elements such as transistors, transistor pairs, and capacitors are produced by
parameterized leaf cell generators and assembled according to circuit-dependent slicing trees
that guarantee sound arrangements of the individual components. The synthesis process is
fast enough for the program to be interactively used at the system design level by system

designers who are inexperienced in op amp design.
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CHAPTER 1

INTRODUCTION

The pervasive trend in recent years towards the integration of whole systems into a sin-
gle chip VLSIC's requires that both digital functional units and dedicated analog interface
subsystems (such as A/D converters and filters) be implemented onto the same chip. Many
digital parts of such chips can nowadays be synthesized rapidly and reliably using CAD
tools developed for semicustom design methods such as gate arrays, standard cells, and
macro cells. On the other hand, analog interface subsystems still need to be fylly hand-
crafted by a specialist. Therefore, the design time and cost associated with dedicated analog
interface components often constitute a bottleneck in semicustom design of mixed

analog/digital systems such as voiceband data modems and high speed data transceivers.!

For semicustom design of analog circuits, building blocks may be stored in the form of
parameterized generators or as entries in macro cell or standard cell libraries.2: 343 As in
the digital domain, the usage of libraries of predefined analog building blocks can shorten
* the design period significantly. However, in the analog domain it is difficult to configure a
rich enough set of library cells for the wide spectrum of possible applications. Performance
specifications for analog building blocks are much more diverse and complicated than those
for digital blocks. For a digital inverter, delay and area are the major performance
specifications. On the other hand, specifications for an operational amplifier (op amp) may
include power dissipation, small signal dc gain, bandwidth, phase margin, slew rate, settling
time, output voltage swing, 1/f noise, area, and so forth. Some of these specifications, such
as the small signal dc gain of a CMOS op amp may vary Over a wide range, depending on

applications and system architectures being used. Furthermore, analog library entries



become obsolete even more quickly when technology or design rules change. A perfor-
mance characteristic such as 1/f noise of a CMOS op amp degrades as technology scales
down while that for small signal dc gain improves. Asa result, generators that operate at the
circuit or netlist level are more flexible and can be useful over a much larger domain of
applications than fixed library cells. With such generators, design parameters (such as dev-
jce sizes or bias currents) of a building block can be individually optimized for a particular
application and for the particular technology to be used. The physical layout geometry of

the block with its optimal design parameter values is then aléo produced by the generator.

The most often used analog building block is the operational amplifier. It is at the
heart of many interface circuits, in particular, A/D and D/A converters, and filters. An
efficient design of optimal op amps is thus a corner-stone of a design environment for many
applications. As discussed above, op amp specifications for different applications vary so
~ widely that it is impractical to store op amps as library cells for all applications. Using one
of a few ‘standard’ library cells that are poorly matched to a particular application is unac-
ceptable; if the performance of the op amp falls below a certain ‘threshold’, the quality of

the overall system will suffer.

Designing a good op amp is a rather complicated multi-facet task.%7 An op amp topol-
ogy appmpdate for the given specifications must be chosen. Then its design parameters
such as device sizes and bias currents must be adjusted under multiple design objectives and
constraints. The many degrees of freedom in parameter space as well as the need for
repeated circuit performance evaluation make this a lengthy and tedious process. This cir-
cuit optimization can be carried out by a computer but the process is still expensive and
requires a skilled operator. The optimized circuit needs then to be transformed into mask
level geometries. The layout process is critical for good performance since op amps like
other analog circuits are sensitive to parasitic elements, t0 process/thermal gradients, and to

noise. In CMOS technology, device sizes in op amps vary over a large range of values.



Some devices may have many altemnative shapes, and terminal configurations. Thus, most
of the classical layout generation methods developed for digital IC’s are insufficient for
CMOS op amps.8:9-10.11.12 As a result, work on automatic layout of monolithic switched
capacitor filters uses op amps as fixed cells from a library.13.14.15 For many applications,

this approach does not give enough flexibility and performance.

Most of the work published on the automated synthesis of op amps concemn the
schematic generation and parametric optimization of op amp circuits. The most common
approaches are based on optimization, an expert systems approach, or a combination of both.
The optimization-based approach uses various optimization algorithms combined with cir-
cuit simulation techniques to produce general purpose parametric optimization tools.16.17.18
Since no a priori circuit design knowledge is necessary, this approach is applicable to a
broad range of analog circuits. High degrees of optimality can be obtained through the use
of robust and elaborate optimization algorithms. However, optimization tools based on this
approach are not tailored to be used by novice designers. For instance, a system designer
who wants to design an op amp for his/her A/D converter, has to provide the system with
detailed design knowledge on op amps such as how to calculate slew rate from a particular
node voltage. Besides, the designer must determine from manual or other design techniques
a good initial guess for each design parameter. Without such a good starting point, an
optimization run can converge very slowly or converge to a local minimum whose perfor-
mance is significantly worse than the circuit’s best capabilities.17 This approach is normally
very costly in CPU time because repeated circuit simulation is performed in the inner loop
of the optimization step.

In the knowledge-based approach, domain specific knowledge has been used to produce syn-
thesis tools which emulate expert designer’s design processes. 1%20:21:22.23 The domain
specific design knowledge integrated into these systems permits novice designers to specify

simply their design requirements. Fine tuning of the system for a specific application area



can also be achieved easily. But a large complicated search space occurring from design of
op amp circuits and a lack of an efficient performance estimation method make it difficult
and inefficient to perform design optimization using this approach. In addition, a priori
design knowledge has to be integrated into the system whenever a new type of building
block is added. A general synthesis system that starts from first principles of circuit design
such as Kirchoff’s current and voltage laws does not yet exist!

Alternatively, advantages of both approaches can be combined to devise synthesis tools
whose optimization is done in an algorithmic way but substitutes expensive circuit simula-
tion with algebraic evaluation of analytic design equations acquired from domain specific

design knowledge.'-"4 This is the approach taken by OPASYN described in this paper.

Automatic layout generation for CMOS op amps has been less widely
explored.25:23.26 The approaches rely either on dedicated slicing trees®: 23 or use a
general-purpose layout program based on simulated annealing and constraint-based rout-
ing.26

This thesis describes a design synthesis tool for monolithic CMOS op amps
(OPASYN), that starts from a set of performance specifications (open loop gain, bandwidth,
slew rate, etc) and produces design-rule-correct mask geometries in a macro cell layout

style.

In Chapter 2 the performance objectives and generic architectures for op amps are
introduced. The conventional synthesis procedure for op amps is examined and automatic
synthesis systems for op amps are reviewed. The section is intended to provide background

material necessary for understanding the OPASYN compilation method.

Chapter 3 presents an overview of an analog silicon compiler for CMOS op amps
(OPASYN) developed using the described method. The framework of the program is del-

ineated, and the function of each program module is explained. The OPASYN’s interface to



the Berkeley CAD environment is also discussed.

In Chapter 4 a heuristic circuit selection method is explained. The method is used to
select a promising op amp circuit topology based on the user specifications from the altemna-
tives provided in the database. This is contrasted with other methods, such as creation of a
new architecture in hierarchical manner, and incremental modification of topologies, and the
difficulties and impracticalities of these approaches are discussed. The implementation of

the method as a rule-based system is presented.

In Chapter 5 the problem of parametric optimization in op amp synthesis is addressed
and a new optimization method using ‘analytic circuit models’ of op amps is discussed in
detail. Analytic circuit models are defined and their acquisition process is presented. The
shape of the parameter space is examined for the op amps used in OPASYN and the optimi-
zation strategy developed for this parameter space is described. Other optimization methods

are briefly reviewed and discussed.

Chapter 6 is concermned with layout generation. Layout requirements for analog cir-
cuits and the needs for analog cell generators (instead of analog cell libraries) are discussed.
A new floorplanning method based on parameterized cell generators and ‘circuit dependent
slicing trees’ (also known as ‘decomposition tree’) is first described. It is then explained
how Stockmeyer’s algorithm can be used to determine optimal shapes for the various
modules according to the user’s shape constraint. Routing and layout spacing strategies are

also described.

In Chapter 7 the implementation of OPASYN and experimental results obtained with
the program are discussed. A synthesis example, that starts from a set of performance
specifications and completes with an op amp layout in mask geometries, is provided to illus-

trate the design data flow in the system.

In Chapter 8 the problem of incorporating OPASYN as a module generator into larger



synthesis systems for switched capacitor filters and A/D converters is addressed. Subse-
quently, macro modeling for op amps is discussed.

Conclusions based on this research are presented in Chapter 9.



CHAPTER 2
SYNTHESIS OF CMOS OP AMPS

2.1 Background

An ideal operational amplifier (op amp) is a differential input, single-ended output
amplifier with infinite gain, infinite input resistance, zero output resistance, and no internal
delay. A conceptual schematic diagram is shown in Fig. 2.1. While actual op amps do not
have these ideal characteristics, their performance is usually sufficiently good that in most
applications the circuit behavior closely approximates that of an ideal op amp. With the
advent of monolithic-circuit technology, the cost of monolithic op amps has been strongly
reduced, and as a result op amps are widely used in the design of all types of analog systems.
They are key elements of most analog subsystems, particularly in switched capacitor filters,

and the performance of many systems is strongly influenced by the performance of the op

amps used.

Figure 2.1 Ideal operational amplifier.

Traditionally, monolithic op amps have been fully hand-crafted by expert designers,

either as components in high-volume, cost-sensitive interface subsystems, or as general-



purpose SSI building block elements. However, the large design time and cost associated
with full custom design is hardly justified if volume of production is low or if time to market
requirements are more important than component costs as is the case in application-specific
and customer-specific IC design problems. Suitable synthesis tools must be developed
allowing a system engineer who is not an expert analog designer to successfully carry out

design, layout, and verification for complex op amps matched to a particular application.

Op amps have been implemented in many different technologies: bipolar, NMOS,
CMOS, and BiMOS technologies, depending on such variables as current drive required,
requirement for low dc offset voltages, requirement for low power dissipation, requirement
for operation at high supply voltages, etc. Currently, general-purpose SSI op amps are
mostly implemented in bipolar technology because of its capability of providing high
current drive, high gain, and low dc offset voltage. When used as components in dedicated
analog interface subsystems such as A/D converters and SC-filters, op amps are imple-
mented exclusively in CMOS technology due to high complexity of on-chip logic functions
required in such subsystems. When implemented in BiMOS technology, op amps can have
advantages available in both bipolar and CMOS technologies: high input impedance, low dc
offset voltages, high current drive capability, etc. However, the larger number of processing
steps required for BiMOS technology limits its popularity. In this chapter, only work on

CMOS op amps is reviewed because of its prevailing usage in semicustom IC design.

In Section 2.2, the important performance requirements and objectives for op amps
within monolithic analog subsystems are discussed. In Section 2.3, generic op amp architec-
tures are introduced and their performance ranges are examined. In Section 2.4, traditional
ways of designing op amps are discussed. Finally, automatic synthesis systems for op amps

are reviewed in Section 2.5.



2.2 Performance Objectives

The performance requirements for op amps to be used within a monolithic analog sub-
system are often quite different from those of traditional stand-alone bipolar amplifiers.
Perhaps the most important difference concems output drive capability. For the amplifiers
in a monolithic system, the load that each of the amplifiers has to drive is well defined, and
is often purely capacitive with values of a few picofarads. In contrast, stand-alone general-
purpose op amps must be designed to achieve a certain level of performance independent of
loading for capacitive loads up to several hundred picofarads and resistive loads down to 2
kQ or less.” Within a monolithic analog subsystem, only a few of the amplifiers must drive a
signal off chip where the capacitive and resistive loads are significant and variable. In this
thesis, these amplifiers are termed ‘output buffers’, and the amplifiers whose outputs do not
go off chip are termed ‘internal amplifiers’, following Gray and Meyer.’ From this point on,

internal operational amplifiers will be simply called ‘op amps’.

I

T 0

—

in 0

Iin r— yo

t = = :_ECL t

Figure 2.2 Typical application of an internal MOS operational amplifier,
a switched capacitor integrator.

A typical application of an op amp, a switched capacitor integrator, is illustrated in
Fig. 2.2. The basic function of the op amp is to produce an updated value of the output in
response to a switching event at the input in which the sampling capacitor Cj is charged from

the source and discharged into the summing node. The output of the integrator must assume
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the new updated value within the required accuracy, typically on the order of 0.1 percent of
the final value, within one clock period (typically on the order of 1 usec for voiceband
filters). It should also be capable of swinging fully between the upper and lower limits
specified by the filter designer: The dynamic range of the filter (defined as the ratio of the
largest input signal to smallest input signal discemnible above the noise level) is strongly
dependent on these limits because for multiple stage filters, the input of the present stage
comes from the output of the previous one. On the other hand, the smallest input signal
treatable by the integrator is limited by noise coming from the op amp, the switch, etc.

Accordingly, the noise of the op amp should be also minimized.

sample/hold amplifier comparator
v,
C**[ B> >
1
g
+Vref S : -

A 2N Vret

-~

‘ =

Figure 2.3 Typical application of an internal MOS operational amplifier,
algorithmic A/D converter.

Let’s look at another application, an algorithmic A/D converter shown in Fig. 2.3.27.28
The op amp in this case works as a multiply-by-two block as required by the following
conversion technique:
At the start of conversion, the input signal is sampled onto the sample/hold amplifier through
the switch S;. This signal is then passed onto the precision gain block (op amp) where it is
multiplied by the exact factor of 2.0. To extract the digital information from this analog sig-
nal, the loop signal, denoted by V, in Fig. 2.3, is compared to the reference. If it is larger,
then the first bit is set to 1 and the reference is subtracted off from this signal. Otherwise the

first bit is set to a 0 and the loop signal is passed on untouched for the second bit conversion.
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The A/D conversion process is continued in this manner until the desired number of bits is
obtained. The digital information thus comes out in a serial pattern, starting with the most
significant bit.

The op amp must provide an ‘exact’ gain of 2.0 and its output must be settled within one
clock period which can be on the order of a few tens of nanoseconds for video and radar sig-
nal processing applications. The noise characteristics and the output swing capability of the

op amp are also important in terms of the converter’s resolution and dynamic range.

When considered for a wide spectrum of applications, the important performance
characteristics for op amps concern power dissipation, maximum allowable capacitive load,
open-loop voltage gain, unity-gain bandwidth, output voltage swing, equivalent input flicker
noise, equivalent thermal noise, power supply rejection ratio (PSRR), common-mode rejec-
tion ratio (CMRR), common-mode range (CM range), supply capacitance and die area.’
However, for a specific application, some of these parameters arc less important than others:
For instance, when an op amp is used as an integrator in a switched capacitor filter, input
offset voltage, common-mode rejection ratio, and common-mode range are less important
but they can be important in other applications. A typical set of values for the parameters
given above for a conventional amplifier design in 4 pm CMOS technology are given in

Table 2.1.

2.3 Generic Architectures for OP AMPs

2.3.1 Two-Stage Architecture

Currently, the most widely used architecture for the implementation of MOS op amps
is the two-stage configuration shown in Fig. 2.4(b) which is derived from its bipolar counter-
part illustrated in Fig. 2.4(a). This circuit configuration provides good common-mode range,

output swing, voltage gain, and CMRR in a simple circuit that can be compensated with a
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Table 2.1
Typical performance, conventional two-stage CMOS
Internal operational amplifier
(+/-5 V supply, 4 pm SI-gate CMOS)
Ref. P.R. Gray and R. G. Meyer, IEEE J. Solid-State Circuits, 1982.

MHBEAEAEERIEIRUUSUGSUSNNNAA

Dc gain (capacitive load only) 5000
Settling time, 1 V step, CL =5pF 500 nsec
Equiv. input noise, 1 kHz 100 nV~NHz
PSRR, dc 90 dB
PSRR, 1 kHz 60 dB
PSRR, 50 kHz 40dB
Supply capacitance 1fF
Power dissipation 0.5 mW
Unity-gain bandwidth 4 MHz
Die area 75 mil?
Systematic offset 0.1 mV
Random offset std. deviation 2mV
CMRR 80 dB

CM range within 1 V of supply
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single pole-splitting capacitor.

However, in precision applications involving large values of closed-loop gain, the vol-
tage gain available from the basic circuit shown in Fig. 2.4(b) may be inadequate. One
approach to improving the voltage gain, without adding an additional common-source stage
with its associated high impedance node and pole is to add a common-gate or ‘cascode’
transistor to increase the output resistance of the basic ampli fier. The basic cascode circuit is
shown in Fig. 2.5. It is easily demonstrated that the incremental output resistance of this

current source is equal to
L= r02(1"'gm2rol) +To

The output resistance is increased by an amount equal to the open circuit gain of the cascode
transistor. This circuit may be directly applied to the basic two-stage amplifier in either the
first stage, the second stage, or in both stages. The circuit of Fig. 2.6 illustrates the use of
cascodes in the first sage. However, a substantial reduction in input stage common-mode
range has been incurred which should be alleviated by optimizing the biasing of the

cascodes.

The negative PSRR of the basic two-stage architecture can be improved as follows:
Conceptually, if the left end of a capacitor could be connected to a virtual ground, then the
capacitor voltage would not have to change whenever the negative supply voltage changed
in order to have the output remain constant. This is accomplished by inserting a cascode
device in this loop with the gate connected to ground, as shown in Fig. 2.7. The displace-
ment current from the capacitor flows into the source of this transistor and out the drain into
the compensation point. An additional current source and current sink of equal values
(denoted as I's in Fig. 2.7) must be added to bias the common-gate device in the active
region and so as not to contribute any systematic offset. The resulting negative PSRR at

high frequencies is greatly improved at the cost of a slight increase in complexity, random
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Figure 2.4 Two-stage operational amplifier architecture.
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Figure 2.5 Cascode current source.
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offset, and noise.”

Ahuja also described a modified two-stage architecture shown in Fig. 2.8, where an
enhanced compensation technique provides stable operation for a much larger range of capa-
citive loads as well as much improved negative power supply rejection for very wide fre-

quency range.??

2.3.2 Single-Stage Architecture

The basic two-stage architecture considered thus far is actually a cascade of two
common-source stages. An alternative approach is to use a cascade of a common-source
stage and a common-gatc stage, often called a cascode amplifier. An example of an
amplifier utilizing this architecture is shown in Fig. 2.9. The voltage gain of this circuit at dc
is approximately the same as that of the basic two-stage circuit due to the increased output
impedance. The principal reasons for considering this architecture are twofold. First, the
compensation capacitor and load capacitor (Cy) are the same element in this circuit. The
first nondominant pole comes from the g,/C,, time constant of the n-channel cascode dev-
ices, and gives a pole frequency approximately at the f, of these devices. A second nondom-
inant pole results from the differential to single-ended converter. However, the nondom-
inant pole due to the load capacitance present in the two-stage circuit is not present in this
circuit. Thus, this circuit is capable of achieving higher stable closed-loop bandwidth with
large capacitive load. The principal application of this architecture has been in high-
frequency switched capacitor filters.3%:31 Another important advantage of this circuit is that
it does not suffer from the degradation of the high-frequency power supply rejection prob-
lem inherent in the pole-split compensated two-stage architecture, assuming that the load
capacitance or part of it is not tied to a power supply. One of the disadvantages is that the
output swing of this circuit is lower than the basic two-stage circuit because of the cascode

transistors used at the output. A second disadvantage is that more devices contribute to the
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Figure 2.8 Two-stage architecture with improved frequency compensation.
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input-referred flicker noise voltage and input offset voltage. Assuming that transistors M5-

MBS are biased at the same current as the input devices, the input-referred flicker noise can be

2K, 2Kt [ L)% [ L1) 7] ¢
ol WlLl[“ Koty [f;] +[f§ﬂT'

where K, and K, are the flicker noise coefficients, and W, and W, are the mobilities for the p-

shown to be’

channel and n-channel devices, respectively. C,, is the oxide unit capacitance, and f is fre-

quency. W's and L’s are widths and lengths of the devices.

By enhancing the biasing scheme used in Fig. 2.9, the low and nonsymmetrical output
voltage swing of the circuit can be alleviated. The resulting circuit configuration is shown in

Fig. 2.10.32

2.3.3 Fully Differential Architecture

Power supply rejection ratio is an important performance parameter for amplifiers to be
used in complex mixed analog/digital systems. In addition, one inevitable result of technol-
ogy scaling is a reduction in power supply voltage with an accompanying reduction in inter-
nal signal swings and dynamic range.33 These two considerations make use of fully differen-
tial signal paths throughout the analog portion of the system which is attractive for some
systems such as switched capacitor filters. The inherently differential nature of the circuit
tends to give very high PSRR since the supply variations appear as a common-mode signal.
Also the effective output swing is doubled, while the magnitude of the input-referred op amp
noise remains the same, giving a 6 dB improvement in op amp noise-limited dynamic range.
An example of a differential op amp architecture .s shown in Fig. 2.11. An important prob-
lem in such amplifiers is the design of a feedback loop to force the common-mode output
voltage to be ground or some other internal reference potential. This feedback path can be

implemented with transistors in a continuous-time circuit or can be implemented with
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switched capacitor circuitry. The continuous approach is potentially simpler, but presents a
difficult design problem in making the common-mode output voltage independent of the
differential-mode signal voltage.31:34 Switched capacitor circuitry can make use of the
linearity of MOS capacitors to achieve this goal.35 The choice between the two techniques
depends on the sensitivity of the particular application to variations in common-mode vol-
tage. Another important advantage of the differential architecture is that the differential
single-ended converter with its associated nondominant poles is eliminated. Thus the
configuration is particularly well suited to the implementation of high-frequency switched

capacitor filters.

2.3.4 Class AB and Dynamic Architectures

In a low-power amplifier where an important objective is the minimization of chip
power, a ‘class AB’ architecture can be effectively used. Here the term class AB is taken to
mean a circuit which can source and sink current from a load which is larger than the dc
quiescent current flowing in the circuit. The motivation for using class AB architecture is
that one of the factors that dictate the value of the quiescent current in an MOS amplifier is
the value of current required to charge the load and/or the compensation capacitor in a
specified time. However, it is relatively rare that the op amp outputs actually have to change
the maximum amount in one clock cycle. Large power savings can be achieved by drawing
only that amount of current required to charge the capacitance on that particular cycle. An
example of single-stage op amp which operates on this principle is shown in Fig. 2.12. This
particular circuit can be used in the inverting mode only. With the input grounded, the
quiescent current in the input transistors is determined by the bias voltage shown. Upon the
application of a voltage to the-input, the current in one side of the input stage increases
monotonically with the applied voltage until the power supply is reached, while the other

side of the input stage tumns off. The amount of current available at the output is much larger
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than the quiescent current, and the circuit does not display slew rate limiting in the usual
sense. Another advantage of this circuit is that the small-signal voltage gain in the quiescent
mode can be quite high because of the low current level. The fact that the voltage falls off
during transients because of the high current levels is of little consequence for the ac

response of the circuits.

DeGrauwe et al. have described a novel approach achieving the same objective.36 A
conventional class A amplifier architecture is used, but an auxiliary circuit detects the pres-
ence of large differential signals at the input. The bias current in the class A circuitry is then

increased when such signals are present.

Dynamic architecture has been explored by several authors. Copeland37 described a
configuration in which the quiescent current in the absence of signals is allowed to decay to
zero. Such amplifiers are fully dynamic in the sense that no dc paths exist for current to flow
from the supply. While very low power dissipation can be obtained, difficult problems of
settling time and power supply rejection remain to be solved with these amplifiers. Hostica
38 invented a biasing scheme where the power supply current is independent of signal ampli-
tude, and is made large during the early part of the clock period (used in the switched capaci-
tor filter) for fast slewing and is made small during the later portion for high gain and power

savings.

2.4 Conventional Synthesis Procedure

Op amps like other analog circuits traditionally have been fully hand-crafted by expert
analog circuit designers. A conventional synthesis procedure for op amps as illustrated in
Fig. 2.13 can be divided into three design phases: Circuit topology selection, device sizing,
and layout generation. First, a suitable op amp circuit is selected based on the general

domain of the performance specifications. Then each device in the chosen circuit is properly
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Figure 2.13 Conventional synthesis procedure for op amps - Simplified view.
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sized to meet the given specifications. Finally, the sized circuit schematic is laid out in mask
geometries. Feedback paths (shown in dotted lines in Fig. 2.13) around some of the design
phases represent possible re-design efforts needed when the design results from those phases
violate the design requirements implied by the performance specifications. Let’s look at

each of the design phases in more detail.

The circuit topology selection phase is subdivided into two steps as shown in Fig. 2.14.
First, based on the performance specifications given and the process technology to be used, a
suitable op amp architecture must be selected: Two-stage, single-stage, fully differential,
dynamic, class AB, etc. Upon deciding which architecture is suitable for the particular
application, a specific circuit topology is selected for the synthesis. The examples of op amp
performance characteristics which are used to make such decisions include power supply
voltage, power consumption, and DC transfer curve. The many possible variations of dif-
ferent architectures make this phase of the synthesis rather dependent on design experience.
A poor selection decision made in this phase may cause a catastrophe at the end of the
design cycle as shown in Fig. 2.14 or at best the designer realizes the poor decision in the

device sizing phase.

In the device sizing phase the designer tries to adjust variable parameters of each dev-
ice (which are called ‘design parameters’) so as 10 meet all performahce specifications given.b
Width and length of a MOSFET, capacitance value of a capacitor, and current value of a
current source are the design parameters for CMOS op amps. The design task is initiated by
setting the design parameter values to achieve the desired DC characteristics (quiescent bias
points). Next the designer readjusts the initial parameter values to get the specified ac (small
signal) response about the quiescent points. Finally, the characteristics of the transient
response are used to make further changes in the design parameter values and operating
points in order to meet the performance requirements. The entire procedure is repeated until

all the design requirements are satisfied. In case some of the requirements are still violated
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in spite of the repeated design efforts, the chosen topology is often modified in order to
enhance certain performance characteristics as needed. If all these efforts go wrong, a dif-

ferent architecture may have to be selected as a last resort.

In fact, the afore-mentioned design task (device sizing) can be formulated as a parametric
optimization problem. Given a fixed circuit topology and performance specifications, some
of the variable device parameters can be selected as design parameters and the specifications
can be transformed into constraints and performance objectives. Then the rest of the prob-
lem is reduced to finding the optimal values of the design parameters that maximize the per-
formance objectives while keeping all constraints satisfied. Chapter 5 is devoted to the

parametric optimization aspect of op amp design.

Layout generation starts with a sized circuit schematic of an op amp. The designer
first reduces the complexity of the problem by adding a higher level of abstraction to the cir-
cuit. For instance, a few circuit elements are grouped together to form a building block
based on their connectivity, geometrical matching, functionality, etc. This abstracts the cir-
cuit as a composition of several building blocks. The designer then sketches a rough place-
ment of these blocks considering layout rules, terminal locations, routing of critical signals
and so forth. After the initial placement of the blocks, the designer routes the nets and at the
same time compacts the resulting layout as much as the spacing rules allow. Sometimes the
jnitial placement must be modified for better routing capability, better area utilization, or
better performance. When the layout is done, parasitic elements such as parasitic capaci-
tances, and resistances from either devices or wirings are extracted from the mask
geometries. These parasitic elements are then added to the initial circuit schematic and the
resulting circuit is simulated for verification. If all the specifications are met, the design is
completed. Otherwise, the current layout must be modified to reduce the excessive parasitic
elements. However, if repeated modification efforts do not produce the correct design, some

of the design parameters of the circuit must be readjusted. In the worst case, the designer
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may have to modify the current circuit topology to improve the performance as necessary.

From the above discussion, it can be readily understood that the efforts and time
required to design even a single op amp may be significant when the performance
specifications are difficult to be achieved: The entire design cycle (as shown in Fig. 2.14)
may have to be repeated many times. As a result, the time and efforts devoted to the design
of analog interface subsystems used in mixed analog/digital systems consttute a bottleneck
in application-specific and customer-specific design of IC’s where time to market require-

ments are more important than component Cost.

2.5 Review of Automatic Synthesis Systems

The history of automatic synthesis tools for op amps goes back to the days of
APLSTAP3? and DELIGHT.SPICE.!? These systems consist of a general-purpose optimiza-
tion program and a circuit simulation program. Accordingly, they have been used in many
IC design problems, with bipolar op amp design being just one of them. However, it is not
until late 1980°s that intensive research efforts have been put into design automation for ana-
log circuitry including CMOS op amps. Knowledge-based design tools such as An_Com,23
IDAC 2940 and OASYS!® have been announced.

On the other hand, an optimization-based system such as ECSTACY 18 has been developed
as a general-purpose parametric optimization tool. In this section, these synthesis tools are

reviewed 1o discuss their contributions and limitations.
OASYS!9 is a behavior-to-schematic synthesis tool for analog functional blocks. In

OASYS, analog circuit topologies are represented as a hierarchy of functional blocks and a

planning mechanism is introduced to translate performance specifications between levels in

+ There exist a few other programs developed for analog functional block synthesis such as BLADES, 4
PROSAIC,2 and one by Allen.2! However, at the time of their publications, they were either not mature
enough to handle the entire synthesis of op amps or not applied to op amp design.
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this circuit hierarchy. The program synthesizes a sized circuit schematic for CMOS opera-
tional amplifiers and, more recently, for CMOS comparatoxs“2 from performance
specifications and process parameters. A sized circuit schematic from OASYS is then sent
to the full-custom analog cell layout tool, ANAGRAM?26 1o complete the schematic-to-

layout path.

IDAC20-40 is the first system that formally announced a behavior-to-schematic syn-
thesis for CMOS op amps in 1984. The system has been further enhanced to design not only
op amps but also other analog functional blocks such as voltage references, comparators, and
A/D converters. In IDAC, a specialized software routine is associated with each circuit
topology covered by the system. Each routine is self-contained: Not only design decisions
(in the form of if-then-else rules) customized for that particular topology but also process-
technology-specific data have been included in the routine. The program also generates

mask geometries of the sized circuit schematic using the analog layout tool, ILAC.

An_Com 23 is a behavior-to-layout synthesis tool developed for analog functional
blocks. In An_Com, the silicon compilation process is broken down into several steps, thus
resulting in a sequence of successive decompositions. At each decomposition step, the high
level specifications are broken into the specifications for the elements or subblocks at a
lower level in the hierarchy until the resulting elements are leaf cells that exist in a library or
can be produced by a layout generator. This decomposition process is driven by domain-
specific knowledge pre-stored in templates. Currently, An_Com can produce a mask-level

layouts of CMOS op amps starting from performance specifications.

ECSTASY!® is an interactive, general-purpose IC design optimization tool applicable
to a broad spectrum of circuits. A forms-based user interface developed for analog design
allows the designer to formulate design problems easily. Gradient-based algorithms (such as
feasible directions methods) as well as random search algorithms are employed in order to

avoid numerical difficulties in the optimization. The tool has been used for switched
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capacitor filters and bipolar op amps but not for CMOS op amps so far.

To summarize, OASYS and An_COM are based on a hierarchical decomposition of
performance specifications down to leaf cells (such as current mirrors or differential pairs).
But for the synthesis of such basic functional blocks as op amps, comparators, voltage refer-
ences, output buffers, etc, it is very difficult to decide how the given specifications should be
decomposed because of the close, sometimes intricate dependencies between the leaf blocks.
Besides, in order for the method to take advantage of specific topologies and their known
usefulness, the system must store such information in. the database as templates. This
violates the hierarchical approach from the method. In fact, such templates are dominantly

used for op amp synthesis in both systems.

The OASYS’ layout program, ANAGRAMZ6 uses a simulated annealing.method for place-
ment and a constraint-based line expansion algorithm for routing. However, simulated
annealing is in general too inefficient to handle versatile constraints arising from variable-
shaped blocks different terminal configurations, geometrical symmetry among some blocks,
etc. The routing algorithm developed mainly concems itself with noise coupling due to
internodal capacitances between the signal wires and with shared parasitic resistances in the
DC power supply wiring. Constraints such as upper bound in routing capacitance, matching
routing parasitics between signal nets, and specified assignments of certain wires to certain
layers are not treated. Afier all, op amp layouts from ANAGRAM look quite different from
those hand-crafted by expert designers. In An_Com, op amp layouts are generated based on
a slicing structure; its overall layout strategy (such as a floorplanning method) is not men-

tioned except that it is based on leaf cell generators.23

IDAC20-40 gperates on a flat circuit description, i.e. each topology is a basic unit. However,
the consolidation of design ‘strategy’ and topology-specific ‘data’ creates much overhead

whenever a new circuit topology is added into the system.
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Some disadvantages common in all three systems are as follows: Firstly, they require a
priori design knowledge to be integrated into the system for each new type of circuitry.
Secondly, high degrees of optimization are difficult to be achieved. Since the design stra-
tegies consider some but not all of specifications at a time, it is hard to avoid order-
dependency in the design process. The op amp layouts from IDAC look promising but no

detailed description on IDAC is available.

On the contrary, ECSTASY neither uses a priori design knowledge nor suffers from the
order-dependency in its optimization strategies. But the system is capable of only parametric
optimization: It can neither select a good circuit topology for an application nor generate a
layout. Another drawback is that the user must have detailed understanding of the circuit

he/she tries to optimize.

Recognition of the shortcomings of both knowledge-based and optimization-based
synthesis approaches has lead to a new approach to the compilation of op amps which is the

subject of this thesis and which is described in chapters 4 through 6.
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CHAPTER 3

OPASYN: A COMPILER FOR CMOS OP AMPS

3.1 System Overview

OPASYN is a behavior-to-layout synthesis tool for CMOS op amps. It is developed

with the following objectives:

a) Mapping from performance specifications to mask geometries. The
synthesis system must perform the complete synthesis from

specifications to detailed layout.

b)  High quality solution. A solution from the program must meet all the

performance specifications and consume minimal power and area.

c) High computation efficiency. The program must run fast enough so
that it can be used interactively at the system design level; this means

turnaround time should be on the order of a few minutes or less.

d) Minimal user interaction. The program must pOSSess ample design
knowledge about op amps to complete the synthesis task with minimal
help from the user. In this way, even a novice designer, i.e., a system
designer who needs to employ an op amp in his/her system design can

use the program without having to learn op amp design.

The rest of this section presents the framework of the program and gives an overview over

the flow of the synthesis.

-

The program consists of an internal database and three functional modules: a circuit

selection module, a parametric circuit optimization module, and a layout generation module.
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The framework of OPASYN and its interface to other physical design tools in the Berkeley

CAD environment are shown in Fig. 3.1.

The database contains the necessary design knowledge for each op amp topology available

to the users of the system; it includes?4-23
e adecision tree for topology selection,
e analytic circuit models for parametric circuit optimization,
e slicing structure descriptions for floorplanning,
e netlist descriptions for routing.

Device parameters and layout design rules for different process technologies are retrieved

from a technology library which is a part of the database.

The circuit selection module is a rule-based system where an inference engine selects a
promising circuit topology based on the user specification. The decision tree used for topol-
ogy selection is implemented as a set of production rules (if-then rules) in the database to
permit flexible and easy upgrading of the system. In addition, a simple query mechanism
has been incorporated to explain the decision made by the system or to show the rule(s) used

in the decision process. A detailed description is presented in Chapter 4.

The parametric optimization module is composed of an optimization routine and an interface
to the circuit simulator SPICE. First, the analytic model for the given circuit topology (that
is pre-designed by an expert circuit designer and stored into the database) and the data for
the specified process technology are loaded from the database. Starting from the given cir-
cuit schematic, optimal sizes of the devices in the circuit are determined so as to meet all
input specifications. The optimization routine is quite general and works in the same manner
for all circuits to be optimized and for all process technologies. The SPICE interface routine
generates input decks for SPICE, makes system calls to SPICE, and interprets the results

from SPICE to verify the optimization results. Chapter 5 discusses this subject in detail.
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The layout generation module includes a floorplanning routine, parameterized leaf cell gen-
erators and interface routines to a router and a spacing program. The input to this module is
a sized circuit schematic. The module outputs design-rule-correct mask geometries of an op
amp layout. The leaf cell generators provide small circuit elements such as MOSFET’s,
MOSFET pairs, and capacitors at run time. The interface routines take care of constraint
generation and intermediate data format conversion.T The layout module also works
independent of any specific layout design rules; these rules are parameterized and read from

the database. The layout generation is the topic of Chapter 6.

The synthesis flow in OPASYN is shown in Fig. 3.2. Synthesis starts from a set of op
amp performance specifications. Based on the general domain of the specifications, the pro-
gram selects an appropriate option out of a small database of generic, widely applicable op
amp circuit topologies, unless the user explicitly specifies the particular circuit topology 1o
be used. For the chosen circuit, optimal values of its set of design parameters will be deter-
mined to meet the objectives implied by the given specifications. 25 The SPICE interface
program is called by this module to verify the optimization result through extensive circuit
simulation.43-44 Finally, the layout generation module takes the netlist of the sized circuit
schematic from the previous synthesis phase together with a specification of a desired aspect
ratio or of a vertical/horizontal size constraints, and a reference to a file of geometrical
design rules. It produces an unspaced, symbolic layout of the circuit using a macro cell
style. The symbolic layout is then properly spaced by a spacing program t0 produce design-

rule-correct (spaced) mask geometries.

The modular architecture and flexible functional modules used in OPASYN make it
possible to extend the system to synthesize other analog building blocks such as output

buffers, comparators, and bandgap references with minimal alterations to the program.

+ In fact, the intermediate data format conversion is necessary for routing only. All the other tools com-
municate through the data manager OCT (which is explained in the next section).
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Various technologies such as CMOS, bipolar, and BiMOS can be also accommodated. Up
to now, CMOS technology has been exclusively employed because of its prevailing usage in

analog interface component designs.

3.2 OPASYN and the Berkeley CAD Environment

OPASYN gets much benefit from the Berkeley CAD environment, especially for its
layout generation. Fig. 3.1 shows that many physical design tools communicate with
OPASYN either directly or indirectly through a data manager. In fact, the internal database
of OPASYN provides only the specific design knowledge necessary for the layout synthesis:
layout design rules, ‘slicing structures’ for the circuit topologies (will be explained in
Chapter 6), and netlists. Design data (mask geometries) produced at each phase of the lay-
out generation is hierarchically managed by the data manager OCT45:46 developed at U.C.
Berkeley. In the rest of this section, the abstraction hierarchy of OCT and its application to
OPASYN are explained, and other design tools used in the synthesis process are briefly

described.

OCT is a hierarchical, object-oriented data manager developed for VLSI/CAD applica-
tions. The program offers a simple interface for storing information about the various
aspects of an evolving chip design. A basic unitina design is called a ‘cell’. A cell is a por-
tion of a chip (or the entire chip) the designer wishes to consider as a unit. A cell has many
aspects called ‘views’, depending on the design stage (i.e. logic synthesis, layout synthesis,
circuit simulation, etc) and on the design style to be used. Each view has one ‘facet’ named
‘contents’ that contains the actual definition of the view as well as various application
dependent ‘interface’ facets that contain the minimal amount of information about the view
necessary for its manipulation or for interfacing to it from the outside. With these abstrac-
tion entities, cells can be defined hierarchically. This means that a view of a cell can contain

‘instances’ of other cells whereas each of these cells has their own views and possibly
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instances of some other cells). The different views communicate with one another through

suitably abstracted interface facets.

In OPASYN, during various phases of the layout process, different views such as a
‘physical view’, an ‘unspaced view’, and a ‘spaced view' are used. Leaf cells are
represented in a physical view with fully specified geometry for all devices and connections
stored in their contents facets. They observe all specified design rules and need no further
spacing. Their interface facets contain overall cell shapes, terminal locations, and protection
frames. The entire layout of an op amp, on the other hand, is represented in an unspaced
view where only Telative placement, sizes and shapes of instances of component blocks, and
the general routing of the interconnections are recorded in its contents facet. This abstrac-
tion of the layout needs to be subject to a spacing program where all the design rules are
checked and the placements of the leaf cells are suitably adjusted. The result is a design-
rule-correct spaced view of the entire op amp. Fig. 3.3 illustrates the hierarchical data

abstraction discussed so far.

The advantage of using such a general data manager is two-fold. By observing a set of
pre-defined policies , our layout program can communicate with other existing tools with
minimal overhead and with no need for intermediate data conversions. For instance,
OPASYN can call the spacing program SPARCS to re-space the layout in symbolic format,
or the dedicated graphics editor VEM to visually verify the synthesis result without having
to provide explicit interface modules to these programs. The system development time

could be significantly reduced by relying on this data manager and on many existing tools.

VEM is an interactive graphics shell/editor for IC designs represented using the OCT
data manager.45 The primary use of VEM by OPASYN is to provide a means of looking at
the graphics representation of an OCT view and invoking various CAD tools on these views.

VEM also provides standard graphics editing capabilities to the users.
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Figure 3.3 Hierarchical data abstraction used in OPASYN.
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VULCAN creates/updates geometrical information and required properties (such as
technology, cell type, etc.) in an interface facet for an OCT view from its contents facet.4’
Formal terminals of a cell are copied to the interface facet along with their implementation,
and all the geometry other than terminal implementation geometry on each layer in the con-
tents facet is merged into a protection frame for that layer in the interface facet. Instances of
other cells are replaced by the geometry contained in their interface facets before this merg-

ing process.

SPARCS is a graph-based, 1-dimensional compaction program for spacing IC sym-
bolic layouts. Its input is an OCT view of type ‘unspaced’ and its output is another OCT
view called ‘spaced’ with the elements translated so that the overall area is minimized and
the spacing rules are satisfied. The usage of SPARCS in OPASYN is further discussed in

Chapter 6.

OCTTOCIF accepts as input an OCT facet and produces a CIF file.4® The program is
used to generate mask geometries of a layout that is suitable for a certain IC foundry (i.e.

MOSIS).

MIGHTY is a two-layer symbolic detailed router for any rectagonal routing area.*?

The routing process is also explained in Chapter 6.
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CHAPTER 4

HEURISTIC CIRCUIT SELECTION

4.1 Alternatives

The first step in op amp design is to obtain a promising circuit topology based on the
given design requirements. As illustrated in Fig. 2.14, expert designers perform this task in
two phases. They first make an architectural decision using some of the design requirements
such as load capacitance, load resistance, power dissipation, noise requirement, etc. Among
many, existing variants of the chosen architecture.T they then select a topology which, based
on prior experience, fits the new application. Or they may modify one that almost fits by
enhancing specific performance characteristics, again partly based on experience and partly

by trial and error. This often requires many design cycles.

For knowledge-based synthesis systems that must perform the same task, the following

approaches can be considered:
e Creation of a topology from basic building blocks,
e Modification of basic (seed) topologies,
e Selection from a library of ‘proven’ﬁ topologies.

Let’s investigate advantages and drawbacks of these approaches to find out which one is
most practical. It should be noted that the above approaches can be applied not only to op
amps but also to most other analog functional building blocks such as output buffers, voltage

references, comparators, etc.

+ We mean, by an architecture, a collection of similar opologies.

++ By a proven topology, we mean that the topology has been proven to have good, stable performance
and is widely used in the industry.



4.1.1 Creating New Topologies

Creating a topology required by the performance specifications using building block
elements and basic knowledge about circuit design would be the most general solution. If
such an approach is feasible, no circuit topologies need be pre-stored in the database, and
there would be no overhead of adding new topologies as the application range of the syn-
thesis program is expanded. However, creating a topology from basic principles is very
difficult for a couple of reasons. First, the tight and often intricate coupling between func-
tional modules in typical op amp circuits makes hierarchical decomposition of functionality
very difficult. As a result, breaking the high-level specifications into the specifications for
the lower-level building blocks in the hierarchy is not well understood. For instance, the
phase margin of a two-stage op amp must be determined by considering the frequency
response of the entire circuit. Propagating the constraints imposed by the phase margin of
the circuit to its constituent modules, namely input stage, output stage, and compensation
stage is very difficult. As a matter of fact, most synthesis techniques for analog circuits are
based on analysis; an appropriate circuit topology is first created and all component values
are then adjusted to meet the overall design requirements by analyzing the circuit. Second, a
circuit topology should be designed to cancel out first-order variations in design parameters
1o yield stability and immunity against a rather wide range of spreads in integrated circuit
active and passive component values. In other words, whenever a new circuit topology is
constructed, the sensitivities of its performance characteristics to its component value
changes should be derived and checked. If the sensitivities are considered too high for the

design requirements, the topology should be modified.

Bowman et al.! made an effort to create op amp topologies from basic design princi-
ples but with very limited success; the generated topologies are simple two-stage op amp cir-
cuits even without any compensation scheme. Similar efforts have been put into OASYS?%3

and An_Com.4 However, no new topologies have been invented by these systems so far.
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Practical op amp topologies are still being devised by expert designers. When one takes a
closer 1ook, one realizes that the above systems do not really create any topologies but rather
assemble basic building blocks into complete topologies based on pre-stored templates (in
An_Com) or plans (in OASYS) which implicitly contain the proven op amp topologies.
Therefore, one might as well store proven topologies explicitly and select one of them (as

described in 4.1.3).

4.1.2 Modifying Seed Topologies

An easier approach is to start from some basic (seed) op amp topologies and to modify
it to meet certain design goals. For each architecture 10 be used, a seed topology is defined.
For instance, a topology composed of an input stage, a compensation stage, and an output
stage is a seed topology for the two-stage op amp architecture. Similarly, one with a dif-
ferential pair and a gain stage serves as a seed topology for the single-stage op amp architec-
ture. The most appropriate seed topology is then selected according to the architectural deci-
sion made from the specifications. The selected seed topology is then modified during the
device sizing phase of the synthesis as required by the design requirements. This approach
has the advantage that the seed topology can be incrementally modified as it becomes clear
which design requirements are hard to match. Thus a detailed topology does not have to be
selected in the beginning; only the architectural decision has to be made at the top level.
Subsequently, two kind of modifications can be made: weak modification and strong

modification.

In weak modification, the topology change is incremental and is made within the same
architecture. Fig. 4.1 shows an example of the weak modification. In this case, the seed
topology (two-stage op amp with pole-zero compensation) is modified to produce a higher
small signal gain; the input differential pair and the active load have been replaced with

cascoded versions. However, since these changes limit the voltage swing at node A, the
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Figure 4.1 Weak modification of topology for improved performance.
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level shifter composed of transistors Ma and Mb is added to the circuit. We consider the
change as incremental in the sense that the resulting topology is still a variant of the two-
stage architecture. But even with these incremental changes, the resulting circuit is a rather
new topology in terms of its ac performance (phase margin, unity-gain bandwidth, etc). This
is because of the newly introduced doublet (pole-zero pair) from the source follower Ma.
Now, the compensation problem has been changed from that of a two-pole and one-zero sys-
tem to that of a three-pole and two-zero system. It is well known that the latter system is
very difficult to compensate and the currently used pole-zero compensation scheme may not
work for this topology. This incremental change also requires more power and area con-
sumption as well as different bias voltages. The implication here is that weak modification
in most cases is not robust; an incremental change made to improve a certain performance

characteristic often causes other characteristics to deteriorate.

In strong modification, the topology change is rather global and the resulting topology
is often no longer a variant of the same architecture. Fig. 4.2 illustrates an example of strong
modification. The seed topology in the figure is modified to improve the slew rate charac-

teristic. An incremental modification in this case would be to increase the bias current Igg;

I
the slew rate is calculated from —CS-S— and reducing C would worsen the ac response. But

increasing the bias current Igs will increase the power and area consumption. Therefore a
strong modification of the topology is made, which can increase the slew rate without
increasing the power dissipation. The resulting topology shown in Fig. 4.2 is the outcome of
such a strong modification where the output stage of the original topology has been replaced
with a class AB output stage.5 Consequently, the new topology slews better even with
reduced power dissipation. However, the change made here is so drastic that not only the
transient characteristics but also the ac characteristics and the dc characteristics of the origi-

nal topology have been changed; the new topology is actually a variant of the class AB
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Figure 4.2 Strong modification of topology for improved performance.
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architecture.

From the above discussion, it can be seen that an incremental modification of a topol-
ogy in order to improve a certain performance characteristic often fails. The effect of the
modification to all the other performance characteristics must be considered at the same
time. When sensitivity issues are considered as well, the situation gets even more difficult;
‘intelligent’ strong modification is required in most cases. However, such modifications are
as difficult as creating new topologies. Therefore, it is more efficient and robust to switch
among a set of proven topologies rather than to try to make intelligent strong modifications
because they most likely just produce the few proven topologies that have been already

developed by human designers.

4.1.3 Selecting From Proven Topologies

Selection from a library of proven topologies is a rather limited solution. Topology
selection has to be made at the top decision level and additional design knowledge must put
into the database each time a new circuit topology is added. However, the approach is

efficient and robust for the following reasons:
e The approach most closely emulates a human designer’s approach.
e The selected topology is robust - it is proven by thorough analysis and by its repeated

usage.

e All the known useful properties and approximations specific to a certain topology can

be fully utilized in this approach.

e The poor judgement made at the top decision level can also be quickly recovered
because a typical run time of the automatic synthesis process is in the order of a few
minute; whenever the current architecture cannot meet a certain specification, another

architecture can be considered, and the synthesis can thus be carried out for a several
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potentially suitable topologies.

e The effort of adding a new topology to the database does not seem to be a problem
because the number of proven op amp topologies that are typically used for analog
interface subsystems is quite limited. For instance, a single-stage fully-differential op
amp is almost everyone's choice for an A/D converter application. Furthermore, as
symbolic analysis techniques are being developed,® such effort may become

significantly smaller.

The heuristic circuit selection méthod used in OPASYN has been developed based on the

above discussion. The detailed explanation of the method is given in the next section.

4.2 Heuristic Pruning of the Decision Tree

The circuit selection strategy used in OPASYN is based on a decision tree (shown in
Fig. 4.3) which has been defined based on some key performance specifications such as gen-
eral application area, open loop gain, PSRR, fully differential topology requirement, load
capacitance, load resistance, power dissipation, or noise requirement. The leaf nodes in this
tree correspond to proven op amp topologies commonly used in many applications, and the
corresponding design knowledge is stored in the database of OPASYN. Currently five dif-
ferent circuit topologies have been fully incorporated and they are denoted in Fig. 4.3 as
SFC, FFC, BTS, CTS and OPB. The meanings of various notations used in Fig. 4.3 are as

follows:
e ‘default’ — represents the default choice.

e ‘> limit (< limit)’ — the branch is to be selected if the corresponding design
specification at the node is greater (less) than the limit value retrieved from the tech-

nology library.
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start
<application>
default special
standard op amps special op amps
<open loop gain> <requirermnents>
default > limit
low-power low-noise output-buffer
single-stage two-stage
<diff. specs> <PSRR> OPB
default specified
default > limit
single-ended fully-differential
SFC FFC BTS CTS

default - default choice

> limit - select if the attribute value at the node is greater than the preset limit.
< limit - select if the attribute value at the node is less than the preset limit.
specified - select if it is so specified.

special - select if application needs a special op amp.

Figure 4.3 Decision tree for heuristic circuit selection.
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e ‘special’ — the branch is to be selected if any of the special-purpose op amps is

required.
e ‘specified’ — the branch is to be selected if it has been specified explicitly by the user.

Searching for a suitable topology starts at the root of the decision tree; nodes of this
tree are checked in tum whether some subtrees can be pruned away (eliminated from further
consideration) based on the range of the given specifications. The un-pruned leaf nodes are
forwarded to the optimization module. The following example illustrates the basic idea.

Example:
Let’s assume that the application demands an ‘ordinary’ op amp with an
open loop gain of 10,000 and a PSRR of 60dB at dc using the MOSIS 3 pm
process. The decision process starts at the top and immediately eliminates
all the ‘special-purpose’ op amps since none of these special characteristics
has been called for. Among the ‘standard’ op amps, the subtree of two-stage
op amps is selected since the specified open loop gain of 10,000 is higher
than the gain limit of single-stage op amps for the MOSIS 3 pum process
(which is set to 5,000 in the technology library). Between the two two-stage
op amps (BTS and CTS), the BTS op amp has been selected because the
relaxed requirement on PSRR does not dictate the use of the CTS op amp.
The particular decision path of this example is shown in Fig. 4.4 with bold

aITows.

If the specification-based decision criteria are too vague, more than one leaf node may be
returned, and the optimization process is carried out for all of these nodes. The user makes
the final selection among various alternatives. By default, the system selects ‘standard’ op
amps over ‘special-purpose’ op amps since they are simpler and smaller. If none of the
‘standard’ op amps can meet the specifications, then the user asks for a ‘special-purpose’ op

amp with an explicit specification in the input file.
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performance specifications used for the decision:

technology = MOSIS 3um
application = standard
gain >= 10,000

PSRR-dc >= 60 dB

start
<application>
default / special
standard op amps special op amps
<open loop gain> <requirements>

low-power low-noise output-buffer

»
default \

single-stage two-stage OPB
<diff. specs> <PSRR>
default specified
"e
default
single-ended fully-differential
SFC FFC BTS CTS

selected!

» *» _specified for MOSIS 3um in the database.

Figure 4.4 A circuit selection example.
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Lastly, let’s consider the theoretical background for how the decision tree shown in
Fig. 4.3 has been derived. As discussed in Chapter 2, the following architectures are the

ones frequently used for intemal op amps:

e two-stage architecture

single-stage architecture

o fully-differential architecture
e class AB architecture

e dynamic architecture.

In addition, even though it does not belong to the internal op amp category, an output buffer
is frequently used for any application where a resistive load (2 k2 or less) and/or a big capa-

citive load (over a few hundred picofarads) must be driven.>

The architectures mentioned in the above are not completely distinct from one another. A
class AB two-stage op amp can be viewed as a variant of either the two-stage architecture or
the class AB architecture. The FFC op amp used in OPASYN is a fully-differential single-
stage op amp which can be again a variant of either the fully-differential architecture or the
single-stage architecture. However, historically the fully-differential architecture, the class
AB or dynamic architecture are introduced to improve certain performance characteristics of
the two-stage and single-stage architectures. Therefore it can be assumed that those three
architectures are variations of the two-stage and single-stage architectures. Based on this

discussion, we can put the latter two architectures at the top of the decision tree.

On the other hand, some op amps are developed for specific purposes; an output buffer
and a low-noise op amp are good examples of this. Such op amps can be directly chosen
without going through the entire decision hierarchy. For instance, if an application requires
to drive a resistive load of 1 kQ, we can directly proceed to a group of output buffers and

select one of them as required by other specifications. This observation has lead to the
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notions of ‘standard’ and ‘special-purpose’ op amps which supersede the two-stage and
single-stage architectures in the decision hierarchy.

Among the fully-differential, the class AB, and the dynamic architectures, priority has
been given to the fully-differential architecture because the class AB and dynamic architec-
tures are in fact varations in biasing schemes to achieve fast transient characteristics with
less power consumption. Since the fully-differential architecture is primarily used for the

single-stage architecture, it is not considered for the two-stage architecture.

The above discussions result in the decision tree illustrated in Fig. 4.3. At the top of
the decision hierarchy, general application area divides op amps into two groups — ‘stan-
dard’ op amps and ‘special-purpose’ Op amps. Then the standard op amps are further
divided by their architectures — two-stage architecture and single-stage architecture. The
single-stage op amps possess either the single-ended architecture or the fully-differential
architecture. The PSRR characteristic becomes a branch criterion between the two altemna-
tive two-stage op amps — the BTS op amp and the CTS op amp. On the other hand, the
‘special-purpose’ op amps are divided by applications such as low-power, low-noise, and
buffering applications. With this decision hierarchy, new op amps can be easily added into
the decision hierarchy and obsolete ones, deleted. The decision heuristics (such as PSRR for
two-stage op amps) can be also updated with-minimal efforts; either the branching attributes

of certain nodes are updated or new nodes are added as needed.
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4.3 Implementation

4.3.1 Implementation Requirements

Just as there are many choices for the topology selection strategy, there are many ways
to implement the chosen strategy. Since the adopted selection strategy, as explained in the
previous section, is based on expert design knowledge developed over a long period of time
and is rather heuristic in its nature, the following points must be considered for its imple-

mentation:

e Selection heuristics must be easy to update. Evolution of technology and innova-
tion at circuit and architecture levels either make it necessary to add new topologies

to the database or modify some of the existing decision heuristics.

e The program must be capable of explaining its decisions as human experts do. This
is not only for detecting possible flaws in the decision heuristics but also for

enhancing the user’s confidence in the program’s operation.

e The selection process must be straight-forward and fast — the program is meant to
be a frontend for a module generator that can be used ‘interactively’ at the system

design level.

4.3.2 A Rule-based Systems Implementation

To fulfill all the above requirements, a rule-based system’s implementation has been
adopted. Fig. 4.5 shows a typical structure of rule-based systems.”-8:9:10 A rule base is dif-
ferent from a database in that a rule base is executable while a database can only be queried
and updated. In fact, rules correspond to program codes in conventional software programs
in the sense that rules are interpreted/executed by an inference engine whereas program
codes by an interpreter or a compiler. An inference engine knows how to actively use the

knowledge in the base. A user interface caters for smooth communication between the user
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and the system, also providing the user with an insight into the problem-solving process car-
ried out by the inference engine. Finally, a rule-base comprises the knowledge that is
specific to the domain of application (op amp design in this case): such things as simple facts
about the domain, rules that describe relations or phenomena in the domain, and possibly

also methods, heuristics and ideas for solving problems in this domain.

Shell
Infere User
Rule-base (< .nce . - tr
' engine interface
=
|
|
I
Knowledge engineer - R _:
i Data \
b e === -

Figure 4.5 Structure of rule-based systems.

In the chosen implementation, the circuit selection heuristics explained in Section 4.2
is thus stored as a set of decision rules in a rule-base. In OPASYN, production rules have
been used for representing decision rules. For instance, a decision rule (as expressed in

OPASYN),

(rule identify-BTS
(if ((> opamp) is standard)
((< opamp) is single-ended)
((< opamp) has gain (restrict (> gain-lower-bound) gain-gt-p))
((< opamp) has psrrdc (restrict (> psrr-upper-bound) pstr-le-p)))
(then ((< opamp) is BTS))
)

means that if an op amp is a ‘standzird"r op amp, is single-ended, has a gain greater than a

certain limit (gain-lower-bound), and has a PSRR at dc less than a certain limit (psrr-upper-
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bound), then choose the BTS op amp.

Then both modification and addition of the decision rules are quite convenient because the
rules are not in the form of functional procedures embedded as a part of the program code
segments but rather in the form of (executable) data. Only the rule-base, neither the infer-

ence engine nor the user interface, needs to be updated.

The inference mechanism used is a forward chaining method.8:? This uses the follow-
ing strategy: when premise clauses (if-clauses) match the situation, then the conclusion
clauses (then-clauses) are asserted. For example, in the rule of identify-BTS, if the perfor-
mance specifications satisfy the premise, the BTS op amp will be selected as a proper op
amp topology. The reason for adopting the forward chaining method over the backward
chaining method is illustrated with the following; in the op amp selection problem, we try 10
select a particular op amp from a set of performance specifications and not vice versa.
Therefore, given specifications are compared with premise clauses of the rules in the rule-
base. Once a matching rule is fired, it will not be used again in the same search process;
however, the fact concluded as the result of that rule’s firing will be added to the rule-base as
a derived fact. The same procedure is then repeated until we have reached a conclusion
clause that identifies an op amp suitable for the given specifications or no more matching
rules can be found. On the other hand, if we use the backward chaining method, a certain op
amp is selected based on some ‘simple heuristics’ and the inference engine checks whether
all of its premise clauses are satisfied by the given specifications. If not, another op amp is
selected and re-tried (this process is called ‘backtracking’). However, this process is con-
trary to what we are trying to do! This method is thus not suitable for implementing our

selection strategy.

+ An application area of an op amp can be either specified as ‘standard’ by the user or deduced as results
of applying identification rules.
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The user interface incorporated into the circuit selection module was designed to make
the decision-making process clear to the user and to assist the process of debugging new
rules introduced into the rule-base. It communicates with the user through such query
processes as ‘how’ and ‘why’. How-questions are used to query how the current conclusion
has been reached; why-questions reveal why a certain premise has been tested. Such query
processes are shown in Fig. 4.6. In the figure, a part of the performance specification file is
shown in part (a). Then a circuit selection example session is illustrated in part (b). The
program first selects the SFC (single-stage folded cascode) op amp based on the given
specifications. The user then queries ‘how’ the SFC op amp has been selected. The program
replies to the question by displaying the corresponding identifying rule. The user again asks
‘why’ the shape specification ‘single-ended’ has been used during the decision process, and

so forth.

An output from the circuit selection module described so far is a circuit topology suit-
able for a set of performance requirements specified by the user. Once such a topology is
selected, the problem of schematic synthesis reduces to that of parametric optimization,

which is the subject of the next chapter.



(a) Performance specifications used in the decision process.

(APPLICATION = standard) ;; Standard application area
(SHAPE = single-ended) ;; Single-ended architecture

(Vdd =2.5)

(Vss = -2.5)

(CL =5E-12)

(PWR-DIS < 1E-3)

(GAIN > 3000)

(PSRR-dc > 60)

(TECH = mosis3u) :: Technology is MOSIS-3um process

(b) An example of an interactive session.

% frontend :; Start a selector!

Lisp> (load "production™)
input file? << amp.specs  ;; An input specification file.

Lisp> (forward-chain) :; Select an appropriate op amp circuit.

(RULE IDENTIFY3 SAYS OPAMP IS SFC) ;; An op amp *SFC' has been selected.

Lisp> (how '(opamp is sfc)). :; How 'SFC’ has been selected?
(OPAMP IS SFC DEMONSTRATED BY)

(OPAMP HAS GAIN 3000)

(OPAMP IS SINGLE-ENDED)

(OPAMP IS STANDARD)

Lisp> (why (opamp is single-ended))  3; Why s-ended has been used?
(OPAMP IS SINGLE-ENDED IS NEEDED TO SHOW)
(OPAMP IS SFC)

Lisp> (usedp 'identify-BTS) ;: Was the rule 'identify-BTS’ used?
NO, Rule IDENTIFY-BTS has NOT been used:

Lisp> (usedp 'identify-SFC) :: Was the rule 'identify-SFC’ used?
YES, Rule IDENTIFY-SFC has been used:
IF:
(OPAMP HAS GAIN 3000) and
(OPAMP IS SINGLE-ENDED) and
(OPAMP IS STANDARD)
THEN:
(OPAMP IS SFC)

Figure 4.6 A circuit selection example.

60



61

CHAPTERSS

PARAMETRIC CIRCUIT OPTIMIZATION

5.1 Sizing a Circuit Schematic

In circuit design problems, once a promising circuit schematic (tépology) has been
selected, the synthesis problem is reduced to a task of parametric component optimization.
A set of values need to be found for all design parameters that together optimize some per-
formance attributes while meeting all explicitly stated specifications. This multiple-
objective, constrained optimization task can be formulated into a standard mathematical pro-

gramming problem as follows:!6

min{f(p) | g(p) < 0}

where p € R is the vector of design parameters, f: R"—R™ is the objective function, and
g: R">R’ is the constraint function. It is important to note that in standard mathematical
programming problems, the functions f and g are explicit functions of p, while in circuit
design problems, the dependence of these functions on the design parameter vector, p, is
implicit through various circuit equations. Thus function evaluation may require in the

WwOTst case expensive circuit simulation.

For op amps, key design components are widths and lengths of MOSFET’s, bias
currents, and compensation capacitor values (if any). The performance characteristics of an
op amp are then non-linear functions of these design components through circuit responses.
For Instance, the open-loop dc gain of a two-stage op amp is determined by such circuit
responses as transconductances (g,) and output conductances (g,) of certain transistors in

the circuits, where g, and g, are in tum functions of device sizes and bias currents of the
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transistors. Therefore, conventional optimization programs can be used to perform the task
of sizing the design parameters in an op amp schematic if they are made to communicate
with a circuit simulation program. Such efforts produced DELIGHT.SPICE!’ and
ECSTASY8 which have been used for a broad spectrum of IC design optimization prob-
lems including the op amp circuit sizing.

However, these general-purpose optimization programs have had only limited
successes when applied to op amp synthesis. First, the extensive cix:cuit simulation required
in the inner loop of the optimization step has made the tools expensive in terms of CPU
time. Second, their user interfaces are hard to customize for a specific application (i.e., for
op amp synthesis); the user must possess detailed design knowledge for that application to
provide the many pieces of information needed by the program. Such design knowledge is
often critical for the effectiveness of these programs. For instance, widths and lengths of
MOSFET’s, bias currents, and compensation capacitor values are all legitimate candidates
for the design parameters in a particular op amp schematic-sizing task. But when all possi-
ble design components are used as design parameters, the resulting design space is too large
for any optimization technique. In fact, many of these component values cannot be adjusted
independently. Sound design strategies link many of these values into groups that depend on

just a few independent design parameters.

From the above discussion, it can be seen that if expert design knowledge is captured
and stored in the program’s database, it can be used not only to minimize the dimensionality
of the optimization problem by choosing the minimal number of design parameters but also
to estimate the performance of the circuit without running a circuit simulator in the inner
loop of the optimization step. Such design knowledge also makes it possible for the user to
successfully perform a synthesis task without detailed knowledge about the particular circuit
to be optimized. The expert design knowledge (on op amps) stored in OPASYN has been

acquired by applying first-order circuit analysis techniques and topology-specific
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approximations on each of the proven op amp topologies handled by the program. The
acquired knowledge is then transformed into analytic design equations than can be easily
used by optimization algorithms. A set of such analytic design equations, sound a priori
design decisions, as well as other properties of a circuit useful for its synthesis are the com-

ponents of the ‘analytic circuit models’, discussed in the next section.

5.2 Analytic Circuit Models

5.2.1 Definition

The parametric optimization process in OPASYN relies on analytic models developed
specifically for each of the op amp circuit topologies contained in the database.?* An ana-
lytic model of a circuit is a set of analytic expressions representing sound a priori design
decisions and macro behavior of the circuit. The analytic model for a given circuit typically

includes:
e netlist description of the circuit,
e declaration of the independent design parameters,
e reasonable upper and lower bounds for the design parameter values,

e analytic design equations to express functional dependencies of the performance of

the circuit on the design parameters.

In order to reduce the dimensionality of the search domain, one should define a minimal set
of independent design parameters and set reasonable upper and lower bounds on their range.
Our investigations have shown that using expert design knowledge and first-order circuit
analyses, the number of independent design parameters of the circuit can be greatly reduced.
In the basic two-stage (BTS) op amp shown in Fig. 5.1 which consists of 13 mosfets, a capa-

citor, and a current source, we have found that the number of design parameters can be



reduced to only five: (W/L);, (W/L)s, (W/L)g, Cy, and L. Similarly, the fully-differential
folded cascode op amp (FFC) shown in Fig. 5.2 with over 60 devices has only 7 independent
design parameters.55 The upper and lower bounds for the design parameter values can be set
to further restrict the search space. For instance, the compensation capacitor value in the
BTS op amp has been limited to the range from 2 pF to 20 pF since we know that values

outside this range are not useful in practical applications.

The analytic design equations were derived by using first-order circuit analysis tech-
niques and topology-specific approximations.® 7.29,56,57.33,58 For most dc characteristics,
these computed approximations are excellent. For highly non-linear specifications such as
small signal dc gain, phase margin, and settling time of the circuit, fitting parameters have
been introduced to obtain more accurate prediction of specific performance characteristics.

Here is an example of such analytic design equations:

a, = of . X Em2 Emé6
BT (802 + Boa)(Bos + 8o7)
'Y
= —1
Em ‘\/ZKP L d
g =2l

where a,, is the small signal dc gain of the BTS op amp shown in Fig. 5.1, g, is a transcon-
ductance, g, is an output conductance of a transistor, and cf,i, is 2 fitting parameter. All the
conductances are dependent on transistor sizes and bias currents. The fitting parameters are
being updated as the system acquires more information from repeated synthesis and

verification steps.

Analytic models can be developed not only for op amps but also for any type of analog
functional blocks such as comparators, bandgap references, and output buffers. However, t0
derive an analytic model for these circuits often demands the attention of ‘good’ analog cir-

cuit designers. From our experience, the one time design effort to add a fairly complicated
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Figure 5.1 Basic two-stage (BTS) op amp.
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op amp topology such as the FFC op amp (shown in Fig. 5.2) is about a couple of weeks,
while it requires only a few days for simpler circuits. Recently, a symbolic analysis tool has
been developed to generate analytic design equations for analog circuits. 50 As symbolic cir-

cuit analysis techniques are being advanced, this effort may become significantly smaller.

5.2.2 Model Acquisition

Given a circuit topology, the first step towards the acquisition of an analytic model of
the circuit is to make ‘sound’ a priori design decisions; this means t0 choose a minimal
number of design parameters and to set up suitable upper and lower bounds for them. These
decisions, however, must be based on design experience. Many articles and books as well as
expert designers have been used as sources of reference and insight. Analytic design equa-
tions have then been constructed from detailed circuit analyses based on first-order circuit

analysis techniques and topology-specific approximations.

In summary, the model acquisition steps that have been taken in OPASYN are as fol-

lows:

step 1:  Select independent design parameters by finding relevant relations
between design components based on the first-order circuit analysis.
Journal articles, books, and interviews with expert designers can help

further reducing the number of independent design parameters.

step2: Upon selecting a set of independent design parameters, set the proper
upper and lower bounds for those parameters interviewing expen

designers and referring to the previous design examples.

step 3:  Express performance characteristics of the circuit in terms of the design
parameters chosen in step 1. Transform the derived expressions into
analytic design equations that can be easily used by optimization algo-

rithms — continuity, differentiability, linearity, etc of these equations
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are important for choosing a specific optimization algorithm.

5.2.3 An Example — A Basic Two-Stage OP Amp

The detailed model acquisition process for the BTS op amp shown in Fig. 5.1 is
presented in this sub-section. As summarized in the previous sub-section, the acquisition
process divides into three phases: design parameter selection, parameter range setting, and

derivation of analytic design equations.

5.2.3.1 Design Parameter Selection

The choice of a set of independent design parameters should take into account:
o device matching
e biasing
e systematic offset voltage
e slew rate
e compensation (pole-zero cancellation)
e input-referred 1/f noise.
The input devices M1 and M2 should be equal in every respect; thus:

W W
(T)l = (—I.T)Z where L] = L2 (52318)

To minimize the systematic offset voltage, choose:

w w
(—L-)3 =( L )5 where Ly =L, (5.2.3.1b)
\Y w
s
3‘ W = W whereLy=Lg and Ls= L, (5.2.3.1¢)
(—L—)7 (T)s

To have the same slew rate for both the positive and negative output voltage swings, set:
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w. C+C w
My == (). 5.2.3.1d
( L )7 Cr ( L )5 ( )
To meet the pole-zero canceling compensation requirement, make:
(—Y) =4 (52.3.1)
L ¢
\ Y
Fy = = AL (52310
L 'L%a 8 e
Ay Ay Xy (52319
L a L6LCCL+CF 4208

where L, =Ly =L, (L, is @ minimum channel length) and L, = Ls.

From equations (5.3.2.1a) to (5.3.2.1g), the following set of independent design parameters

emerges:
Wl, Ws, W6, Cp, 15, L5, LG' and Ll-

Among these parameters, the channel length of the input transistors (L) are typically set by
the designer. Accordingly, L, is made to be specified in the input file. The channel lengths
of the NMOS transistors are conventionally set to 2 Ly, and those of the PMOS transistors
to 1.5 L, because of the different noise characteristics of NMOS and PMOS transistors.

As a result, only five independent parameters are left:
W19 WS' W6, CF’ and Is.

Without applying some expert design knowledge, the number of design parameters would be
twenty five: twenty two of them come from the 11 MOSFET’s, one from Is, and one from
Cr. Thus by using good design practices, a large reduction in the dimensions of the design
space has been achieved. Since the (W/L) ratios instead of W's are frequently used in most
of the design equations, we use (W/L) ratios as design parameters. From this point on, a

(W/L) ratio is noted as ‘A’ (Aspect Ratio) and the bias current of the MOSFET MS is named
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‘Isg’. With these conventions, the independent design parameters of the BTS op amp in Fig.

5.1 are
W
Al’ As, AG’ CF’ ISS where A|E(—I'J—)I' (5.2.1)

5.2.3.2 Parameter Range Setting

The independent designer parameters selected in the previous sub-section must be
given ‘reasonable’ upper and lower bounds to further limit the design space. However, this
task also strongly relies on design experience because the design parameters can vary over a
wide range of values depending on the application. Reasonable upper and lower bounds for
each design parameter have been obtained from interviews with expert designers and these

are the limits established for the BTS op amp:

50 < A, < 200 (5.2.3.2a)
10 < Ag < 200 (5.2.3.2b)

50 < Ag < 500 (5.2.3.2¢)

10 pA < Igs < SOpA (5.2.3.2d)
2pF < Cp < 20pF (5.2.3.2¢)

The (W/L) ratio (noted as A;) of the transistor M1 is set to vary from 50 to 200 because the
input-referred 1/f noise is inversely proportional to the channel area (W * L) of M1 (thus the
Jower bound is set to 50) and the open loop gain is proportional to A, (thus the upper bound
is set to 200). In case of M5 which provides a bias current and limits the common-mode
input voltage swing, the lower bound is set to 10 and the upper bound to 200. For the output
pull-up transistor M6, Ag changes from 50 to 500 to provide high current driving capability
wheneer necessary. The lower bound for the bias current Igg is set to 10 pA because the
BTS op amp is not intended for a low-power application. The 50 pLA range is determined
from the observation that the typical bias current range using 3 pum processes is around 20

pA. Finally, the range of the compensation capacitor Cg is set to from 2 to 20 pF because
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the BTS op amp is normally used as an internal operational amplifier that drives small capa-
citive loads as in switched capacitor filters. The parameter ranges set in the above equations
are wide enough for most standard applications but nevertheless they result in a substantial

reduction in the search space and make the optimization process quite efficient.

5.2.33 Derivation of Analytic Design Equations

The analytic design equations characterizing the dc performance of the circuit can be
derived from Fig. 5.1 simply applying the first-order circuit analysis techniques under the
assumption that all the transistors in the circuit (except Ma) must be kept in the saturation
region. It should be mentioned here that we have used the term ‘first-order analysis’ because
we have used the first-order circuit models for both a transistor and other passive circuit ele-

ments where the second-order effects are ignored.

Power Dissipation

From Fig. 5.1 the total power dissipation is expressed as
(Vpp+ ! Vsst ) (Iss+ 17 +1p)

where V4 and Vgg are positive and negative power supply voltages and 1; and I are drain
currents of M7 and Mb (both are positive). In the following equations I; denotes the drain

current of the transistor Mi.

Common-mode Input Voltage Limits
The common-mode input voltage swing is limited by the transistors M5 (high swing) and

M3 (low swing).

Vien = Vpp— 1 Vpsats! = 1 V1| — Vbsat.
Vies = Vss+ Vrp1 + Vpsats + VIN3

v \/ 21
DSAT, —™ k-p,i Ai
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where Vrp; and Vry; are the threshold voltages of the p-channel and n-channel transistors,
Vpsat; is the drain to source voltage at the saturation edge, k, is the transconductance
parameter of the transistor, and A, is the W/L ratio of the transistor. In the above equations

and all the other equations that follow, the sub-script ‘i’ denotes a particular transistor Mi.
Output Voltage Limits
The output voltage swings are limited by the transistors M6 and M7.

Von = Vpp — ! Vpsat7!

Vo1 = Vss + VpsaTe

=
|
—
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Figure 5.3 Small-signal equivalent circuit for the BTS op amp.

The ac performance characteristics of the circuit can be more easily derived from Fig.
5.3 rather than from Fig. 5.1. The circuit in Fig. 5.3 has been obtained by applying
topology-specific approximations to the original circuit to reduce the complexity of the cir-
cuit and thus that of the first-order circuit analyses. As expressed in Fig. 5.3, the BTS op
amp consists an input stage, an output stage and a compensation stage e;ch of which is a

relatively simple circuit using two or three basic elements such as resistors, capacitors, and
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voltage dependent current sources. Any of the well-known circuit analysis techniques can

be effectively applied to Fig. 5.3.

Open-loop Voltage Gain
At dc, all the capacitances in Fig. 5.3 are open-circuited. Therefore, the gain of the amplifier

is the product of the gains of the input and the output stages.

a, = Em1 Emé
862+ 8Bos o6t o7
Zmi = V2K Al

L,
i = Lido ('IT)

where g, is the transconductance and g, is the output conductance of the transistor Mi, A, is
the channel length modulation factor, L, is the default channel length specified by the tech-

nology and L, is the channel length of the transistor Mi.

Unity Gain Bandwidth

The unity gain bandwidth is derived from Fig. 5.3 assuming pole-zero compensation.

@, = gm,2
F

Phase Margin

The phase margin is derived from Fig. 5.3 assuming pole-zero compensation.

B
_ 1
P Ry C,

Cl = Cgs.6+ng.6

2
Cgs.S = ?COXWGLﬁ
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ng,6 = ngo,nw6 + ngo,pw2

where C,,; is the gate to source oxide capacitance, Cygopn and Cyyop are the gate to drain
overlap capacitances of the n-channel and p-channel transistors, and C,, is the capacitance of

the gate oxide per unit area.

PSRR (Power Supply Rejection Ratio)
The power supply rejection ratio is defined as

open loop gain of input signal
open loop gain of power supply noise '

The PSRR at dc can be derived from the open loop gain and the fact that the pull-up and
pull-down transistors M7 and M6 at dc can be considered resistors connected in series. For
ac signals, the PSRR of the negative power supply Vgs degrades as the same rate as the open

loop gain decreases with frequency. The above discussions yield the following equations.

L4s6
PSRR,. = 20log;o(a,) — 20logjo(———
de 10 10 £4s6t+ 8ds.7
2nfg., ¢Cr
PSRR,.. = PSRR,. - 20log -
it de 10 (go,2 + go,4)(go,7 + go,7)

Slew Rate

The transient response of the circuit is derived when the op amp is in the unity gain feedback
oonﬁgpration as shown in Fig. 5.4(a). The s-domain diagram in Fig. 5.4(b) emphasizes the
fact that the maximum current available in the input stage upon a large-signal input is Igs.
Therefore, the loop cannot be closed until the output voltage reaches Iss/g;. During that
period, the op amp output increases linearly and is said to ‘slew’. From an open-loop

analysis of Fig. 5.4, the slew rate is given as



75

) —lVOUT
1 I
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(b) Systematic diagram for (a).

Figure 5.4 Transient analyses for the BTS op amp.
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Settling Time

After the loop is closed, the output follows the input and it settles at the input voltage. The
time needed for the output to reach the input voltage is called ‘settling time’. Chuang6 pub-
lished the analytic expressions for calculating a settling time of a system with two poles and
one zero. However, experiments have shown that these expressions do not predict the right
settling time in most cases. This is because the calculated pole and zero locations are not
exact; they are derived based on first-order approximations. The other reason is that a doub-
let coming from an incomplete compensation of a pole and a zero degrades the settling
behavior.57 Accordingly, human designers estimate the settling time of an op amp as some

multiple of the time constant given by the load capacitor and the transconductance of the
. CL . . N .
pull-down transistor (E—). A typical factor is 8 for settling within 0.1% of the input vol-
m,6

tage. Since the total settling time is the sum of the slewing time and the settling time after

the feedback loop is closed, the total settling time is expressed as

Voo~ lss/Zm C
tep ss/g“+a( Ly+b.

TS =
SR gm.6

where V. is a step voltage applied at the input and a and b are fitting parameters that are
determined from repeated comparisons between the results from the above expression and

those from SPICE simulation.

Input-Referred 1/f Noise

The input-referred noise of the BTS op amp is given by’

2K, Ko L? | | of
V3 14 220 .
T WL Cy K, p, L} [f

where K, and K, are the flicker noise coefficients for the n-channel and p-channel transis-

tors, respectively, f is frequency, and W, and u; are the mobilities of the electron and hole.
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Total Gate Area

The total gate area of the circuit is

Ague = L WiLi+ Area(Cp).
This is not the actual area required for laying out the circuit. However, it provides a relative

measure of the layout area since the routing area for a particular circuit topology remains

rather constant as sizes of the devices change.

5.3 Parameter Space

5.3.1 Formation of Parameter Space

Based on the analytic design equations and the user-defined design targets, a total cost
(C) representing a relative figure-of-merit for any particular combination of design parame-

ter values is computed as follows:

Wi[ Spec; - Pi]
spec;

c=3f, (5.3.1.1)
1

where 1 is the number of circuit performance parameters considered in the program, p; is the
i-th performance parameter, w; is a relative design priority of p;, and speg; is the correspond-
ing design specifications. The f,() is an objective function that varies with the type of user
constraints on the design specifications; we distinguish equality constraints (centering), ine-
quality constraints (one-sided limits), and minimization (maximization) type constraints.

In the following, we consider each type of the user constraints to explain how the cost

function defined in equation (5.3.1.1) has been chosen to handle it effectively.

Equality type constraints (centering) permit a user to express a desirable center value for

some parameter such as a filter cutoff frequency. They typically originate from system-level
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constraints rather than from design constraints of analog functional blocks. For many com-
monly used analog functional blocks such as op amps, voltage references, comparators, and
output buffers, all the specifications are nommally inequality (one-side limits) or
minimization/maximization type constraints. Table 5.1 summarizes the specifications and
their associated constraint types for the above functional blocks. However, as illustrated in
Table 5.2, the passband cutoff frequency of a low-pass filter specification is an equality con-
straint; we do want to place the cutoff frequency at the specified location neither above nor
below it. Therefore, the equality constraint is adopted in OPASYN for its future extension.
The constraint is implemented using a quadratic objective function — f,(x)= x2. Therefore,
as the circuit performance deviates from the specified value in either direction it penalizes
the corresponding configuration. The quadratic objective function produces smooth search
spaces where simple numerical optimization algorithms such as a steepest descent method

works effectively. 5 60

Inequality type constraints (one-sided limits) are very common in most functional blocks as
shown in Table 5.1. The inequality constraints express one-sided limits and are imple-
mented using an exponential objective function — f,(x)=e* In addition to producing
smooth search spaces, the exponential function prevents the penalty for violating any

specification from being compensated by overly satisfying other specifications.
Minimization (maximization) constraints arise in the following design situations:
(a) Minimize the power (or chip area) while satisfying all the other specifications —
this type of constraint can be interpreted as design objective.
(b) Maximize the bandwidth and output swing while all the other performance charac-
teristics assume ‘practical’ values — this type of constraint creates slacks for the

other characteristics and often arises in output buffer designs.

(c) Maximize (minimize) the slew rate regardless of all other performance characteris-



m:‘:::: al performance specification typical constraint type

open-loop gain inequality/maximize

op amp ) . . .
settling time inequality/minimize
1/f noise inequality/minimize
PSRR inequality/maximize
power dissipation inequality/minimize
unity gain bandwidth inequality/maximize
die area inequality/minimize
phase margin inequality/maximize
slew rate inequality/maximize
output range inequality/maximize
common-mode input range inequality/maximize
input drive inequality/minimize

comparator i o

response time inequality/minimize
power dissipation inequality/minimize
temperature coefficient inequality/minimize

voltage _ )
supply coefficient inequality/minimize

reference
output voltage coefficient inequality/minimize
process coefficient inequality/minimize
bandwidth inequality/maximize
output
output range inequality/maximize
buffer

gain peaking inequality/minimize

Table 5.1 Performance constraint types for typical analog functional blocks.
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functional = : S :
subsystem performance specification typical constraint type
cutoff frequency equality
low-pass . .
stopband comner frequency inequality
filter . .
dc gain inequality/maximize
passband ripple inequality/minimize
stopband attenuation inequality/maximize
bit resolution inequality/maximize
A/D
power dissipation inequality/minimize
converter
monotonicity inequality/maximize
integral nonlinearity inequality/minimize
input noise inequality/minimize
conversion rate inequality/maximize
dc offset inequality/minimize
bit resolution inequality/maximize
D/A
monotonicity inequality/maximize
converter
integral nonlinearity inequality/minimize
gain drift inequality/minimize
conversion rate inequality/maximize
dc offset inequality/minimize
Table 5.2 Performance constraint types for typical analog subsystems.
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tics — this type of constraint is most straight forward but it never happens in practi-

cal design problems.

There are a couple of alternative approaches to handling the above situations: a design
objective approach and a priority approach.

In the design objective approach,17 we can express the desired performance characteristic
with a maximization (minimization) type constraint as a design objective. Then all the other
characteristics are treated as constraints and they are satisfied at the earlier stages of the
optimization. For the characteristics with slacks as in (b), default values from the program
can be used. The problem with this approach is that by meeting all the constraints the result-
ing design configuration is sometimes no longer a practical one; it may use a huge amount of
chip area or power. The program in this case does not provide any practical ‘estimate’ about
the capabilities of the given circuit. A useful program should be able to state that within cer-
tain limits on chip area and power consumption, the given circuit can only perform with cer-
tain bounds. The user can then decide whether some design specifications should be
loosened or whether another circuit topology should be selected.

In the priority approach,24 all the design specifications are considered simultaneously right
from the beginning. If any performance characteristics need to be preferentially maximized
(minimized), they can be given higher priorities over the rest of the desired characteristics.
Again, un-specified characteristics take the default values. Using this approach, the program
tries to meet all the specifications with different priorities and presents the best possible

solution to the user. Three situations are possible:

(a) All the specifications are met, and the user is satisfied with the current values of the

design objectives.

(b) All the specifications are met, but the user wants to further minimize (maximize)

some design objectives.
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(c) All the specifications are not met, and the user may or may not want to further

minimize (maximize) the design objectives.

In case (a), the optimization is done. In case (b), the user may give higher priority values to
the design objectives and run the oplimization again or the program could automatically
increase the priority value until some of the design specifications are violated. In case (c),

the designer needs to relax some design requirements or switch to another circuit.

In OPASYN, the priority approach has been selected based on the above discussion and

implemented as shown in equation (5.3.1.1).

5.3.2 Characteristics (Smoothness) of Parameter Space

The chosen cost function which is a sum of the quadratic and exponential functions
yields smooth search spaces. Fig. 5.5 and Fig. 5.6 show some search space profiles for the
BTS op amp and the FFC op amp respectively. The total design cost is plotted as one of the
design parameters changes over a wide range of values while all the other design parameters
are fixed at nominal design values. The profiles show that the search space is indeed very
smooth. From those figures, it can be observed that the smoothness of the profiles are quite
similar for both the relatively simple BTS op amp with 13 devices and the FFC op amp
which is a quite complicated analog functional block with over 60 devices!! The smoothness
of the solution space is a rather general phenomenon, as long as continuously differentiable

cost functions are used.

5.4 Optimization Strategy

The search for an optimal solution starts with a coarse grid sampling through the
bounded domain of all the independent design paramelers. To avoid poor locally optimal
solutions, a user specifiable number of grid points (typically about ten points) are randomly

selected as starting points. A steepest descent algorithm then searches for the optimal
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solution in the neighborhood of each of these points. OPASYN returns all the different solu-
tions (if any) that meet specifications t0 the user who finally decides which one to select.

The optimization algorithm is summarized as follows:

Optimization Algorithm

Input:
e An analytic circuit model form the database

o Number of trials chosen by the user
Output:

e Promising design configurations
Algorithm:

e For specified number of trials do {

Random selection of a starting point.
Steepest descent from the starting point to local minimum.
Save the design configuration found.

}

e Retumn design configurations found.

The steepest descent method used is an enhanced version of a conventional method
(see Fig. 5.7). A golden section search method®® and a history heuristic have been added.
The golden section search method eliminates the possibility of being trapped in a saddle
point and increases search speed. The history heuristic used is to detect whether the search
point is on a steep hill or inside a narrow valley and to appropriately adjust the initial leaping
distance in the golden section search method. The steepest descent algorithm is summarized

in Fig. 5.7.

In the enhanced steepest descent algorithm such factors as INIT-LMABDA and
GOLD-SECTION, and the switch conditions for leap distance such as STEEP-HISTORY 2
10 and VALLEY-HISTORY 2 5 have been determined rather empirically from experiments.
The initial leaping distance INIT-LAMBDA has been set t0 5 units of each parameter con-

sidering the fact that the leaping unit of an (W/L) ratio of a transistor is set to 0.5, that ofa



Steepest Descent Algorithm
Input:
f(x) with X i, € X < Xpax
A starting point x;.
Output:
A local optimal point Xp,.
Algorithm:
Set A to INIT-LAMBDA (= 5.0).
Set 1 to GOLD-SECTION (= 0.8).
Set STEEP-HISTORY and VALLEY-HISTORY 1o 0.
Xo = Xs
While ( IVfi > END-FACTOR or stop#true ) do {
if ( STEEP-HISTORY 2 10) A*=3
if (VALEY-HISTORY 25) A*=0.3
Get Vi(x,).
X) =X, — AVI(X)
X3 =X, — NAVI(X,)
if ( f(xy) < f(xp)) {
STEEP-HISTORY += 1
VALLEY-HISTORY =0
} end if
else Do until ( f(x;) < f(x) ) {
Xy = Xf
if (n <= ETA-LIMIT ) stop = true
VALLEY-HISTORY +=1
STEEP-HISTORY =0
X=X~ Tl)»Vf(Xo)
} end else
X, =Xy
} end while
Return X, = Xop-

Figure 5.7 An enhanced steepest descent algorithm.
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bias current to 0.1 pLA, and that of a compensation capacitor to 0.05 pF. Therefore, the max-
imum leaping distance is still too limited to jump from one valley to another valley. The
END-FACTOR specifies the magnitude of the gradient at the present point. It can be
specified by the user to improve the optimization quality. Another stopping criterion is that
when the leaping factor () gets below the certain limit ETA-LIMIT — which means that
the current search point is very close to a minimum point of a valley whose one side is a

cliff, and therefore the search must be terminated.

The described optimization strategy is quite efficient (in all test cases CPU time was
less than 10 seconds on a VAX 8800 with a reasonable end factor) and yet independent of
any specific device technology or circuit topology to be used; different analytic models or
technology files need to be provided for accommodating different types of circuits or process

technologies.

5.5 Further Discussions

5.5.1 Fine Tuning the Analytic Models

Preparing an analytic model for a new circuit requires not only to create the proper
expressions that describe the functional dependencies in the circuit but also to determine rea-
sonable values for the various fitting parameters used in the expressions. This requires a
substantial number of simulation runs and eventually circuit fabrications. However, it is
quite difficult and impractical to fine-tune the fitting parameter values using discrepancies
between the predictions and the results of actual fabrications. It is too slow and too expen-
sive when technology is updated or when a new circuit is added to the database. The circuit
performance predicted by OPASYN is compared with SPICE simulation results. To make
the predictions as good as possible, the fitting parameter values are adjusted using zeroth- or

first-order curve fitting techniques. Thus the predictions from the program can eventually
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reach SPICE accuracy — even without using SPICE in the inner loop of the optimization

step.

5.5.2 Other Optimization Methods

The steepest descent algorithm used is simple and efficient but it requires a differenti-
able search space with a continuous first derivative.> Furthermore, it provides only limited
constraint handling capability, i.e., a set of specifications that has to be met in a limited

subrange of some design parameters cannot be accommodated.

To make the search procedure more robust and to handle more complicated design
requirements, a sophisticated method such as "The Phase I-1I-III Method of Feasible Direc-
tions"6! or "Successive Linear Approximation Algorithm"62 can be used. However, the sim-
plicity and the approximate nature of analytic models limit the effectiveness of such brute-
force optimization methods — the predictions of the first-order analytic models used may
deviate from the actual circuit response by as much as 20%. It appears that most design
requirements for basic analog functional blocks (op amps, comparators, voltage reference,

output buffers, etc.) can be accommodated by the steepest descent method.
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CHAPTER 6

LAYOUT GENERATION

An efficient layout method for CMOS op amps is described in this chapter. It con-
structs design-rule-correct mask geometries of an op amp in macro cell layout style starting
from the netlist of the circuit. Variable-shaped small circuit elements such as transistors,
transistor pairs, and capacitors are produced by parameterized leaf cell generators and
assembled in a bottom-up manner according to the structure of a circuit-dependent slicing
tree that guarantees sound arrangements of the individual components generated. The
advantage of flexible element shapes is fully exploited by using shape constraint relations®3

and Stockmeyer’s algorithm.%*

The layout divides into the three well-known phases: floorplanning, routing, and layout
spacing. It makes use of many of the layout heuristics used by experienced designers in all

three phases. Each of these phases will be explained in the following sections.

6.1 Layout Requirements for Analog Circuits

The performance of an analog circuit, unlike that of a digital circuit, can be degraded
by even small (a few percents) deviations of voltages and currents from their nominal design
values. In digital designs, circuits are typically designed to maintain a substantial amount of
noise margin that prevents small deviations from affecting the performance of the circuit in
any significant way. In the analog world, however, such immunity must be achieved by
creating circuit topologies that are as insensitive as possible to small deviations from the
nominal values of the design. This imposes some strict requirements on the circuit layout

process. For instance, the input transistor pair of an op amp must be laid out in such a way
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that external noise voltages affect both input leads of the pair in an equal way so that the net
effect is reduced by the common-mode rejection ratio (CMRR) of this stage, whose value is
typically around 80 dB (10,000). To achieve such good cancellation, both transistors must
have exactly the same geometries and electrical properties. Therefore, producing a good
layout for an analog circuit is more difficult than to lay out a digital circuit with the same

number of components.

In the rest of this section, the layout requirements for analog circuits are itemized and
each of them is discussed in detail. The requirements described in this section are then used
as guidelines in such layout phases as cell generation, floorplanning, routing, and compac-
tion. The guidelines given in the following, however, are only a small part of what is needed
to produce well-functioning circuits; they concem those aspects of a good layout that expert
designers can express in the form of explicit rules and expressions. An even larger fraction
of their expert knowledge is more illusive and not easily expressed in concrete statements.
In any case, the layout process for analog circuits demands a fair amount of experience and

can be rather time-consuming.

Parasitic Side-Effects

Parasitic capacitance and resistance from devices and wirings often produce undesirable side
effects. In analog functional blocks such as op amps, comparators, output buffer, and vol-
tage references, the main sources of parasitic capacitance are large devices; the signal nets
forming the internal connections of the block are reasonably short. Big devices such as out-
put devices when driving large capacitance load can produce as much as a few tens of pico-

farad parasitic capacitance due to their bulk junction capacitances.

Parasitic resistance mostly comes from poly-silicon routing wires. For instance, if two
source terminals of a differential pair are wired in poly-silicon material, the differential gain

of the pair will be degraded because of the source regeneration effect® caused by the parasi-
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tic resistance of the connecting wire. To minimize the parasitic side-effects, the following
guidelines are typically observed.
e The source connection of a differential pair is routed in metal.

e ‘Finger structures’ (Fig. 6.1a) are used for large devices. Where possible, devices with

common signal nodes share a single physical terminal region (see Fig. 6.1Db).

e A large number of source and drain contacts are used to reduce parasitic resistance of

these terminals.

Random Process Variations

Widths and lengths of transistors, capacitance values, and device parameters (such as ki,
gate oxide thickness, etc) show some random variations caused by imperfect processing
steps. For instance, an actual value of a capacitor after fabrication, can deviate as much as
20% from its nominal value in most of current MOS technologies. Therefore, certain groups
of devices and routing wires are designed in the same shape in order to match their depen-
dencies and sensitivities on random process variations. To minimize the effect of process

variations on the circuit performance, the following guidelines are normally observed:
e The devices used in current mirrors are laid out with the same channel lengths.
e Differential pairs are designed with the same geometrical shape.

e The input leads of a differential pair are routed with the same geometrical pattern.

Process and Thermal Gradients

The process gradient may affect the performances of analog functional blocks if these cir-
cuits occupy large areas on the chip. Ina BiCMOS or bipolar process, a bipolar output stage
may produce thermal gradient over its neighbors. However, in a CMOS process the thermal
gradient can be safely ignored. To minimize the effect of process and thermal gradients on

the circuit performance, the following guidelines are typically observed:
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e The devices used in current mirrors are placed as close as possible.
e Differential pairs are placed next to each other.

e In BiCMOS or bipolar processes, the symmetry axis of a device pair should be

oriented toward the heat source.

Noise Coupling

Undesirable noise couplings into critical signal paths should be avoided. For basic functional
blocks such as op amps, comparators, etc,' coupling between inputs and outputs (noise feed-
back), and coupling between analog signals and digital signals (clock signals in a compara-
tor) are the major performance degradation factors. Following guideline are typically fol-

lowed:

e Input signal nets are routed away from an output signal net. Otherwise, large changes
in the output signal may be cross-coupled into the input and causes malfunctioning of

the circuit.

e Clock signals in a comparator are routed in a separate channel and thus isolated from

analog signals.

e Coupling on positive and negative inputs of op amps must be balanced to get cancella-

tion by CMRR.

Latch-up

All CMOS transistor circuits have undesired and potentially trouble-some parasitic bipolar
transistors which will conduct if one or more pn junctions become forward-biased.5> The
potential consequences of bipolar transistor action are much more serious in CMOS circuits.
Fig. 6.2a makes it clear that a pnp transistor is possible with the n-type body as its base,
while an npn transistor is possible with an n* source or drain electrode as its emitter, the

pwell as its base, and the n body as a collector. With only rare exceptions, the undesired
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parasitic circuit will be present in any CMOS circuit. The two-terminal current-voltage
characteristics of this parasitic circuit are depicted in Fig. 6.2b. Above some critical voltage
V. (related to punch-through; 10 to 20 V for most modern CMOS circuits) both bipolar
transistors begin to conduct and the current rises sharply from leakage levels (under 1 pA)to
a value limited by resistors R; and Ry, often many miliamperes. To prevent the latch-up

problem the following guideline must be followed:

e Enough (typically for every 100 um or so for a 3 pum process) substrate and well con-

tacts should be provided to reduce the resistors R; and R, in Fig. 6.2a.

e Wells can be protected from the latch-up by enclosing their peripheries with a guard

ring.

6.2 Cell Generation for Analog Circuits

6.2.1 Cell Generators Versus Cell Libraries

In the semi-custom design of digital circuits, standard cell or macro cell libraries are
frequently employed to provide instant access to highly optimized (both in area and perfor-
mance) functional blocks. This design approach is possible because a finite set of library
cells can cover most functional requirements that occur in digital circuitry. The same
approach has been tried to speed up the semi-custom design of analog circuits. Pletersek?
and Stone3 undertook an effort to build analog standard cells and building blocks to be

stored in the library. However, such efforts have achieved very limited successes.

To understand the limitations of this approach for analog circuit design, let’s compare
an inverter with an op amp, both of which are one of the most frequently used building
blocks in digital and in analog circuitry, respectively. The main functional requirement for

an inverter is to ‘invert’ its binary input within limited time delay, using a minimal amount
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of cell area and power. These three values thus become its major specification parameters
that need to be traded-off against one another. As a result, a few inverters with different
driving capabilities and consequently different area and power requirements are pre-
designed and stored in the library to be used for a wide variety of applications. On the other
hand, an op amp whose main functional requirement is to amplify an input signal with a
‘specific’ gain (again with limited time delay, area, and power consumption), has many other
specifications to meet: input range, output range, unity-gain frequency, input offset voltage,
slew rate, 1/f and thermal noise, etc.! These, many functional requirements make it difficult

for a few pre-designed op amps to cover a wide spectrum of applications.

Another challenging problem lies in maintaining the cell library. As technology scales
down every two years or so, the performances of digital circuits in general improve, since
delay time as well as power and area consumption decrease as the geometries are scaled
down. Therefore, digital leaf cells stored in a library often do not have to be re-designed but
simply need to be re-characterized with respect to their performances. However, this is not
true for analog circuits. In a transconductance amplifier, as technology scales down by a fac-
tor of ‘b’, the thermal noise voltage increases by b!2, while supply voltages are scaled down
by a factor of b. The resuit is that the dynamic range of the amplifier degrades by a factor of
b!S. 33 As an another example, an input-referred 1/f noise power of an op amp is known to
be inversely proportional to the product of the channel width and length of an input transis-
tor. Therefore, as the geometry scales down by a factor of b, this noise power increases by a
factor of b? which significantly degrades the dynamic range of an op amp at audio-frequency
ranges. Such performance degradation is not tolerable for many high-performance applica-
tions and the amplifier design must be suitably modified. This further requires that the

library cells must be laid out again to accommodate the necessary modifications.

+ The way these factors affect the performance of an op amp has been a subject of a study called ‘macro-
modeling’ and will be covered in chapter 8.
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An op amp is one of most frequently used functional blocks in analog circuitry. For
instance, S to 20 op amps are required in switched capacitor filters. An op amp is also used
in algorithmic A/D converters 10 implement a finite gain block, or used in D/A converters to
transform the current to the voltage. In all these applications, the performance of the op
amps is critical to the overall performance of the system: the degradation in noise charac-
teristic causes the narrower dynamic range of the filter, or quality of an A/D converter will
be badly affected by an insufficient amplifier gain. As a result, it is very common to fine-
tune an existing op amp design for a specific application, which also mandates that a new

layout be generated.

To summarize, the usage of a cell library for semi-custom design of analog circuits is

rather limited. A layout generator that works at the circuit (netlist) level is required.

6.2.2 Leaf Cell Generators in OPASYN

Layout generation in OPASYN starts from the netlist level. The goal is to produce
design-rule-correct mask geometries of an op amp given a netlist and a set of device sizes.
The layout generation strategy, as will be explained in subsequent sections, depends on
efficient leaf cell generators for the basic circuit elements used in CMOS op amps:. transis-

tors, capacitors, power busses, transistor-pairs, transistor-cascodes, etc.

The leaf cell generators operate in two modes: analysis mode and synthesis mode. In
analysis mode, they take electrically relevant device parameters of a basic circuit element as
input and quickly report the range of geometrical dimensions possible for the element
without going through the mask level synthesis process. In synthesis mode, the generators
takes the electrical parameters and the desired aspect ratio of a cell to produce the closest
possible detailed mask level layout. The generators in this mode take many options in addi-
tion to the electrical specifications such as terminal location, internal connection, as well as

the desired aspect ratio of the element. Fig. 6.3 shows the versatility of such a cell
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generator. In Fig. 6.3a, a transistor-pair is shown with their terminals: the source terminals
are at the bottom, the gate terminals are at the right and left sides of the top, the body termi-
nal is at the middle of the top, and the drain terminals are just below the gate terminals. In
this example, it is requested (by the floorplanner) that all the terminals except the gate termi-
nal of the right transistor (which is on the poly silicon layer) be located on the metal layer.
The calling program have also specified that the body terminal be implemented only on one
side of the element, and that three gate fingers be used. In Fig. 6.3b, the generator is
instructed to connect the source terminals of the two transistors in order to use them as 2 dif-
ferential input pair. In Fig. 6.3¢ and Fig. 6.3d, the same transistor-pairs have been generated
with different aspect ratios. The possibility to vary the shapes of various elements helps the
floorplanner optimize the area usage and meet the user’s shape constraints. These features

will be explained in the next section.
Furthermore, the following features should be noted in all of these layouts:
e A finger structure is utilized to reduce the parasitic capacitance as well as the cell area.

e Many (in fact, as many as possible) contacts are used for source, drain and well areas

to minimize the parasitic resistance and to prevent the latch-up.

e The source connection in Fig. 6.3b is made in metal to minimize the source regenera-

tion effect when the element is used as a differential input pair.

e Poly-silicon usage is minimized to reduce the parasitic capacitances associated with

the gate terminals.

These features are in accordance with the rules for analog circuit layout generally used by

expert op amp designers.
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6.3 Floorplanning

Floorplanning is the first phase of the layout process. The layout floor is divided into
as many partitions as the number of building blocks in the chip to be laid out, with each par-

tition assigned to one specific block.

One of the difficulties in floorplanning for CMOS op amps arises from the fact that
device sizes in the same circuit can vary over a wide range. Depending on the given perfor-
mance specifications, it is not uncommon 1o see two orders of magnitude variations in dev-
ice sizes — the W/L ratio of an output transistor can be as large as several hundreds when a
large drive capability is required, while that of a biasing transistor may be less than unity.
These large devices can be laid out in many different shapes and can even be divided into
sub-devices if necessary. Furthermore, their terminals may be configured in many different
ways. With so many degrees of freedom, the conventional layout optimization methods
become rather inefficient. What makes things even worse is that, as mentioned in the previ-
ous sections, the performance of op amps is strongly affected by parasitic side effects and
noise coupling incurred from an inadequate layout process. As a result, in most applications
such as switched capacitor filters, A/D, and D/A converters, op amp layouts have been

hand-crafted by experts.

In this section, the floorplanning strategy which is based on the parameterized leaf cell

generators discussed in 6.2.2 and on circuit-dependent slicing trees is presented.

6.3.1 Use of Slicing Trees

There exist many floorplanning algorithms developed for digital circuits such as min-
cut, simulated annealing, clustering, constructive placement and so forth.9- 8. 11 However,
most of these algorithms will work efficiently only if all the blocks have fixed shapes and -
fixed pin locations. As mentioned earlier, some of the devices in op amps can take many

different shapes. In addition, certain pairs of devices should be put as close as possible and
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have the same orientation and the same dimensions to prevent random process
variations/gradients from affecting the devices in different ways. Based on our investiga-

tions, we make the following observations:

e Some of the known algorithms such as min-cut and clustering are not convenient to

handle constraints such as variable shapes and geometrical matching of blocks.

e Simulated annealing is able to handle a wide variety of constraints but it becomes 100
expensive when there are 100 many degrees of freedom resulting from variable shapes

of the blocks and different terminal configurations.

e Top-down constructive placement seems to be the right way to arrive at a good layout
topology, but placement methods based on simple net-length minimization cannot deal
with variable shapes and geometrical matching conditions for the blocks. A set of gen-
eral rules that can be applied to a broad range of analog circuits is hard to find. How-
ever, it has been observed that expert designers can ‘somehow’ figure out the relative
locations of the blocks in the circuit without too much trouble using various con-

straints.

Since we want to make use of such expert knowledge, a specific slicing tree has been
designed for each of the generic op amp topologies in the database. It specifies a sound
topological arrangement for the building blocks of the circuit, reflecting the kind of tradi-

tionally accumulated design experience mentioned above. In addition, as explained in the

next subsection, there exists an efficient algorithm®4 for optimally determining the shape of

each leaf cell in the slicing structure given the shape constraint of the entire chip.

An example of such a slicing tree associated with the basic two-stage op amp is shown
in Fig. 6.4. The entire layout floor is first partitioned into three horizontal slices (in the sense
that they are produced by the horizontal cuts), H1, H2, and H3, based on both connectivity

and functionality. In this example, the horizontal slice H1 contains the circuit elements
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which constitute an input stage. The horizontal slices H2 and H3 correspond to a compensa-
tion stage and an output stage, respectively. The same partition also comes from the fact
that the circuit elements in the horizontal slice H1, for instance, are more closely connected
to each other than to the elements in other horizontal slices. Then each horizontal slice is in
turn divided into several vertical slices (again in the sense that they are produced by the vert-

ical cuts) where their relative ordering primarily depends on their connectivity.

6.3.2 Floorplanning Algorithm

6.3.2.1 An Overview

Floorplanning starts by examining the possible shapes of each leaf cell in the circuit by
running the corresponding cell generator in analysis mode (the two operation modes of the
leaf cell generators are explained in 6.2.2). Given a set of appropriate specifications, ie.
width and length for a transistor and capacitance value for a capacitor, a cell generator then
reports a list of possible size options for the cell. Based on this information, each leaf node
is given a shape constraint relation devised by Otten.63 Then the shape constraint relations of
the ancestors of the leaf nodes are computed using Stockmeyer’s algorithm64 to combine the
shape constraint relations of the leaf nodes in bottom-up fashion. Ina subsequent, top-down
traversal, the user-specified aspect ratio or size constraints are converted into actual x- and
y-dimensions for each sub-tree, and finally for each leaf cell. It must be noted that
Stockmeyer’s algorithm (presented in the next sub-section) used in the bottom-up shape
annotation and top-down constraint propagation process, selects the optimal shapes of the
leaf cells that together best fit the given floor shape with the minimal area consumption.
Next, the cell generators are called once again, this time in synthesis mode, to produce the
mask layout for each cell with additional impleimentation options (see section 6.2.2). These

layouts are assembled in a bottom-up manner according to the structure of the slicing tree.
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6.3.2.2 Stockmeyer’s Algorithm

Given a slicing tree that specifies relative positions of leaf cells in the circuit, the prob-
lem to be solved is the determination of the optimal shape/orientation of the individual leaf
cells. An elegant algorithm due to Stockmeyer64 which solves this problem in polynomial
time is the subject of this sub-section. Stockmeyer proved that for the shape/orientation
problem, the worst case complexity is O(n?), where n is the number of modules to be con-
sidered. Therefore, in case of basic analog function blocks including op amps where the
number of modules (leaf cells) is under about twenty, the algorithm gives an optimal result

without any performance degradation at all.
The Shape Constraint Relation

Given a rectangular module with a width equal to x and a height equal to y, the shape

constraint relation R is defined as follows:3

R ={ xy) ! yzh, xZw}. (6.3.2.2)
In Fig. 6.5, the shaded area represents the set of all pairs satisfying the equation 6.3.2.2 for
the module shown in the same figure. If the module can be rotated by 90 degrees, then the

relation is characterized by

R ={ (x,y) | y2h, x2w or y2w, th},
which is represented by the shaded area of Fig. 6.6, obtained by taking the union of the sets
of points defined by the first component of the relation and the set of points defined by the
second component. If the module can be rotated by 90 degrees or have n different widths

and heights h, - - - ,)hy and wy = - Wy, then the relation is

R={ (x,y) | y2h;, x2wy or - -+ y2hy, X2w, or y2w,, x2h; or - - - y2W,, thn}.

obtained by taking the union of the sets of points corresponding to each of the components
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Figure 6.5 The shape constraint relation for module M.

Figure 6.6 The shape constraint relation for M with rotation allowed.
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of the relation. If the module is specified to have a fixed area A and a continuously varying

aspect ratio like a capacitor, then the relation is given by

R ={ (x,y) | yx2A, y2h, xZw},
where h and w are bounds on the size of the modules. Such a relation is shown in Fig. 6.7.
Using the shape constraint relations described so far, if one of the two dimensions, say X, is
fixed to some value X; then the other dimension giving the minimum size enclosing rectan-
gle is given by the intersection of the constant line x = X with the shape constraint relation
boundary as shown in Fig. 6.8. If, on the other hand, the desired aspect ratio is specified, all
the available minimum size enclosing rectangles are investigated to select one that most

closely observes the specified aspect ratio.

The Composition of Shape Constraint Relations

A slicing structure represented by a slicing tree describes how rectangles containing
the modules of the design are positioned with respect to each other. If, according to the
information encoded by the slicing tree, two rectangles are positioned on top of another, then
the width of the enclosing rectangle is constrained to inherit the maximum of the widths of
the two rectangles, while the height is given by the sum of the heights of the two rectangles.
By the same token, if two rectangles are specified to be one to the right of the other, then the

enclosing rectangle inherits the larger height of the two rectangles.

Thus, given the shape constraint relations of two rectangles, a combined shape relation
can be obtained for the enclosing rectangle. If the two rectangles are placed one on top of

the other, then the shape constraint relation R ; for the enclosing rectangle is given by

Riode ={(y,x) | (y1.X)€Ry, (¥2.X)€Ry, -+ (YuX)ERp Y=Yy +y2+ -~ + Yn}'
where R, is the shape constraint relation for the first rectangle and R, is that for the second

rectangle. This set can be obtained by summing graphically the shape constraint relations as
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shown in Fig. 6.9. If the two rectangles are placed side by side, the shape constraint relation

R ; for the enclosing rectangle is given by

R ode ={(y,x) I xpY)ER, XoY)ERy, =+ (XpY)ERp X=Xy +Xp 4 - °- + x,,}.
Fig. 6.10 illustrates the summing process. To make the composition of the shape constraint
relations simpler to carry out, continuous boundaries such as the one shown in Fig. 6.7 are
usually approximated by piece-wise linear functions. In this case, the resulting shape con-
straint relation can be easily computed since the boundary is also a piece-wise linear func-
tion whose break points are computed by combining those of the shape constraint relation

boundaries of the enclosed rectangles.

The Module Shape Selection

To determine the minimum area layout satisfying a user constraint on aspect ratio,
width, or height, this constraint is imposed on the shape constraint relation of the entire
block. Then a boundary point of the relation that satisfies the constraint (if one exists) is
selected. This information is then passed to the children of the root node. If the children
correspond to a vertical cut, then the x-dimension is inherited from the root node. Then the
y-dimension of each child is determined by identifying the y coordinate on its shape con-
straint relation that corresponds to the x value inherited from the parent node. This process
is repeated until the x- and y- dimensions of all the rectangles of the slicing tree are deter-
mined. This procedure can be proven to generate a minimum-area chip that has the relative
positions of its components specified by a fixed slicing structure. However, the optimization
of the aspect ratio is carried out after the relative positions of the modules have been deter-

mined so that the result may not be an overall optimal layout.
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6.3.23 Algorithm — OPASYN_FLOORPLAN

The floorplanning algorithm used in OPASYN is based on the discussion in section
6.3.2.1 and on Stockmeyer’s algorithm. The algorithm OPASYN_FLOORPLAN is summar-

ized in Fig. 6.11.

The example in Fig. 6.12 illustrates how the floorplanning algorithm works. By run-
ning an appropriate cell generator in analysis mode for all leaf cells in the circuit, a list of
possible size options of each leaf cell is first obtained (Fig. 12a). The leaf cell A, for
instance has two alternative shapes (1x3) and (2x2): the numbers representing the width and
height, and the number of alternative shapes of the cell have been unrealistically kept small
to ease the representation. In Fig. 6.12b, each leaf node of the slicing tree has been annotated
with the corresponding shape constraint relation. Then using the summing formula for the
horizontal and vertical cuts as shown in Fig. 6.9 and Fig. 6.10, the shape constraint relation
is derived for every node in the slicing tree. In Fig. 6.12c, the input aspect ratio 1:1 is con-
verted into the actual x- and y- dimensions of the entire floor — between two alternatives (5
by 4 or 4 by 5), the 5 by 4 floor shape has been arbitrarily selected. Then this constraint is
propagated to its descendant nodes until the x- and y-dimensions of all the leaf cells are

determined. Fig. 6.12d shows the bottom-up cell assembly process.

6.4 Routing

6.4.1 Routing Requirements
For analog circuits, routing has additional requirements that go beyond those of digital
circuits:

1. Routing capacitance and resistance should be minimized in signal paths, since routing

parasitics will affect the ac and transient characteristics of the performance.
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Floorplanning Algorithm: OPASYN_FLOORPLAN

Input: Output:

e Sized circuit schematic e X-y dimensions of the layout floor

e Slicing tree (T,) description e Optimal shape selection for each leaf cell
o Size constraints e An unrouted symbolic layout

e Layout design rules

Algorithm:

Step 1. Leaf cell shape inquiry
e For all leaf cells in T, do {

1. Call the corresponding generator in analysis mode with appropriate specifications

(W,L,C).

2. Store the list of possible size options retumned from the generator.
}
Step 2. Bottom-up shape annotation

o For all nodes in T do {
if ( node == leaf node )
Generate a shape constraint relation (R) using a possible shape list.
else if ( node == vertical-cut node with n-children )

Rrpode ={(y'x) | (y1-X)€Ry, (y2.X)ERy, **+ (YnX)ERL Y=Yy +y2 + -

else if ( node == horizontal-cut node with n-children)

Ryode ={(Y'X) I (xp.Y)eR), (X2, ¥)ERy, - (X Y)ER X=X #X2+ - -~

(contines on the next page)

Figure 6.11 Floorplanning algorithm — OPASYN_FLOORPLAN.
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Floorplanning Algorithm: OPASYN_FLOORPLAN (continues)

Step 3. Top-down constraint propagation
e Using R, and the the input aspect ratio (otherwise the width or height constraint), deter-
mine x- and y-dimensions of the entire floor.
e Do until all x- and y-dimensions of the leaf cells are known {
if ( node has vertical-cut parent node ) {

1. Inherit x-dimension from the parent.
2. Identify the y-dimension on R4, that corresponds to the x-dimension inherited

from the parent node.
} else if ( node has horizontal-cut parent node ) {
1. Inherit y-dimension from the parent.
2. Identify the x-dimension on Rpoq, that corresponds to the y-dimension inherited

} from the parent node.
Step 4. Cell synthesis
e Using the shape of a leaf cell determined at step 3, implement the cell by running the
corresponding cell generator in synthesis mode.
Step 5. Bottom-up cell assembly
e Assemble the generated leaf cells according to T,.

(end)

Figure 6.11 Floorplanning algorithm — OPASYN_FLOORPLAN.



113

OP AMP
H
H1 H2
\% v
A C B D
1x3 1x2 4x2 2x2
2x2 3x3 3x1

(obtained from leaf cell generators)

(a) Leaf cell shape inquiry

(b) Bottom-up shape annotation

Figure 6.12 Illustration of floorplanning algorithm.
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A

]

(c) Cell selection by top-down constraint propagation

[

0 =

o] Go]  [o

(d) Bottom-Up Cell Assembly

Figure 6.12 Illustration of fioorplanning algorithm.
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2 Resistance of some nets are more critical to the circuit performance than others, so
they should be routed all in metal rather than in poly silicon. For instance, if source
terminals of a differential pair are connected in poly silicon, the open-loop dc gain of

the pair gets degraded due to the source regeneration effect.

3. A certain set of nets should be maiched in terms of routing parasitics and/for their
geometries. Such electrical and geometrical symmetry can provide a differential cir-

cuitry with immunity to random noise.

4. Crosstalk between signal nets should be avoided. Therefore, noise-sensitive nets

should be buffered from noisy nets such as clock lines and output nets.

Currently, a router that can take care of all the above requirements is not available. Garrod
et al.26 have announced their line-expansion style router which models undesirable crosstalk
interactions directly. However, too many other problems remain to be solved. Therefore, to
use a conventional router without modification, it is necessary to analyze the above mquire-
ments specifically for op amps. By easing some of the less important requirements, it is pos-
sible 10 generate a set of routing constraints suitable for conventional routers: channel,

switch box, or area routers.

Let’s start with requirement 1. In op amps as well as in most of basic analog func-
tional blocks, the major parasitic element affecting the ac and transient pérformance is
parasitic capacitance rather than parasitic resistance because of the short wiring length (one
exception is mentioned in requirement 2). Even though parasitic capacitances originate
from both devices and routing wires, parasitic capacitances of devices often dominate those
from wires because devices in op amps are rarely with minimum geometries. From the
experiments, it is observed that the parasitic capacitance from a big device can be two orders
of magnitude larger than that from a wire. Thus, maximizing the use of metal layer in rout-

ing will suffice to meet requirement 1 — there are many routers available that can maximize
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the usage of a certain layer.

Next, regarding requirement 2, there is only one differential element in a single-ended op
amp — the input transistor pair. However, this pair is constructed from a parameterized leaf
cell generator that always connects its sources in metal. Therefore, requirement 2 has been
already satisfied. For fully-differential op amps, it is typical to lay out one half of the circuit
and to copy it with respect to a given symmetry axis in order to obtain the entire circuit. In
this case, the differential input pair is centered on this symmetry axis and is removed from
the list of blocks to be copied. Thus, requirement 2 can also be solved at the cell generator

level.

In a single-ended op amp, geometrical/electrical symmetry is required only for the wires that
connect the gates of the input differential pair to the two input terminals of the op amp.
Such a symmetry requirement can be handled by using an area router in the following way;
one of the two nets is routed without any obstacle, and the routed net is then copied with
respect to the given symmetry axis. Afterwards, the routing problem becomes‘ an area rout-
ing with obstacles composed of the pre-placed input nets and the building blocks of the cir-
cuit. In a fully-differential op amp, every wiring must be symmetrical with respect to the
given symmetry axis. By the same principle used to meet requirement 2, only one half of
the circuit is routed using additional pseudo-terminals on the symmetry axis. The result is

then copied with respect to the symmetry axis.

Major degradation of the performance of an op amp is caused by the cross talk between the
input and output nets. This is because the output signal varying with large voltage swings, if
coupled into the input signal, even the smallest coupling can be amplified by the high gain of
an op amp and appears at the output. For other nets, the cross talk can be safely ignored.
Since the input pair is assigned far from the output pull-up and pull-down transistors when
the slicing tree is designed, and the input and output nets are pre-routed with the goal of

keeping them apart, requirement 4 does not create any additional constraint for the rest of
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the routing problem — the input and output nets are just obstacles in the later routing stages.

6.4.2 Routing Strategy

As it becomes clear from the above discussions, routing is done in several steps. All
the nets of each circuit are assigned to a few classes with different routing priorities. Then
each class of nets is routed in priority order; e.g., the input connections are placed in the first
priority class and are wired early, to make it easy to obtain a symmetrical routing with rea-
sonably matched parasitics. Within each class, the nets are routed one at a time with the area
router MIGHTY 49 When a particular net runs into a bottleneck produced by another net, the
latter may undergo some local rip-up and rerouting. Once all the nets belonging to a certain
class have been routed, they constitute fixed obstacles for the nets in the lower priority
classes. As a result, the whole circuit area is considered as a routing area littered with many
obstacles, of which some are building blocks of the circuit and the others are pre-placed nets.
This approach works well since op amps have normally less than 100 nets and cover only a
limited area. Another alternative is to use a channel router. In this case, the channels, their
associated netlists, and all floating pins are defined as part of the slicing tree structure for
each circuit topology. However, geometrical symmetry between a pair of nets cannot be
easily accommodated; it should be taken care of by a compaction program at the later stage.
Priority-based routing is also difficult to implement because most channel routers can only
differentiate critical nets from the rest. Thus, more than two values of priority cannot be

treated.
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6.5 Layout Spacing

6.5.1 Layout Spacing Requirements

The final step in the layout process is to re-space a symbolic layout to produce a com-
pact, design-rule-correct mask level layout of an op amp. During the re-spacing process, the
topology of the layout is conserved but its geometrical symmetries will in general be des-
troyed and terminals at the edges of the chip can move towards the center. To prevent such
undesired side effects from happening, appropriate constraints must be generated for the
spacing program. For analog functional blocks, the following type of constraints are useful:

Active Constraint — forces the relative spacing between one pair of blocks to be the
same as the relative spacing between another. The active constraint is useful to conserve
geometrical symmetries in the layout such as common-centroid shaped input transistor
pairs, symmetrical input wires, etc.

Protection Frame — can be used to prevent some part of the layout from being affected
by the re-spacing process.

Fixed Position — is used to specify the terminal positions. By fixing the x- or y-
coordinate of a terminal, it is possible to re-space the layout while all the terminals still

remain at the cell boundaries.

Therefore, either a one- or two-dimensional spacing program which is able to efficiently
handle the above constraints can be used to re-space the symbolic layout of an analog func-
tional block. In the case of an op amp, all of the above constraints are used. The active con-
straints are used to preserve the symmetrical routing pattems. The protection frames are
used to protect the contents of the leaf cells whose geometries already observe the layout
design rules. Lastly, terminals are fixed at the cell boundary by specifying either their x- or

y-position.
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6.5.2 Spacing Strategy

A set of layout design rules together with geometrical constraints such as symmetry
and location of I/O pins are sent to a spacing program such as the one-dimensional, graph-
based compactor SPARCS.%6 Since a protection frame has already been generated for each
leaf cell, this program will not change the layout of the leaf cells themselves, but will simply
adjust their separations and compact the wiring. The leaf cells produced from the cell gen-
erators are already in a compact, design-rule-correct physical format. In this way, the com-
plexity of the spacing problem is substantially reduced. However, the price paid for the
reduced complexity is the loss of control on fine details; i.e., it is not easy t0 permit terminal
sharing between leaf cells or 1o move power nails onto the terminals of these cells. The
" average area penalty observed in our experiments is around 5% of the total area. The output
from the compactor undergoes a few post-processing steps to straighten out unnecessary jogs

and to remove redundant vias.
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CHAPTER 7

EXPERIMENTAL RESULTS

7.1 Implementation

The OPASYN modules shown in Fig. 3.1 have been implemented in Common Lisp
and in C. The circuit selection module is written in Common Lisp because of its conveni-
ence for implementing a rule-based system. The details of the rule-based implementation of
the circuit selection module has been described in Chapter 4. The parametric optimization
module is written in C because it is iteratively used in an inner loop of the optimization step,
and efficiency of execution is most important. The layout generation program is written in
Common Lisp since this permitted fast prototyping. However, the leaf cell generation pro-

grams (explained in Chapter 6) are coded in C.

The synthesis program is running under the Ultrix operating system on a VAX 8800.
None of those modules have any process technology dependent codes; all technology infor-
mation is stored in the database. Thus, the user simply specifies which fabrication process is
to be used for the synthesis. Two different technologies (MOSIS 3 p.m and GE 1.5 pm
processes) have been used in experiments so far. To-date four commonly-used op amp topo-
logies and an output buffer have been incorporated into the database; they are

a basic two-stage op amp (BTS),

a single-stage fully-differential op amp (FFC),

a single-stage folded cascode op amp (SFC),

a two-stage op amp with cascoded input stage (CTS),

a complementary Class B output buffer (OPB).
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Circuit schematics of these op amps and the output buffer are provided in the Appendix.
Fig. 4.3 and Fig. 44 (in Chapter 4) demonstrate how one of those topologies may be

selected based on the specifications provided by the user of OPASYN.

7.2 A Synthesis Example

Fig. 7.1 presents a synthesis example from its performance specifications to the com-
plete design-rule-correct mask level layout of an op amp. Fig. 7.1a shows an excerpt of the
performance specifications from the user. Bias voltages to be used are +/- 2.5 V, the process
technology is the MOSIS 3 um process, and the specified load capacitance is 5 pF. Then the
major performance specifications are given for power dissipation, frequency response,
large-signal transient response and noise characteristics. In addition to the specifications
shown here, there are a few others such as common-mode input voltage range, output vol-
tage range, and CMRR. If any of the specifications is not specified by the user, a default
value provided by the program is used in the synthesis. Fig. 7.1a also shows the optimiza-
tion priorities; in this case, the top priority is given to minimizing the total gate area.

Based on these specifications, the BTS op amp (shown in the Appendix) has been
selected by the circuit selection module. The program’s reasoning process is displayed in
Fig. 71b. First, the program decides whether any of the special-purpose op amps (such as
an output buffer, a low-noise op amp, a low-power op amp etc.) is required to meet the given
specifications. In this case, none of those special features are needed, and the program
selects one of the standard op amps, the BTS op amp, from the database depending on

open-loop dc gain and PSRR at dc.

Once a specific circuit topology is selected for the synthesis, optimal design parameter
values are determined during the parametric optimization phase. Fig. 7.1c summarizes the

parametric optimization results. The expected circuit performance according to OPASYN



122

User: Performance Specifications

Standard OP Amp; V4,=25V, V  =-25V; Load Cap. = 5 pF; MOSIS 3 um Process
dd ss

power diss. (mW) <1 settling time (nsec) < 1000
output swing (V) >1.5/<-15 total gate area (mil®) MINIMIZE
open loop gain > 5,000 1/f noise (V@) < 1E-7
unity gain bw. (MHz) >2 PSRR-dc (dB) > 70
slew rate (V/jsec) >1 PSRR-1kHz (dB) > 40

(@

Circuit Selection Module:
Rule-based Circuit Topology Selection

Selection Process Begins

standard op amp ? -> yes -> single-stage or two-stage op amps
gain > 5,000 ? -> yes -> two-stage op amps
PSRR-dc < 90 dB ? -> yes -> BTS op amp

r BTS op ampJ

(b)

Figure 7.1 A Synthesis Example - From Specifications to Silicon.

(a) A summary of performance specifications.
(b) Circuit topology selection process.
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Parametric Optimization Module:
Optimal Device Sizes
Current Sources
Device Name Size
Ls 16 pA
Capacitors
Device Name Size
C 8.9 pF
MOSFETs
Device Name Width (um) / Length (um)
Ml =M2 470/3
M3 =M4 84/6
M5 250/4.5
M6 890/6
M7 1300/4.5
MA 90/3
MB 170/4.5
MC 12/3
MD 56/3
(©
BTS OP Amp - Performance Summary
V=25V, V, =-25V; Load Cap.= S pF; MOSIS 3 um Process
Performace Specifications OPASYN SPICE
powerdiss. (mW) <1 0.6 0.6
output swing (V) >15/<-15 23/-22 23/-22
open loop gain > 5,000 5,200 4,900
unity gain bw. (MHz) >2 3.1 3.0
slew rate (V/pisec) >1 1.4 1.4
seuling time (nsec) < 1000 980 1230
total gate arca (mil%) MINIMIZE 42 N/A
) 1/£ noise (VVHz) <1E7 11E7 NOT AVAILABLE
. PSRR-dc (dB) >70 78 78
PSRR-1kHz (dB) > 40 63 70
(d)

Figure 7.1 A Synthesis Example - From Specifications to Silicon.

(c) Parametric optimization results - optimal devce sizes.
(d) A summary of expected circuit performace.




Layout Generation Module:
Mask Level Layouts of Size Clrcuit Schematics

BTS OP Amp; MOSIS 3 um Process

i
ol

s

®

Geometric Data Layout (Fig. 7.1 Layout (Fig. 7.1g)
input aspect ratio 10 20
achieved aspect ratio 09 1.8
total area (mil?) 255 278
routing area (mil%) 53 (20 %) 68 (24 %)

(e)

Figure 7.1 A Synthesis Example - From Specifications to Silicon.

(¢) Geometric data for layouts shown in Fig. 7.1f and Fig. 7.1g.
(f) A layout with an input aspect ratio of 1.
(g) A layout with an input aspect ratio of 2.
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and that according to SPICE simulation runs are compared in Fig 7.1d.

Finally, using the device sizes determined in the optimization phase and the netlist
from the database, the layout generation program constructs a physical layout of the circuit
schematic in macro cell layout style. Mask level layouts with an input aspect ratio of 1 and 2

are shown in Fig. 7.1f and Fig. 7.1g with some of their geometric data in Fig. 7.1e.

7.3 Performance Evaluation

7.3.1 Run Times

The entire synthesis, from specifications to layout takes under 5 minutes on a VAX 8800.
The exact CPU time varies with the difficulty of the user specifications, the complexity of
the circuit, and the degree of optimality to be achieved. More than 80% of the CPU time is
currently spent in the layout generation, module which is written in Lisp; the parametric
optimization takes less than 10 seconds for all test examples including the OPB output
buffer and the FFC op amp which have more than 60 transistors. Reimplementation of the
layout module in C together with further code optimization could lead to much shorter CPU
time. This would make it quite practical to include OPASYN as a module generator in an

interactive system planning tool for mixed analog-digital circuits.

7.3.2 Quality of Results

The quality of the achieved designs is quite high. The OPASYN’s topology selection
decisions agree with those made by expert human designers. The circuit performance pred-
ictions made by OPASYN are in rather in good agreement with SPICE simulation results.
For dc characteristics, excellent agreement is generally achieved — observed deviations are
less than 5 %. For ac and transient characteristics such as phase margin, gain, and settling

time, the deviations are less than 20 %.24 Such accuracy has been consistent for a broad
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range of circuits, from the relatively simple BTS op amp to the complicated FFC op amp.
The accuracy is also maintained for across the two different process technologies currently

available in the synthesis.

Table 7.1 through Table 7.4 show the experimental results for the BTS op amp, the
SFC op amp, the CTS op amp and the FFC op amp with two different process technologies:
MOSIS 3 pm process and more advanced GE 1.5 pm process. The experiments are done
with a wide range of specifications as well as with different optimization priorities. Power
dissipation requirement varies from 1 mW (Table 7.1) to 30 mW (Table 7.3), settling time
requirement from 100 nsec (Table 7.3) to 1000 psec (Table 7.4), and open-loop gain from 60
dB (Table 7.4) to 100 dB (Table 7.1). The optimization program successfully deals with all
these cases. If the user’s design objectives are too demanding the program will provide the
user with the best solution found. Such an example is shown in Table 7.3. In this experi-
ment, the designer specified a very fast settling time of 100 nsec. The optimization pro-
cedure tired to comply as much as possible and ended up with 160 nsec. Optimization prior-
ities have been varied also; in Table 1, total gate area, in Table 2, settling time, and in Table

3, settling time and total gate area have been used as top-priority optimization goals.

As mentioned in Chapter 5, analytic models can be developed for any functional
module. Table 7.5a through Table 7.5¢ show three examples of a complementary Class B
output buffer synthesis. In those examples, a single 5 V bias voltage is used while load capa-
citance varies from 10 pF to 100 pF and load resistance from 300 ohms to 10 kohms. Per-
formance specifications are given for bandwidth, output voltage swing, and gain peaking.
From the tables, it can be seen that dc performance prediction is excellent i.e., less than 1%
deviation from SPICE results. The maximum prediction error for the bandwidth is 26 % and

there is no error for gain peaking characteristic.

In general, the generated layouts observe most of the heuristic layout rules used by

expert designers and show good area usage; they are about 20 to 30% larger than the sum of
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GE1.5u MOSIS3u
parmameter SPEC " OPASYN | SPICE | OPASYN [ SPICE
vdd (V) 2.5 2.5 2.5 2.5 2.5
Vss (V) -2.5 -2.5 -2.5 2.5 2.5
CL (pF) 10 10 10 10 10
gain > 10,000 23,610 24,250 12,100 11,130
power diss. (mW) <1 0.67 0.66 0.69 0.69
phase margin (deg) > 60 57.1 56.1 61.3 58.9
G W, (MHz) >4 4.7 4.7 4.6 47
gain margin (dB) — B 15.1 — 15.8
CMRR (dB) — — 92 — 89
slew rate (V/usec) >2.5 3.9 34 3.6 3.0
PSRR™@dc (dB) > 70 94.8 94.8 85.2 90.1
PSRR™@ Ikilo (dB) > 40 58.0 74.3 50.3 70.7
TS (nsec) > 500 453 550 690 750
systematic offset (mV) — — 0.008 — 0.013
Vo max (V) >1.5 2.38 2.40 2.18 2.20
VYV, min (V) <-1.5 -2.33 -2.39 227 -2.31
Vic maz (V) >1 1.45 1.40 1.15 1.11
Vi min (V) <-1 -2.33 -2.50 -2.27 -2.50
1/f noise (V/NHz) < 1E-6 2.2E-7 — 1.17E-7 —
total gate area (mil¥)** < 40 35.3 — 45.9 —
Abbreviations used:
vdd = positive power supply voltage
Vss = negative power supply voltage
CL = load capacitor
C. = compensation capacitor
W, = unity gain bandwidth
PSRR-@dc = Vss rejection ratio at dc

PSRR-@1kilo = Vss rejection ratio at 1 kHz

TS = settling time (1 V step, 0.1 % interval)
Vomax = maximum output voltage
omin = mMinimum output voltage
Viemax = Mmaximum common-mode input voltage
Viemin = Mminimum common-mode input voltage
1/f noise = input equivalent 1/f noise at 1 kHz
Table 7.1  Schematic synthesis and verification results for the BTS op amp with

optimization priority given to total gate area. GE 1.5um and MOSIS 3um
processes are are used.
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GE1.5u MOSIS3u
parmameter SPC [ "OPASYN | SPICE | OPASYN [ SPICE |

vdd (V) 2.5 2.5 2.5 2.5 2.5
Vss (V) -2.5 -2.5 -2.5 2.5 2.5
CL (pF) 2 2 2 2 2
gain > 1,500 2,810 3,110 1,421 1,496
power diss. (mW) <30 2.34 2.31 2.85 2.72
phase margin (deg) > 60 36.3 29.9 38.8 33.0
W, (MHz) >4 45.5 31.7 42.3 30.0
gain margin (dB) — — 14.4 — 15.0
CMRR (dB) — —_ 134 — 132
slew rate (V/usec) > 8 25 24 22 19
PSRR"@dc (dB) > 40 125 115 122 112
PSRR™ @ 1kilo (dB) > 10 125 115 122 112
TS (nsec)** < 100 98 110 164 160
systematic offset (mV) — — 0.009 — 0.01
Vomar V) >15 2.06 2.20 1.86 2.10
V,min (V) <-1.5 -1.93 -2.20 -1.88 -2.10
Vi max (V) >1 1.18 1.70 0.78 1.50
Vi min (V) <-1 -2.50 -2.50 -2.50 -2.50
1/f noise (V/VHz) < 1E-6 3.0E-7 — 1.5E-7 —
total gate area (mil%) <70 455 — 75.0 —

Table 7.2  Schematic synthesis and verification results for the SFC op amp with
optimization priority given to settling time. GE 1.5um and MOSIS 3um
processes are are used.
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GE1.5u MOSIS3u
parmameter SPEC  "OPASYN | SPICE | OPASYN | SPICE
vdd (V) 2.5 2.5 2.5 2.5 2.5
Vss (V) -2.5 -2.5 -2.5 2.5 2.5
CL (pF) 5 5 5 5 5
gain > 10,000 15,140 13,890 9,870 9,430
power diss. (mW) <1 0.85 0.86 0.89 0.88
phase margin (deg) > 60 65.3 62.1 68.1 69.6
W, (MHz) >4 7.2 7.2 6.9 7.0
gain margin (dB) — — 9.0 — 9.7
CMRR (dB) — — 95 — 94
slew rate (V/usec) >25 4.7 4.6 4.1 4.1
PSRR™@dc (dB) > 70 90 90 88 89
PSRR™@ lkilo (dB) > 40 90 90 88 89
TS (nsec)** < 500 387 420 580 670
systematic offset (mV) — — 0.46 — 0.53
Vo max (V) >15 2.37 2.39 2.35 2.36
V., min (V) <-1.5 -2.32 -2.39 -2.28 -2.33
Vi ey (V) > 1 1.45 1.50 1.41 1.48
Vi min (V) <-1 -0.88 -1.00 -0.84 -0.97
1/f noise (V/VHz) < 1E-6 1.7E-7 — 1.1E-7 P
total gate area (mil?)** <40 38.7 — 49.3 —

Schematic synthesis and verification results for the CTS op amp with
optimization priority given to settling time and total gate area. GE 1.5pm

and MOSIS 3um processes are are used.

Table 7.3



Table 7.4

parameter spec OPASYN | SPICE

vdd (V) 2.5 2.5 2.5

Vss (V) -2.5 -2.5 -2.5
CL (pF) 2 2 2

gain (dB) > 60 69 67.4
power diss. (mW) <5 2.24 2.28
phase margin (deg) > 60 63.6 87.0
W, (MHz) > 15 144 13.0
slew rate (V/usec) >35 9.5 11.4
TS (usec) < 1000 175 340
Vo max (V) >15 1.98 1.87
V, o (V) <-1.5 -1.98 -1.50
Vicmaz V) > 0.5 0.77 1.40
V.. min (V) <-0.5 -2.18 -2.50
total gate area (mil¥) || <100 58.8 —
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Schematic synthesis and verification results for the FFC op amp with no
optimization priority. MOSIS 3 pm process is used.



131

| ___parameter spec_ | OPASYN | SPICE
vdd (V) 5.0 5.0 5.0
Vss (V) -5.0 -5.0 -5.0
CL (pF) 10 10 10
RL kQ) 10 10 10
W, (MHz) >2.5 2.5 3.2
Vo max (V) >4.9 4.89 485
Vy min (V) <49 478 -4.66
gain peaking (%) <0 0 0
(a)
parameter spec OPASYN | SPICE
Vdd (V) 5.0 5.0 5.0
Vss (V) -5.0 -5.0 -5.0
CL (pF) 100 100 100
RL (kQ) 1 1 1
W, (MHz) >2.5 2.5 2.8
VYV, mag (V) >4.5 4.71 4.67
Vo min (V) <-4.5 443 -4.31
ain peaking (%) <0 0 0
(b)
parameter spec OPASYN | SPICE
Vdd (V) 5.0 5.0 5.0
Vss (V) -5.0 -5.0 -5.0
CL (pF) 100 100 100
RL () 300 300 300
W, (MHz) >2.5 24 2.7
Vo max (V) >4.0 4138 425
V., min (V) <-4.0 -3.80 -3.66
gain peaking (%) <0 0 0
(©)

Table 7.5 Schematic synthesis and verification results for the OPB output buffer
with no optimization priority — (a) light, (b) medium, and (c) heavy out-
put load.
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the area of the individual devices.? Further improvements seem possible by working at the
interface to the spacing program. The other key feature of the layout program is that it can
rapidly generate a layout to some desired aspect ratio. The deviations observed ranged from
-20% to +20% compared to the specified target. Layout examples are provided in Fig. 7.1f,

Fig. 7.1g and Fig. 7.2 together with their vital data.

Another important consideration during the layout phase is minimizing capacitive and
resistive layout parasitics. Such parasitics originate both from devices and from routing
wires; e.g., the junction perimeter capacitance of a transistor varies depending on the transis-
tor shape. Since it is very difficult to handle device parasitics during the layout phase, ana-
lytic circuit models include procedural definitions for estimating the parasitic capacitances
of large devices.T Thus the effects of parasitic capacitances due to large devices are con-
sidered during the optimization phase, not in the layout phase; the layout phase focuses on
the minimization of routing parasitics only. This process is very similar to what human
designers do. Designers estimate device dimensions such as the diffusion areas and perime-
ters of the drain and source junctions of a transistor (before they lay it out). Such informa-
tion is then handed over to a circuit simulator to consider the parasitic effects. During the
manual layout phase, they mainly try to minimize routing parasitics.

Fig. 7.3 shows an example. In Fig. 7.3a, the BTS op amp is shown with its node
identification numbers. The parasitic capacitances (including wire capacitances) associated
with some of the circuit nodes extracted by Magic’s circuit extractor8’ are summarized in
Fig. 7.3b. Lastly, the SPICE simulation results on the original circuit configuration (pro-
duced from the parametric optimization module) and on the extracted circuit are tabulated in

Fig. 7.3c. The comparison shows that the performances of the two circuits are indeed in

+ Presently, routing parasitics and parasitic resistances from devices are not considered during the optimi-
zation phase because of small layout area occupied by most of op amps. An exception is the source connec-
tion resistance of a differential pair which is taken care of by the corresponding leaf cell generator.
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Layout Statistics
Geometric Data Layout(Fig. 7.2a)
input aspect ratio 1.5
achieved aspect ratio 1.74
total area (mil?) 774
routing area(mil?) 257(33%)
(b)

Figure 7.2 A layout example for the SFC op amp.

(a) A layout with an input aspect ratio of 1.5.
(b) Geometric data for the layout shown in Fig. 7.2a.
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Figure 7.3 A parasitic extraction example.
(a) Basic two-stage op amp (BTS) with node identification numbers.



Extracted Parasitic Capacitances
(Including wiring capacitances)
node number capacitance (pF)
2 0.538
3 1.993
4 4227
6 1.111
9 1.362
10 0.889
11 0.492
13 0.215

(b)

Performance Comparison

Performance Original Circuit Extracted Circuit
phase margin (deg) 65 68
unity gain bw. (MHz) 3.1 2.8
PSRR-1kHz (dB) 70.2 69.3
slew rate (V/jisec) 143 1.24
settling time (jisec) 1.23 1.40

(c)

Figure 7.3 A parasitic extraction example.

(b) Parasitic capacitance extracted from the layout in Fig. 7.1f.
(c) Performance comparison.
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good agreement.
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CHAPTER 8
OPASYN AS A COMPONENT IN A LARGER

SYNTHESIS SYSTEM

8.1 Concept

As mentioned in the previous chapters, one of the objectives of building a functional
module generation program like OPASYN is to include it into sub-system level synthesis
systems such as compilers for switched capacitor filters or A/D coverters. The OPASYN
program is able to produce a design-rule-correct macro cell layout of an op amp from a set
of given performance specifications. By operating at the circuit level rather than relying on
fixed library cells, the program is capable of providing an optimal op amp design for the
specific requirements in a broad range of applications. As a result, the design time and cost
associated with re-designing or fine-tuning existing functional modules are almost elim-
inated. With the availability of such module generators, sub-system level synthesis tools can
make the best use of digital domain semicustom design methodologies including standard

cell and macro cell approaches.

The advantage of having functional module generators for sub-system level synthesis
goes beyond fast tum-around time. The interaction between a sub-system building tool and
its module generators can improve the quality of designs as well; module blocks need not be
over-designed to accommodate future, unknown applications. Moreover, their geometrical
shapes are flexible, leading to better layouts. Therefore, it is possible for sub-system design
tools to explore a much broader design spdce and thus to find a more optimal solution to a

given design problem.
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However, a set of efficient module generators alone are not enough to pursue design
optimization of typical analog sub-systems. This is mainly because the proper set of optimal
performance specifications for each of module components cannot be determined a priori at
the beginning of the synthesis — an inherent disadvantage of a ‘top-down’ design method.
In other words, an optimal ‘threshold value’ for a certain performance characteristic of a
functional module (i.e. the slew rate of an op amp) is not known at the top-level of the
design hierarchy. Consequently, analog designers have traditionally imposed excessive
design requirements on the leaf-level modules to insure that their performances are well
above the ‘threshold values’; this causes the modules to be bigger and more complex than
necessary. What should be done to derive an optimal design for a given sub-system, is t0
iterate the entire design cycle while adjusting the performance specifications for each of its
leaf modules to find out their optimal values. The problem then reduces to that of a
parametric optimization of the optimal performance specifications of all circuit components
under the following two conditions:

e The circuit topology and the components to be used in the design are fixed,

e A given set of system-level specifications must be satisfied.

But such iterative design optimization is out of the question when the simulation of a tenth-
order switched capacitor filter takes several hours of CPU time using conventional device
models. Therefore, what we need in addition to efficient module generators is a fast, yet pre-

cise evaluation of the expected system performance.

While most of this thesis has been devoted to the efficient generation of functional
modules, especially op amps, the rest of this chapter concentrates on the latter aspect of
design automation of analog sub-systems. In section 8.2, the integration of OPASYN into a
filter synthesis program is presented’ as a hypothetical example. Subsequently, an efficient

way of evaluating system performance — ‘macromodeling’ is described.
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8.2 An Example — A SC-Filter Compiler

To further illustrate the concept of analog sub-system synthesis discussed in the previ-
ous section, let’s consider the example of the synthesis of a fifth-order PCM low-pass filter.
Presently, OPASYN can handle all the components necessary for switched capacitor filter
synthesis. The circuit schematic of the filter and the associated floorplan are shown in Fig.
8.1a and 8.1b respectively. The filter consists of five switched capacitor integrator blocks
and a number of switches. Each integrator block is composed of an op amp and an integra-
tion capacitor. Switches are implemented using transistor gates. The function of the filter is
to suppress the high frequency signal components (above the cutoff frequency) present in the
input signal. The floorplan shown in Fig. 8.1b is a common way of laying out switched
capacitor filters. Note that the capacitor array forms a buffer zone that successfully separates
the clock lines and transistor switches from the op amps. Such separation and buffering are
necessary because the clock lines and transistor switches produce pulse signals (varying
between Ve and ground) which, when coupled into the input terminals of op amps, would

cause substantial performance degradation.

Fig. 8.2 shows a hypothetical CAD framework for a switched capacitor filter compiler
and how OPASYN can fit into such a framework. The entire system works as follows: The
inputs to the system are the filter specifications such as dc gain, cutoff frequency, pass-band
ripple, and stop-band attenuation. Based on these specifications, the filter schematic syn-
thesis program first generates initial performance specifications for its component modules:
op amps, capacitors, and switches. Next, OPASYN produces circuit configurations for all
component modules and reports their performances and geometries to the schematic syn-
thesis program which somehow must determine whether the overall performance is suitable
for the given filter specifications or not. Oficn, such a decision is made by running a circuit
simulator on the entire filter circuit. If the schematic synthesis program is convinced that an

acceptable result has been obtained, the layout synthesis program assembles the filter layout.
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Figure 8.1 Circuit schematic of a PCM low-pass filter and its floorplan.
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Figure 8.2 OPASYN as a module generator for a switched capacitor filter compiler.
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If not, the schematic synthesis program modifies the initial module specifications and sends

them to OPASYN again; the whole process may be repeated many times.

The main design objective during layout assembly is to find an optimal shape for each
component module so that area utilization is maximized while the shape of the entire cell
conforms to the given shape constraint as close as possible. Once the layout synthesis pro-
gram has decided the most suitable shape for all component modules, OPASYN produces
mask geometries for the components that best fits the desired shapes. It should be noted that
with variable shapes of the components, the floorplanning problem is more complicated than
that of fitting the capacitor array with minimum height into the width of the filter!3 which is

given by the number of op amp library cells used.

Realization of the hypothetical CAD framework shown in Fig. 8.2 appears quite feasi-
ble except for one aspect — how to precisely evaluate the filter performance without spend-
ing too much CPU time. A conventional approach for such a performance evaluation is
shown with a dotted line in Fig. 8.2. The module generation program returmns circuit
configurations for all component modules which are used by the filter synthesis program to
run a circuit simulation program on the entire circuit; this may require many hours of CPU
time even for a single simulation run depending on the size of the filter. Using this
approach, it is impossible to perform iterative design optimization. Since the performance
requirements for the op amps are relatively modest for operation in voice-band frequencies,

significant area penalty may be incurred from the lack of such an optimization process.

A practical solution to this problem is to develop a ‘macromodel’ for each circuit com-
ponent, especially for the op amps used in this example. These macro models should predict
the real behavior of the component precisely enough for a system-level simulation, but con-
tain considerably fewer active components (such as transistors) than the real circuit. Using
macromodels for all circuit components rather than their actual circuit configurations

reduces the simulation time considerably.
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Macromodels of op amps were actively studied in the 1970’s when the simulation cost
was expensive and the number of devices a simulator could accommodate was quite lim-
ited 8.9 Nowadays a typical simulation program can take care of rather a large number of
devices and the macromodeling issue does not seem to draw much interest any more. How-
ever, today’s simulation programs are fast and capacious enough only for one-time design
efforts and for sub-system level designs. Iterative design optimization of such systems or
mixed analog/digital system level designs would still be impossible. Development of practi-
cal macromodels for commonly used functional components are necessary. A detailed study
on macromodeling issues, however, goes beyond the scope of this thesis — it is more
closely related with device modeling for circuit simulation than design synthesis. In the next

section, only a brief review on op amp macromodeling is presented.

8.3 Macromodeling of OP Amps

8.3.1 Circuit Theoretical Backgrounds

Modeling of a device (not a circuitry) has been under investigation for a long period of
time. Two approaches are currently available for constructing a device model that agrees

qualitatively with the real behavior: the physical approach and the black-box approach.69

In the physical approach, one tries to translate the physical structure and operation mechan-
isms of a given device into a circuit model. In this case the elements of the model usually
bear a one-to-one relationship with the device’s internal structure. This approach is quite
sound and should yield realistic results provided that the physical operating mechanisms of
the device are well understood. Unfortunately, the physics of many devices are not well

understood and therefore the physical approach is not always applicable.

In the black-box approach, a valid dc global model is derived first, and then it is augmented

with parasitic inductors and capacitors at one or more strategic locations. These locations are
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usually selected so that suitable state equations for the network can be formulated.

Both approaches can be utilized to obtain a macromodel of a circuit. Since the opera-
tions of most circuits, especially, op amps are well understood, the physical approach has
been used dominantly in the macromodeling of op amps. In this sub-section, a generic
macromodel of op amps by L. O. Chua 69 is introduced. Much of the discussion made in the
rest of this sub-section is based on Chapter 2 of his book — Computer-Aided Analysis of
Electronic Circuits. A detailed example in the next sub-section then shows how the generic

mode] can be augmented as needed.

To develop a macromodel of nonideal (real) op amps requires the following charac-

teristics of an op amp to be considered by the model:
1. Finite input resistance R; # oo.
2. Finite output resistance R, # 0.

3. Frequency-dependent open-loop voltage gain G(). A typical Bode plot for G(w) is
shown in Fig. 8.3a. The first comer frequency @, is called the dominant pole fre-
quency; and the frequency ®,, where the curve G(w) crosses the 0 dB axis, is called

the unity-gain bandwidth.

4. Frequency-dependent phase shift 6(w) is shown in Fig. 8.3b. The phase shift at @, if
augmented by 180 degree, gives the phase margin. The phase margin is noted as PM
in the figure (note that it can be negative). The gain margin of the circuit, GM (in dB)

is determined by
GM = -20log;G(wy)
where w; is a frequency where 6(w) = —-180 degrees.
5. Output voltage-limiting behavior: Vo min < Vo < Vomax-

6. Finite slew-rate limitation SR, where SR is defined to be the maximum time rate of
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Figure 8.3 Bode plot of voltage gain and phase shift for an op amp.
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change of the output voltage that can be attained by the op amp under the least favor-
able external circuitry. The slew rate is an important op amp parameter in the design
of high speed circuits, such as A/D ad D/A converters, because it imposes an absolute

limit on the attainable speed.
7. Common-mode input range and CMRR.

The first four types are typical of those found in linear circuits and it is relatively
straightforward to simulate them. The fifth characteristic is also typical of that found in vol-
tage limiters and could be simulated with a nonlinear resistor. To simulate the finite slew
rate, the nonlinear circuit building block shown in Fig. 8.4 can be used, where the nonlinear

voltage-controlled current source is characterized by the saturation curve I, = f(V).

I RiLS
z m :
+
v £V) A v v : v
. "'ma max
+ | ; 1

Figure 8.4 Simple nonlinear circuit for simulating slew rate limitation.

Since the output current of the controlled source cannot exceed L, we have

: dv.(t)
| dt

Il £L,=S.

oL
| C

It follows from the above equation that the slew rate of the circuit shown in Fig. 8.4 is equal
to S,. The last characteristic is rather difficult to be modeled using basic circuit components

and a detailed example is shown in the next section.

Making use of the preceding observations, a generic macromodel for nonideal op amps
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can be formulated as in Fig. 8.52.5% The nonlinear function f(V;) characterizing the nonlinear
controlled source is shown in Fig. 8.5b, and the V-I curve characterizing the nonlinear resis-
tor is shown in Fig. 8.5c. The generic model consist of five stages:

1. Input stage N;.

2. Slew-rate limiting and gain stage Nj.

3. Dominant pole stage Nj.

4. Unity-gain, higher-pole-frequency stage Nj.

5. Output stage Ns.

The input stage consists of a single resistor R; whose resistance is assigned to the
prescribed op amp differential-mode input resistance. For CMOS op amps, this resistance is
absent because of their high gate-to-substrate impedance. However, as shown in next sub-
section, this simple model must be augmented to account for the finite common-mode input
range and CMRR. The second stage is simply transplanted from Fig. 8.4 to consider the
finite slew rate. If R, is chosen to be sufficiently high to provide negligible loading effects
on N,, then the slew rate is determined by 1,/C;. The third stage simulates the dominant
pole frequency ®, in Fig. 8.3 assuming that the Bode plot G(w) falls off at 6 dB/octave
which is typical for most op amps. The fourth stage is a grounded unity-gain linear two-port
designed to simulate the higher-pole-frequency breakpoints of the prescribed Bode plot for
G() and 6(w). Many RC circuits can be chosen for this purpose and the associated circuit
parameters can be determined by standard approximation and optimization techniques (refer
to an example in the next sub-section). The last stage consists of a linear and a nonlinear
resistor. The value of R, is equal to the prescribed op amp output resistance. The V-I curve
for the nonlinear resistor is shown in Fig. 8.5c. Hence, the last stage is used for simulating

both the output resistance and the output voltage limiting behavior.

In the next sub-section, the generic model shown in Fig. 8.5 is augmented to produce a

complete macromodel for a two-stage op amp.
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Figure 8.5 A generic macromodel for an op amp.
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8.3.2 An Example — A Two-Stage OP Amp

A macromodel for a two-stage op amp developed by BoyleS® is shown in Fig. 8.6. The
configuration, with suitable choice of modeling parameters and elements, accurately models
a broad class of two-stage op amps. It is shown that for a given op amp, the model provides
an essentially pin-to-pin correspondence with the op amp, and accurately represents the cir-
cuit behavior for nonlinear dc, ac, and large-signal transient responses. The model shown in
Fig. 8.6 is subdivided into three stages: an input stage, a compensation stage, and an output
stage. The input stage consists of ideal transistors Q1 and Q2 and the associated sources and
passive elements. This stage produces the necessary linear and nonlinear differential-mode
and common-mode input characteristics. The capacitor CE is used to introduce a second-
order effect for the slew rate, and the capacitor C1 is designed to introduce a second-order

effect for the phase response.

The common-mode and differential-mode gains of the op amp are defined by the linear
interstage and output stage elements consisting of Gem» Ge- R2, Gy, and RO2. Th¢ dominant
pole frequency of the op amp is produced with the intenal feedback capacitor C,. A feed-
back connection in the macromodel is used for C2 in order to provide necessary ac output
resistance change with frequency. Notice that the complete isolation between the input and

the interior stages simplifies modeling of frequency response and slew rate characteristic.

The output stage provides the proper dc and ac output resistance of the op amp. The
elements D1, D2, RC, and G produce the desired maximum short-circuit current. The ele-
ments D3, V¢ and D4, Vg are voltage-clamp circuits to produce the desired maximum output

voltage excursion.

It was reportedS8 that using this model, a reduction of approximately 6 in branch and
node count had been achieved while providing a very close approximation to the actual per-

formance of an op amp. Expressions that relate the performance of the op amp and the
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Figure 8.6 Circuit diagram of the op amp macromodel.
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macromodel parameters can be found in the article by Boyle.58

Macromodels like the one discussed above may become important again when large

systems with many Op amps are modeled and optimized iteratively with an approach that

requires repeated simulation of the entire circuit.
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CHAPTER 9

CONCLUSIONS

Efficient methods for silicon compilation of CMOS op amps have been devised and a
compiler (OPASYN) has been constructed. The synthesis starts from a set of system level
performance specifications. The program selects the most promising op amp circuit in its
internal database based on design requirements implied by the specifications. This circuit is
parametrically optimized to determine optimal values for its design parameters. Design-
rule-correct mask geometries are then constructed using a macro cell layout style. The
integration of the whole layout subsystem could be accomplished in a relatively short period
of time, since it has been built on top of the Berkeley CAD environment, re-using existing

tools as much as possible.

Experimental results show that OPASYN produces practical circuit configurations and
layouts. The entire synthesis process is fast enough to be interactively used at the system
design level. The program can be easily used by system engineers who are inexperienced in
op amp design. They simply specify their design requirements and optimization priorities at
the system level; a few minutes later, after minimal interaction, the system offers one or
more design-rule-correct mask layouts that meet functional specifications except for the

most stringent designs.
The compilation task is divided into three phases: circuit topology selection,

parametric optimization, and layout generation.

Circuit topology selection is based on the heuristic pruning of a decision tree that is derived
by expert designers and stored in the database. The rule-based systems implementation of

the selection process not only makes it convenient to update or correct decision heuristics
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but also helps the user understand program’s behavior and decisions.

Parametric optimization relies on analytic models specially developed for the op amp circuit
topologies in the database. An analytic model contains analytic design equations that
express dependency of circuit performance on design parameters. Using such analytic
design equations, expensive circuit simulation in the inner loop of the optimization phase is
replaced by evaluation of simple functions and their gradients. As a result, substantial
reduction in CPU time has been achieved while reasonable accuracy of performance pr;’,dic-

tion is maintained.

Layout generation is based on slicing trees and a set of parameterized leaf cell generators.
For each of the generic op amp topologies in the database, a slicing tree has been designed
that specifies a sound topological arrangement for the building blocks of the circuit based on
traditionally accumulated design experience. Parameterized leaf cell generators produce
mask geometries of circuit primitives such as transistors, capacitors, and power busses in
many different ways as required by the floorplanning module. Design expertise incorporated
both in slicing trees and in leaf cell generators makes it possible to produce compact and
reliable layouts in macro cell style. Besides, layout tools originally developed for digital cir-
cuits (a data manage, a router, a COmpactor, etc) have been effectively used in the layout

synthesis.

Lastly, neither the optimization method nor the layout method used in OPASYN make
any assumption on what kind of circuits can be represented using analytic models or using
slicing trees. Thus the demonstrated approach can be applied for the synthesis of other ana-
log building blocks such as output buffers, comparators, bandgap references even though
OPASYN has so far only been used as an op amp compiler. In fact, an output buffer is
already fully incorporated into the OPASYN database and this circuit is quite different from
an internal op amp. Work is in progress to integrate OPASYN as a module compiler into

higher-level subsystem synthesis programs such as compilers for A/D converters and for
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active filters.
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APPENDIX
CIRCUIT SCHEMATICS
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A.l. Basic two-stage (BTS) OP amp.
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A3. Cascoded two-stage (CTS) OP amp.



165

Em—{ MP9 dww Jdm“ []Mm Mm__l - vEPL
el - E
MPM
~ |~ MPI8 VBP2
MP16
F
GD Toias
\;H* VBN2
MN3 IF ik J .
IS -, "
MN1 MN2 MNS l—H:]MNm Hmm HMNZ’

(a) Bias circuit

qr‘]m Jf’lm JrJW M
VBP1 ]h 15 1 1
1 |
VB2 EMe Jrr"“ oM M
1 ll_l | IL.|

L

L
EFaaiiiy
.

(b) Amplifier

A.4. Fully differential folded cascode (FFC) OP amp.
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A.S. Class AB complimentary output buffer.



