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ABSTRACT

This document describes two routing simulators for computer communication networks.
One is to simulate the new Arpanet routing algorithm MCQ 80| and its extension to hierarchical
networks [TSA 82, RAM 83|, and the other one for the original Arpanet routing algorithm [MCQ
74] and its extension to hierarchical networks [MCQ 74, KAM 76, HER 82]. The novel features of
the simulators are that they are highly parametrized so that they could be used for a variety of
purposes. Specifically, the input network could be of arbitrary clustering structures, the reliability
of links of networks could be arbitrarily chosen, the delay along each link could be arbitrarily
predetermined according to the real network environments, and the patterns and flow rates of
input data streams could be arbitrarily chosen. This report is intended to be used as a manual for
using the simulators, thus many details of the algorithms will not be presented for the sake of
brevity. The detailed algorithms could be found in [MCQ 74, MCQ 80, RAM 83].



1. Introduction

Two routing simulators for computer communication networks are constructed. One is to
simulate the old Arpanet algorithm [MCQ 74] and its extension to the hierarchical networks
[MCQ 74, KAM 76, HER 82. The other one is to simulate the new Arpanet algorithm [MCQ 80]
and its extension to the hierarchical networks [TSA 82, RAM 83]. By using proper parameters,
both programs could also simulate the fixed routing schemes. The commands for these two kind
of algorithms are arpal and arpa2 respectively. These two simulators are highly parametrized,
they could be used for a variety purposes such as estimating the proper control parameters of the
routing algorithms and determining the optimal clustering structures. Specifically, the input net-
work could be of arbitrary clustering structures, the reliability of links of networks could be arbi-
trarily chosen, the delay along each link could be arbitrarily predetermined according to the real
network environments, and the patterns and flow rates of input data packets could be arbitrarily
chosen. Many other parameters could also be controlled by the user. This report is intended to
be used as a user manual for the simulators, thus many details of the routing algorithms will not
presented for the sake of brevity. The readers who are not familiar with the routing algorithms
are asked to consult [MCQ 74, MCQ 80, RAM 83| first before reading this report. Currently. the
simulators could handle up to 2 level hierarchies only.

We will first introduce the terminology, then the detailed protocols simulated, and assump-
tions in this section. Section two is the main body of this report, and it will contain the manual
to use the simulators.

1.1. Terminology

In hierarchical networks, we cluster the nodes of the networks into several regions which we
call first level clusters. Each first level cluster contains at least one node and does not overlap
with any other first level clusters. All the nodes that are within the same first level cluster with
respect to a given node or a given first level cluster are called local nodes. The nodes that have
links to nodes in other clusters are called Cluster Accessing Nodes (or CAN’s). The CAN’s
are also called the border nodes or gateways in the literature.

1.2. Update Protocols Used in the Simulators

In the original Arpanet routing algorithm, the update packets are generated periodically and
a technique called hold down is used to avoid the loop problem [MCQ 74]. Its simulator, arpal,
also uses exactly the same technique. In the new Arpanet case, the update packets are generated
asynchronously and each node which receives an update packet will broadcast it to all its neigh-
bors. The update packets are initiated onmly when the delays along the outgoing links are
significantly different from the previous delays. This is accomplished by introducing the threshold
value. The simulator for the new Arpanet, arpa2, can control this threshold value either as a con-
stant, or a decreasing function of time. Thus, two versions of the new Arpanet routing scheme are
offered. Details of the available options are in section 2.1. Furthermore, both programs could
simulate fixed routing schemes if there is no link failure.

However, the handlings of link failure are different in two programs. This is true as in the
original Arpanet algorithm hold down technique is used, while there is no such counterpart tech-
nique in the new Arpanet algorithm. In the original Arpanet scheme, the data packets on the
failed link will have to remain in the queue until hold down is finished. Then, they are delivered
to the optimal links. In the new Arpanet scheme, the data packets on the links are delivered to
other optimal links at the time when nodes detect the failures or receive the news from the neigh-
bors. Thus, arpal should be used instead of arpa2 if fixed routing scheme with link failure is
desired. Because in the fixed scheme, packets which are waiting at the failed links will have to
remain there until the links recover. This can be accomplished by setting the hold down period
and measurement period to very large values (See 2.2 for more detail).



1.3. Assumptions
We made following assumptions for the simulatcrs.

(1) All lines are full duplex lines of the same capacity.

(2) Update packets have higher priority over data packets.

(3) The processing time of packets at nodes is not taken into account.

(4) Except when the links fail, the transmissions of packets over lines are error free.
(5) The originating nodes of packets are always different from the destination nodes.
(6) The sizes of update packets and data packets are fixed.

(7) Retransmission of packets are not considered.

The assumptions are consistent with most the assumptions made for network simulation in the
literature [RUD 76, CHU 80, CHO 81, HER 82, BIE 84].

2. Manual

2.1. Input Parameters

There are two simulation modes: the first one is the interactive mode and the second the
batch mode. In the interactive mode, the user could type in the control parameters in response to
the requests from the programs. While in the batch mode, it is necessary to provide a file which
has all the parameters in it. Let the file name be ezample. The command to use the simulator
would then be arpa2 < example. The user could choose the appropriate mode by setting the
first parameter requested by the program. Batch mode is usually preferred for convenience.

Each node in the network will assume an unique ID, which is the serial number of the nodes.
It should start with the number I, and end with the number no_of _nodes_in_the_network. For
hierarchical network, each cluster should contain one or more nodes which have serial ID’s.

It is the user’'s task to make sure that all the input parameters are consistent, otherwise
unpredictable result would occur. The programs do pot check the consistency of the input data.
When inputing the parameters, each parameter could be separated by one or more blanks, or tabs,
or returns. There are total twenty-seven parameters needed and they are listed below.

(1) Interactive mode indicator

Return ! if interactive mode is desired, otherwise return 0.

(2) Data packet delay (second)

It is important to recall that packet size is assumed to be fixed in both simulators. The
data packet delay is calculated as the size of the data packet divided by the communication
bandwidth of links. For example, if the capacity of the communication link is 50 kb/s, and the
size of packets is 1 kb, then the data packet delay is 0.02 ( = 1/50).

(3) Update packet delay {second)

The update packet delay is calculated the same way as the data packet delay except that
the size of the update packet should be used instead of the data packet in the previous case.

(4) Total simulation time (second)



When the programs are started, initially there is no packet in networks. It will thus take
some time for the network to be in stable condition. Both simulators are programmed so that
they start to collect data after 10 seconds. Thus, it is important that the total simulation time
should be sufficiently larger than 10.

(5) Measurement period (second)

Return the measurement period, which is the time interval that each node checks its delay
along its outgoing links.

(6) Number of nodes in the network

(7) Number of clusters in the network

For non-hierarchical network, this value should be set to 1.

(8) Number of CAN's in the network

For non-hierarchical network, this value should be set to 0.

(9) Last node ID in each cluster
Return the largest node ID in each cluster.
Parameter (10) to (12) should be specified for each node.

(10) CAN indicator
Return ! if the current node is a CAN, otherwise return 0.

(11) Number of CAN level neighbors, and their node ID'’s

If the current node is not a CAN, skip this request. Otherwise first return the number of
CAN level neighbors, followed by the neighbor’s ID’s. For example, 2 8 4 means current CAN
has 2 CAN level neighbors and their node ID's are 3 and 4. Unfortunately, current version of
arpal can handle only one CAN level neighbor.

(12) Number of local neighbors, and their node ID’s
Return the number of local neighbors, followed by their node ID’s.

(13) Input traffic pattern and its density
The following options are available:

D = periodic
interval (data packet injection interval from each node)
p = poisson

lambda (the average packets per second injected from each node)
r = random
range (time between two successively injected packets is randomly distri-
buted between 0.0 and that of range value.)
s = poisson with surge
lambda + percent of surge traflic
Surge traffic is decided in the following manner. Let lambda / and surge
percent p, then the average packets per second from each node are
(1000-p) % ... 1
(p/2)% ..1% 50 (short period)
(p/2)% ..1/50 (long period)

For example s 2.0 80.0 means 30.0 percent of data packets are generated in



either a very short period or in a long period, and the other 70.0 percent
will be determined by the poisson distribution (average 2 packets per
second will be generated).

(14) Locality (percent)

Return the percentage of the packets that should be sent to the nodes in the same cluster.
Return 101.0 if the packets are sent uniformly to nodes throughout the network. Locality effects
have been observed in the real network |[KLE 76]. This parameter is meaningless for non-
hierarchical networks.

(15) Bufler size

Return the buffer size of each link. If the buffer is full, any incoming packets will be dis-
carded and recorded.

(16) Link failure indicator

Return 0 if the link will not fail at all, otherwise return 1. If 0 is returned, parameter (17) to
(22) should be ignored.

(17) Failure type
Return 0 if both direction of the link fail at the same time, otherwise return 1.

(18) Unreliable link indicator

Return s if only specific links could fail, return u if all links have the same reliability. If u
is specified, (19) should be skipped.

(19) Unreliable links specification

First return the number of unreliable links, followed by the specification of the unreliable
links. For example, 2 1 § 5 6 means that 2 links are unreliable and the links are between node 1
and 3, and between node 5 and 6.

(20) Link failure pattern

Return p if the failures of the links are periodical, return r if the failures are randomly dis-
tributed.

(21) Up time (second)
Return the period of up time if p is returned in (20), otherwise return the average up time
as r is specified by (20).

(22) Down time (second)

Return the period of down time if p is returned in (20), otherwise return the average down
time as r is specified by (20).

The following parameters are different for arpal and arpa2. For arpal, only (23) should
be specified. For arpa2, parameter (24) to (27) should be specified.

(23) Hold down period (second)

(24) Local level threshold value (second)
Return the threshold value of the local links.

(25) CAN level threshold value (second)



Return the threshold value of the cluster access links.

(26) CAN-cluster threshold (second)
Return the threshold value for CAN to other clusters.

(27) Threshold value control interval (second)

At each measurement time, all three kinds of threshold values are decreased by (initial
value) * (measurement period) | (interval seconds. If any of them reaches to zero, it is initialized
again. This is the actual protocol used in the Arpanet [MCQ 80].

2.2. Examples of input parameters

This section describes some input examples. Comments are added to each parameters for
readability. The comments should not be there when actually running the simulators.

(1) arpa2, poisson input, 3 nodes, non-hierarchical, specific links fail, fixed threshold

0 :need no guidance

0.0192 :data packet delay is 0.0192 second

0.004 :update packet delay is 0.004 second

100.0 :total simulation time is 100.0 seconds

0.667 :delay is measured every 0.667 second

3 :total number of nodes in the network is 3

1 :non-hierarchical

0 :therefore no CAN’s

3 :last node in the cluster is 3

0 :node 1 is not a CAN

2 23 ‘node 1 has 2 neighbors and their node ID's are 2 and 3

0 ‘node 2 is not a CAN

213 -node 2 has 2 neighbors and their node ID’s are 1 and 3

0 :node 3 is not a CAN

212 ‘node 3 has 2 neighbors and their node ID’s are 1 and 2

p ;poisson input

2.0 ‘lambda is 2.0. That means average 2 packets are generated
: for each second from each node.

101.0 :this has no meaning for non-hierarchical network

100 :buffer size is 100

1 Jink failure exist

0 :both directions fail at the same time

] ;specific link fails

123 ‘link between node 2 and 3 would fail

T ‘link failure occurs randomly

100.0 :mean alive time is 100.0 seconds

1.0 :mean dead time is 1.0 second

0.1 :threshold value for local link

0.1 :threshold value for cluster access link

0.1 ‘threshold value to other cluster

1000000.0 :threshold value is almost fixed because this value
is large enough comparing to the total simulation
;time

(2) arpa2, poisson with surge input, 5 nodes, hierarchical network, all links fail, decreasing thres-
hold

0 ;need no guidance
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:data packet delay is 0.0192 second

:update packet delay is 0.004 second

‘total simulation time is 100.0 seconds

:delay is measured every 1.0 second

‘total number of nodes is 5

-hierarchical and 2 clusters in the network

:there are 2 CAN's

:last node ID’s in each cluster are 2and 5

‘node 1 is a CAN

:node 1 has 1 CAN level neighbor and its node ID is 3
:1 local neighbor; its ID is 2

:node 2 is not a CAN

:1 peighbor and its D is 1

-node 3 is a CAN

;its CAN level neighbor is 1

:local level neighbors are 4 and 5

‘node 4 is not a CAN

‘node 4 has 2 neighbors and their ID’s are 3 and 5
-node 5 is not a CAN

‘node 5 has 2 neighbors and their ID’s are 3 and 4
:poisson with surge input

:lambda is 2.0

:30 % of packets are surge traffic

:80 % of packets are local ones

:buffer size is 100

dink failure exist

‘both directions fail at the same time

:all links fail

link failure occurs periodically

:alive time is 100.0 seconds

:dead time is 1.0 second

-threshold value for local link

:threshold value for cluster access link

‘threshold value to other cluster

:threshold value decreases by one fifth at every 1.0 (measurement period) second

(3) arpal, no link fails

0
0.0192
0.004
100.0
0.1

DT OO OO WO =W

‘need no guidance

:data packet delay is 0.0192 second

-update packet delay is 0.004 second

‘total simulation time is 100.0 seconds

:measurement period is 0.1 second

‘total number of nodes is 3

:non-hierarchical

:therefore no CAN'’s

:last node in the cluster is 3

‘node 1 is not a CAN

-node 1 has 2 neighbors and their node ID’s are 2 and 3
‘-node 2 is not a CAN

:node 2 has 2 neighbors and their node ID’s are 1 and 3
‘node 3 is not a CAN

-node 3 has 2 neighbors and their node ID’s are 1 and 2
;poisson input

:lambda is 20.0. That means 20 packets are generated for
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: each second.

101.0 :this has no meaning for non-hierarchical network
100 :buffer size is 100

0 ‘link failure doesn’t exist

0.1 :holddwon period is 0.1 second

(4) fixed scheme, interactive mode, unreliable link

-unreliable network should be simulated

;by arpal

Need a guidance? 1 :interactive mode

data packet delay: 0.0192 ;

update packet delay: 0.004 ;

final time: 1000 ;

update increment: 1000.0 ;should be larger than final time

no of nodes: 3 ;

no of clusters: 1 ;

no of CAN’s: 0 ;

last node of each cluster: 3 ;

node 1 is CAN: 0 ;

no of intra cluster neighbors: 2 ;

local neighbor ID: 2 ;

local neighbor ID: 3 ;

node 1 is CAN: 0 ;

no of intra cluster neighbors: 2 ;

local neighbor ID: 1 ;

local neighbor ID: 3 ;

node 2 is CAN: 0 ;

no of intra cluster neighbors: 2 ;

local neighbor ID: 1 ;

local neighbor ID: 2 ;

data dist. type: p ;

lambda: 10.0 ;

locality: 101.0 ;

maximum bufler size: 100 ;

link fail exist: 1 ;

fail type: 1 :one way of the link would fail.

uniform(u)/ specific(s): s ;

no of unreliable link: 1 ;

unreliable link(pair of nodes) 1 2 :link from 1 to 2 would fail
:but link from 2 to 1 would not fail

periodic or random: ) ;

up time: 50.0 ;

down time: 0.5 ;

hold down period: 1000.0 :should be larger than final time

2.3. Output Example

Here is a sample output. First half shows the summary of input parameters, then followed
by the simulation results.

exxxxsk  STATISTICS  sxxxxxx

Total number of nodes ... 10 no of cluster ... 1
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Time between updates .... 6.6700e-01 seconds

Data distribution: POISSON  lambda = 1.0000e+ 00

d_p_delay ... 1.9200e-02 u_p_delay ...... 4.0000e-03

threshold ... 1.0000e-01 CAN threshold .. 1.0000e-01
des_CAN_threshold .. 1.0000e-01 thresh_inter .. 1.0000e+ 01

locality ... 1.0100e+ 02 total time span = 4.0010e+ 01

fail type = both way

all links fail

fail pattern = RANDOM up = 1.0000e+ 02 down = 1.0000e+ 00

total no of data packets = 297

total no of data packets dropped = 0

total no of discarded msgs = 102

total delay of data packets = 1.7149e+ 01
total number of hops by data packets = 877

total no of update packets = 8062

typel= 8062 type2= 0 type3= 0
initiate of update:
local= 674 CAN= 0 des_CAN=0

total delay of the update packets = 3.7814e+ 01
average delay of data packets = 5.7740e-02
average hops of data packets = 2.9529%e+ 00
average delay of the control packets = 4.6905e-03

typel= 4.6905¢-03

channel utilization:

local channel= 4.7131e+ 00

CAN channel= 0.0000e+ 00

3. Sample Result
Figure 2 shows a sample result of the simulators which checks the effect of hold down
period. Network structure of this example is shown at figure 1. Other parameters which are used

in this example are in section 2.2 example (3). Each simulation takes about 5 minutes of CPU
time on a VAX 11/780.
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8. Appendix A: Description of the Simulators

The simulators run on UNIX (Trademark of Bell laboratories) on VAX 11/780's. They are
totally written in programming language C and consist of about 8000 source codes. The programs
are completely transportable to any machines that support programming language C. They
require 123 kilobytes of static memory and about 70 kilobytes of dynamic memory to run. If
more memory is needed, the program will automatically request more memory space from the
operating system.

Chart 1 shows the overall view of simulation programs. The first step, is to read the input
and initialize the data structures and global variables. Some initial events must be put in the
event list to get things started. For each node in the network an event to generate a data packet
is placed in the event list. The time that each event to occur is determined by the data packet
distribution function as specified by the user. The simulator then runs by selecting successive
events on the event list and perform the indicated actions until it reaches to the final time.

7. Appendix B: Short History

This simulation project started in January, 1983, when W. -T. Tsai designed the program
and data structures. Four months later, G. W. Goddard implemented the old Arpanet simulator.
Later, he implemented the hierarchical version of that. At the same time, J. Feng and B. Lin
implemented the new Arpanet simulator concurrently with Goddard. In Sept. 1983, O. Nishiguchi
started to evolve the new Arpanet routing simulator to work for hierarchical networks. Finally, he
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added link failure modules to both arpal and arpa2 programs.

8. Appendix C: Correctness of the Programs

Since the programs are fairly large (about 8K lines) and complex, the correctness of the pro-
grams is not easily ensured. The following techniques are used to check the correctness of the
programs:

(1) Comparing the results with other simulators: we have compared our results with those simula-
tion results in [BIE 84]. He has constructed his own simulation programs and the assumptions are
almost the same with ours. However, he assumes that the packet sizes are distributed according
the poisson process, and in our case the packet sizes are the same. Even with such difference, the
results obtained are remarkably close to each other when other parameters are the same.

(2) Comparing the results of two simulators: since both programs could simulate the fixed routing
schemes, the results obtained from both programs should be consistent. This is indeed the case
for the two programs.

(3) Extensive debugging: we used extensive test cases for debugging.

(4) Independent inspections: both programs were inspected by at least two people independently.
(5) Extensive built-in fault tolerant checking: many built-in checking statements as sanity check
are inserted throughout the entire programs. If the data does not satisfy any of the checking

conditions, the programs would exit abruptly. The checking statements are inserted at the begin-
ning of each module as well as after any important operations on the data.
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figure 1. Network Structure
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figure 2. Effect of Hold down period
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