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1. Introduction

This is a study of stationary excursions, built upon and including as special cases many results in the theory of stationary and Markov processes. The main result is a kind of last exit decomposition in a stationary rather than Markovian setting, formulated as part (iii) of the theorem below. This extends a result of Neveu (1977) for a discrete stationary point process. Essentially the same decomposition was obtained for Markovian excursions under duality assumptions by Getoor and Sharpe (1982), and in the Brownian case of excursions from a point by Bismut (1985), who showed how the decomposition gives a nice description of Itô's excursion law. As shown by Biane (1986), this leads to a quick derivation of the relation between Brownian excursion and Brownian bridge of Vervaat (1979). Also included as special cases of the last exit decomposition are results of Geman and Horowitz (1973), Taksar (1980) and Maisonneuve (1983) on random closed regenerative subsets of the line, all of which extend to the stationary case.

Recent work of Mitro (1984), Getoor and Steffens (1985), Fitzsimmons and Maisonneuve (1986), Dynkin (1985), shows how much of the theory of Markov processes finds its most natural expression in the setting of a stationary two sided process with random birth and death, as constructed by Kuznetsov (1974) and Mitro (1979). See also Taksar (1981). The results set out here for a homogeneous random closed set M all apply in this context. Details of this case are not given here, but readers may recognize a number of formulae in the above papers as special cases, often with M a very simple set, such as a single point at the birth time of the process, or the time it last hits a set. Another interesting M in this context is the complement of the interval on which the process is alive.

* research supported in part by NSF grant DMS-8502930
2. The Palm measure

Let \((\Theta_t, t \in \mathbb{R})\) be a flow in a measurable space \((\Omega, \mathcal{F})\). That is to say

\[(t, \omega) \mapsto \Theta_{tw}\]

is a product measurable map from \(\mathbb{R} \times \Omega\) to \(\Omega\), and the maps

\[\Theta_t : \omega \mapsto \Theta_{tw}\]

from \(\Omega\) to \(\Omega\) are such that \(\Theta_0\) is the identity and \(\Theta_s \cdot \Theta_t = \Theta_{s+t}\), \(s, t \in \mathbb{R}\). Here \(\mathbb{R}\) is given its Borel \(\sigma\)-field. A measure \(P\) is invariant under the flow if the \(P\) distribution of \(\Theta_t\) is \(P\) for every \(t\):

\[P(\Theta_t \in \cdot) = P(\cdot), \ t \in \mathbb{R}.\]

Call a process \((X_{tw}, t \in \mathbb{R}, \omega \in \Omega) = (X_t, t \in \mathbb{R})\) homogeneous if

\[X_t = X_0 \circ \Theta_t, \ t \in \mathbb{R}.\]

For example, \(X\) might be the coordinate process on any of the usual function spaces equipped with shift operators \((\Theta_t)\). Call a subset of \(\mathbb{R} \times \Omega\) homogeneous if its indicator function is a homogeneous process. Let \(M\) be a homogeneous subset which is closed, meaning that

\[M_\omega = \{t : (t, \omega) \in M\}\]

is a closed subset of \(\mathbb{R}\) for every \(\omega \in \Omega\). For example, \(M_\omega\) might be the closure of \(\{t : X_{tw} \in A\}\), for a subset \(A\) of the range of a homogeneous process \(X\).

Define

\[G_t = \sup\{s \leq t : s \in M\} \quad (\sup\emptyset = -\infty)\]
\[D_t = \inf\{s > t : s \in M\} \quad (\inf\emptyset = \infty)\]
\[A = -G_0, R = D_0.\]
\[A_t = A \circ \Theta_t = t - G_t \quad \text{(age at } t)\]
\[R_t = R \circ \Theta_t = D_t - t \quad \text{(return time after } t)\]
\[L = \{t : R_t = 0, R_t > 0\} \quad \text{(set of left ends of intervals comprising } M^c).\]

It is assumed \(R\) is \(\mathcal{F}\)-measurable. Then so is everything else. Note that \((A_t), (R_t), L\) are homogeneous, but \((G_t)\) and \((D_t)\) are not. The combination of measurability assumptions on \(R\) and \((\Theta_t)\) is too strong for some contexts. See the remark at the end of the section regarding weaker assumptions.

The measure \(Q\) introduced in the following theorem is the Palm measure on \(\Omega\) associated with the homogeneous random measure on \(\mathbb{R}\) which puts mass 1 at each point of \(L\). This is a slight extension of the notion of Palm measure, in the

**Theorem.**

Suppose $P$ is a $\sigma$-finite measure on $\Omega$ which is $(\Theta_t)$ invariant. For $B \in \mathcal{F}$ let

$$Q(B) = P \{ t : 0 < t < 1, t \in L, \Theta_t \in B \},$$

the $P$ integral of the number of points in $L$ of type $B$ per unit time. Then

(i) $Q$ is a $\sigma$-finite measure on $(\Omega, \mathcal{F})$

(ii) For every product measurable $f : \mathbb{R} \times \Omega \to [0, \infty)$

$$P \sum_{t \in L} f(t, \Theta_t) = \int \int \mathcal{Q}(d\omega) f(t, \omega)$$

(iii) The joint distribution of $\Theta_{G_u}$ and $A_u = u - G_u$ on the set $(-\infty < G_u < u) = (0 < A_u < \infty)$ is the same for every $u \in \mathbb{R}$, and given by

$$P(A_u \in da, \Theta_{G_u} \in dw) = daQ(dw)1(a < R(\omega)), \quad 0 < a < \infty.$$

(iv) $P(0 < A_u < \infty, \Theta_{G_u} \in dw) = Q(dw)R(\omega)$.

(v) $P(F) = P(F, A_0 = 0 \ or \ \infty) + Q \int_0^1 f(\Theta_t) dt, \ F \in \mathcal{F}$.

(vi) $P(A_u \in da) = Q(R > a)$.

(vii) If $Q(R > a) < \infty$, $a > 0$, the $P$ conditional distribution of $\Theta_{G_u}$ given $A_u = a$ is $Q(\cdot | R > a)$:

$$P(\Theta_{G_u} \in dw | A_u = a) = Q(dw | R > a).$$

**Proof.**

That the Palm measure $Q$ is $\sigma$-finite and formula (ii) holds can be shown by a variation of the argument of Mecke (1967). But here is a quicker argument for (i) which I learned from Maisonneuve. Take $f = \int_0^\infty e^{-g(\Theta_t)} dt$ where $g$ is chosen so $0 < g \in \mathcal{F}$ and $Pg < \infty$, using the $\sigma$-finiteness of $P$. Then

$$Qf = P \sum_{0 < t < 1} f \circ \Theta_t \leq e P \sum_{0 < t < \infty} e^{t} f \circ \Theta_t$$

$$\leq e P \int_0^\infty e^{-u} g(\Theta_u) du = e Pg < \infty.$$
Since obviously \( Q(R \leq 0) = 0 \), and \( f > 0 \) on \( (R > 0) \), it follows that \( Q \) is \( \sigma \)-finite. Now formula (ii) follows easily, just as in Mecke (1967). See also Getoor (1985) for a related argument.

Parts (iii) to (v) are generalizations of results of Neveu (1977). The proof follows the same lines as Neveu, who considered the case when \( M = L \) is discrete, unbounded, and \( P \) is a probability. Here is the argument for (iii). By shift invariance, it suffices to consider the case \( u = 0 \). In formula (ii) take

\[
 f(t, \omega) = h(\omega, -t)1(R(\omega) > -t > 0), \quad \text{and let } G = G_0 = -A_0.
\]

Then \( f(t, \Theta t) = 0 \) for \( t \geq 0 \), while for \( t < 0 \)

\[
 f(t, \Theta t)1(t \in L_\omega) = h(\Theta t, -t)1(R \Theta t > -t)1(t \in L_\omega)
 = \begin{cases} 
 h(\Theta G, -G) & \text{if } t = G(\omega) \in (-\infty, 0) \\
 0 & \text{if } G(\omega) = -\infty \text{ or } 0
\end{cases}
\]

because for \( t \in L_\omega \), \( R \Theta t \) is the length of the interval where left end is \( t \), and this length exceeds \(-t\) iff this interval is the one covering zero. So the formula becomes

\[
 Ph(\Theta G, -G)1(\infty < G < 0) = \int_\Omega Q(d\omega) \int_0^{R(\omega)} h(\omega, s)ds,
\]

which is what is meant by (iii) in this case. Appropriate substitutions in (iii) now yield (iv), (v), (vi) and (vii).

**Remark.** As pointed out to me by Maisonneuve, for application to Markov processes it is more convenient to assume that \((t, \omega) \rightarrow \Theta t \omega \) is \((\text{Borel} \otimes F, G)\) measurable and \( R \) is \( G \)-measurable for a sub \( \sigma \)-field \( G \) of \( F \). Then the same arguments show that the Theorem holds with the modifications to the various parts as follows:

(i) \( Q \) is defined on \( G \) only

(ii) \( f \) must be \( \text{Borel} \otimes G \) measurable

(iii)-(vii) \( \Theta G_\omega \) has range \((\Omega, G)\).
3. Examples and applications

I. The discrete case. If \( P \) is a probability and it is assumed that \( M \) is a discrete subset of \( \mathbb{R} \), unbounded above and below, then \( M = L, \) \( P(0 < A_u < \infty) = 1, P(A_u = 0 \text{ or } \infty) = 0. \) The first term then vanishes on the right side of (v), and the conclusions (ii), (iii) and (iv) reduce to the conclusions (20), (18) and (19) respectively of Neveu (1977) Prop II.13. In this case,
\[ M = \{ T_n, n \in \mathbb{Z} \}, \]
where
\[ \cdots T_{-1} < T_0 \leq 0 < T_1 < T_2 \cdots \]
with \( T_0 = G_0, T_1 = R, \) and \( T_n \) defined inductively by
\[ T_{m+n} = T_m + T_n \odot \Theta T_m. \]
Here the subset
\[ (0 \in M) = (T_0 = 0) = (G_0 = 0) \]
can be any set in \( F \), call it \( B \), such that the process of shifts watched on \( B \) a discrete point process. To emphasize this, write \( T_n^B \) instead of \( T_n, \) \( \Theta^B_n \) instead of \( \Theta_T^n. \) So \( \Theta^B_n \) is the nth shift that hits \( B, \) and \( T_n^B \) is the time this happens. Then the family of shifts \( (\Theta^B_n, n \in \mathbb{Z}) \) when restricted to \( B \) defines a group of transformations on \( B \) which leave the Palm measure \( Q^B \) invariant. See Neveu Prop II.17.

The shifts \( (\Theta_t) \) are ergodic under \( P \) if and only if the shifts \( (\Theta^B_n) \) are ergodic under \( Q^B. \) Assuming this ergodicity, and that \( Q^B \) is bounded, there is the ergodic theorem for \( 0 \leq Y \in F: \)
\[ \frac{1}{n} \sum_{m=1}^{n} Y(\Theta^B_m) \to P^B(Y) \quad \text{both P and P}^B \text{ a.s.} \]
where \( P^B(\cdot) = Q^B(\cdot)/Q^B(B) \) is \( Q^B \) normalized to be a probability. See for example Franken, Konig, Arndt and Schmidt (1981) or Kerstan, Matthes and Mecke (1974).

II. Excursions. The formulae of section 2 can be reformulated in terms of excursions by a change of variable. Suppose \( X \) is a \( (\Theta_t) \) homogeneous process, such as the co-ordinate process in a function space with shift operators \( (\Theta_t). \) For each \( t \in L \) the excursion of \( X \) away from \( M \) starting at time \( t \) can be defined informally as the fragment of the path of \( X \)
\[ (X_{t+s}, 0 < s < R_t) \]
where \( R_t > 0 \) is the lifetime of the excursion. It may also be convenient to regard some other things as part of the excursion, for example \( X_{t+R_t}, X_t, \) or \( X_t \) if
X happens to have left limits. To cover all such possibilities, let \((\Omega_{\text{ex}}, \mathbf{F}_{\text{ex}})\) be a measurable space, and say a measurable map \(\epsilon : (0 \in L) \to \Omega_{\text{ex}}\) contains the excursion of \(X\) on \((0,R)\) if

(i) there is an \(\mathbf{F}_{\text{ex}}\) measurable map \(R_{\text{ex}}\) from \(\Omega_{\text{ex}}\) to \((0,\infty]\) with

\[
R_{\text{ex}} \circ \epsilon = R \quad \text{on} \quad (0 \in L);
\]

(ii) there are \(\mathbf{F}_{\text{ex}}\) measurable maps \(X_{s}^{\text{ex}}\) defined on \((R_{\text{ex}} > s)\) such that

\[
X_{s}^{\text{ex}} \circ \epsilon = X_{s} \quad \text{on} \quad (0 \in L, R > s).
\]

Roughly speaking, these assumptions imply that

\[
(X_{s}, 0 < s < R)
\]

is a function of \(\epsilon\) if \((0 \in L)\). Clearly, the identity map \(\epsilon = \Theta_{0}\) contains the excursion of \(X\) on \((0,R)\). If \(\Omega\) is any of the usual spaces of paths indexed by \(\mathbf{R}\), so does the projection of \(\Omega\) onto paths indexed by \(\mathbf{R}^{+}\), and so does the operation of stopping or killing at time \(R\) after making this projection. In these cases \(\Omega_{\text{ex}} \subset \Omega\), \(R_{\text{ex}} = R\), \(X_{s}^{\text{ex}} = X_{s}\). In general we may regard \(R_{\text{ex}}\) and \(X_{s}^{\text{ex}}\) as extensions of \(R\) and \(X_{s}\) from \(\Omega\) to \(\Omega_{\text{ex}}\). In any case the 'ex' will now be dropped from the notation for these extensions of \(R\) and \(X_{s}\) to \(\Omega_{\text{ex}}\).

Suppose that \(X\) is a homogeneous process over a flow \((\Theta_{t})\), that \(M\) is a \((\Theta_{t})\) homogeneous closed set, and that \(\epsilon : (0 \in L) \to \Omega_{\text{ex}}\) contains the excursion of \(X\) on \((0,R)\), where

\[
L = \text{set of left ends of} \ M
\]
as in section 2. For \(t \in L\), let \(\epsilon_{t} = \epsilon \circ \Theta_{t}\), so \(\epsilon_{t}\) is the excursion that starts at time \(t\).

Let

\[
Q_{\text{ex}}(B) = P\#\{t : 0 < t < 1, t \in L, \epsilon_{t} \in B\}.
\]

Then \(Q_{\text{ex}}\) is a measure on \((\Omega_{\text{ex}}, \mathbf{F}_{\text{ex}})\), call it the equilibrium excursion law. This is simply the \(Q\) distribution of \(\epsilon\), so the formulae of the theorem transfer immediately by change of variables to give corresponding formulae for excursions instead of shifts. For example, on the set \((-\infty < G_{u} < u)\), which is the event that \(u \in M^{c}\) and there is some point of \(M\) to the left of \(u\), the excursion straddling time \(u\) is \(\epsilon_{G_{u}}\). Formula (iii) gives the joint distribution of \(\epsilon_{G_{u}}\) and \(A_{u} = u - G_{u}\) as

\[
P(A_{u} \in da, \epsilon_{G_{u}} \in de) = daQ_{\text{ex}}(de)1(a < R(e)), \quad e \in \Omega_{\text{ex}}, \quad 0 < a < \infty.
\]

Similar substitutions give excursion versions of (ii) and (iv) through (vii). These results for stationary excursions are generalizations of results that are known in various Markovian contexts. In particular, the above formula is a kind of last exit decomposition in a stationary setting, which extends results of Bismut(1985)
for Brownian motion and Getoor and Sharpe (1982) for dual Markov processes. As another illustration, (v) yields

\[ P(X_u \in B) = P(X_0 \in B, A_0 = 0 \text{ or } \infty) + \int_0^R 1_B(X_u) ds, \quad u > 0. \]

These formulae are not of much interest unless \( Q_{\text{ex}} \) is \( \sigma \)-finite. But this is the case whenever the \( P \) distribution of \( X_0 \) is \( \sigma \)-finite. This can be seen using the fact that a measure \( \mu \) is \( \sigma \)-finite if and only if there is a strictly positive measurable function \( f \) such that \( \mu f < \infty \). Let \( f \) be such a function defined on the state space of \( X \) for \( \mu \) the \( P \) distribution of \( X_0 \). Then formula (v) of the theorem gives

\[ P f(X_0) \geq Q \int f(X_s) ds = Q_{\text{ex}} \int f(X_s) ds \quad \text{by change of variables}. \]

But \( \int f(X_s) ds > 0 \) on \( (R > 0) \), and \( Q_{\text{ex}}(R > 0)^c = 0 \), so \( Q_{\text{ex}} \) is \( \sigma \)-finite.

Assume now that \( M \) is recurrent, meaning \( M \) is \( P \) a.s. unbounded. Then \( P(A_u = \infty) = 0 \), and the excursion straddling time \( u \) is well defined except if \( u \in M \). Parts (iii) and (iv) of the theorem then show:

*The \( P \) distribution of the excursion straddling time \( u \) on the event \( (u \notin M) \) has density \( R(e) \) with respect to the equilibrium excursion law \( Q_{\text{ex}}(de) \); and given that the excursion straddling \( u \) is \( e \in \Omega_{\text{ex}} \), the conditional distribution of \( A_u \) is the uniform distribution on \( [0, R(e)] \).*

Put another way:

*If \( P_{\text{ex}} \) denotes the \( P \) distribution of the excursion straddling an arbitrary fixed time, the equilibrium excursion law \( Q_{\text{ex}} \) is the measure on \( (R > 0) \) with density \( \frac{1}{R} \) with respect to \( P_{\text{ex}} \).*

In the special case when \( P \) governs a reflecting Brownian motion \( X \) on \( [0, \infty) \), with the \( P \) distribution of \( X_t \) equal to Lebesgue measure on \( [0, \infty) \) for all \( t \), and \( M \) the zero set of \( X \), this amounts to a result obtained by Bismut (1985), because \( Q_{\text{ex}} \) in this case is just Itô's excursion law, as explained below.

In general, assuming \( (\Theta_t) \) is ergodic, \( Q_{\text{ex}} \) describes the asymptotic rates of different types of excursions, in accordance with a ratio ergodic theorem of the type stated above in the discrete case. See Burdzy, Pitman and Yor (1986) for further details in the Markovian case.

### III. Relation to Itô's excursion theory.

Suppose \( P \) governs a strong Markov process \( X \) with \( \sigma \)-finite invariant measure \( \mu \). So \( \mu \) is the \( P \) distribution of \( X_t \) for each \( t \in \mathbb{R} \).
Suppose that $M$ is the closure of $\{t : X_t = 0\}$ where $0$ is a recurrent point, meaning that the following (equivalent) conditions obtain:

$$P(R = \infty) = 0.$$  
$$P(\sup M < \infty) = 0.$$  

Then $Q_{ex}$ is a multiple of the Itô excursion law defined by Itô (1970) as the rate measure under $P^0$ of the Poisson point process

$$(\tau(u), u \geq 0),$$

where $(\tau(u), u \geq 0)$ is right continuous inverse of a local time process at zero $(U_t, t \geq 0)$ and $\tau(u)$ is the excursion of $X$ away from 0 on the interval $(\tau(u), \tau(u))$. Let $B \subset \Omega_{ex}$ be such that the process of excursions of type $B$ is discrete, and let $e_n^B$ be the nth excursion of type $B$ which starts after time 0. The strong Markov property of $X$ at the right ends of the excursion intervals implies that given $X_0 = x$ for $\mu$ almost all $x$, $(e_n^B)$ is a sequence of independent and identically distributed random variables. Comparison of the law of large numbers with the ergodic interpretation of the rate measure $Q_{ex}$ shows that

$$P(e_n^B \in \cdot) = Q_{ex}(\cdot | B).$$

Now let

$$N_{t}^{B} = \#\{s : s \leq t, s \in L, \epsilon_s \in B\},$$

the number of excursions of type $B$ that have started by time $t$. As $B$ passes through any increasing family of sets with finite $Q_{ex}$ measure and union $\Omega_{ex}$, the normalized counting process

$$(N_{t}^{B}/Q_{ex}(B), t \geq 0)$$

converges uniformly on compact $t$ intervals a.s. to a continuous additive functional

$$(U_t, t \geq 0)$$

which serves as a local time for $X$ as 0. The Poisson character of the time changed excursion process is then easily verified. See Greenwood and Pitman (1980a) for details.

Assuming that the local time $U$ has been normalized as above, the Poisson character of the time changed excursion process may be expressed as follows (see e.g. Jacod (1979) (3.34))

$$P^{\lambda} \sum_{u} H(u, \omega, \epsilon_{\tau(u)}(\omega)) = P^{\lambda} \int_{0}^{\infty} \int_{\Omega_{ex}} Q_{ex}(de) H(u, \omega, e)$$

for every positive $P_{loc} \times F_{ex}$-measurable function $H$ where $P_{loc}$ is the
(\(F_{\tau[u]}\), \(u \geq 0\)) predictable \(\sigma\)-field, and it is assumed that \(X\) is \((F_t)\) Markov with respect to \(P^\lambda\). Applying this formula after a time change gives the Maisonneuve formula

\[
P^\lambda \sum_{t \in L} F(t, \omega, \epsilon_t(\omega)) = P^\lambda \int_0^\infty dU_t \int_0^\infty Q_{\text{ex}}(d\epsilon)F(t, \omega, \epsilon),
\]

valid for every positive \((F_t)\) predictable \(X\) measurable function \(F\). For a function \(F(t, \omega, \epsilon) = F(t, \epsilon)\) depending only on \(t\) and \(\epsilon\), this becomes

\[
P^\lambda \sum_{t \in L} F(t, \epsilon_t) = P^\lambda \int_0^\infty dmt^\lambda \int_0^\infty Q_{\text{ex}}(d\epsilon)F(t, \epsilon)
\]

where

\[
mt^\lambda = P^\lambda(U_t).
\]

For \(\lambda = \mu\) an invariant measure,

\[
mt^\mu = P^\mu(U_t) = c(\mu)t
\]

for a constant \(c(\mu)\). On the other hand, by the original definition of \(Q_{\text{ex}}\) as the rate measure of \((\epsilon_t, t \in L)\), the above formula holds for \(\lambda = \mu\) with simply \(dt\) instead of \(dmt^\mu\). Thus \(c(\mu) = 1\) and the local time process defined above is normalized so that

\[
P^\mu(U_t) = t.
\]

In the terminology of Markov processes, \(U\) is the continuous additive functional whose characteristic measure, relative to \(\mu\), is a unit mass at 0. In particular, if \(X\) is Brownian motion on the line, and \(\mu\) is Lebesgue measure, \(U_t\) is normalized as the occupation density at 0 relative to \(\mu\). For applications see Getoor (1979), Greenwood and Pitman (1980b), Pitman (1981).

In general, the constant factor between \(Q_{\text{ex}}\) defined here and Itô's excursion law depends both on the choice of invariant measure and the normalization of the local time. By formula (v) of the theorem,

\[
\mu(f) = \mu(0)f(0) + Q_{\text{ex}} \int_0^R f(X_s).
\]

Thus the invariant measure \(\mu\) is determined on \(\{0\}^C\) as a multiple of the excursion occupation measure. According to Theorem 8.1 of Getoor (1979), this formula can also be used to construct an invariant measure starting from a Markov process with a recurrent point. See also Geman and Horowitz (1973), Kaspi (1983) (1984) for related results.

**IV. Relation to Maisonneuve's exit system.** To focus on an important
special case, suppose \( X = (\Omega, \mathcal{F}, \mathcal{F}_t, X_t, \Theta_t, P^x) \) is a Hunt process which is Harris recurrent, with a single recurrent class \( E \), and invariant reference measure \( \mu \) on \( E \). See Blumenthal and Getoor (1968), Azéma, Duflo and Revuz (1967) (1969) for background. It is well known that \( X \) can be set up as a two sided process indexed by \( t \in \mathbb{R} \). Let us assume this has already been done, so that \( X_t \) and \( \Theta_t \) are defined on \( \Omega \) for all \( t \in \mathbb{R} \).

Let \( M \) be a closed homogeneous optional subset, and let \( (dA_t, \tilde{P}) \) be the exit system of \( M \) as defined by Maisonneuve (1975), Definition (4.10). Thus \( dA_t \) is a homogeneous optional random measure on \((0, \infty)\), and \( \tilde{P} \) the kernel from \( E \) to \( \Omega \), in the Maisonneuve formula:

\[
P^* \sum_{t \in L} Z_t f \circ \Theta_t = P^* \int_{0}^{\infty} Z_t \tilde{P}^X_t (f) dA_t
\]

for all optional processes \( Z \geq 0 \) and \( \mathbb{F} \)-measurable \( f \geq 0 \). In Maisonneuve (1975) these objects are all defined for a process indexed by \([0, \infty)\), but everything can be lifted to the two sided process, as in Mitro (1984). Also, much of this goes through even without assumptions of recurrence or quasi left continuity. See Kuznetsov (1974), Fitzsimmons and Maisonneuve (1985), Getoor and Steffens (1985). Let \( Q^x \) be the \( \tilde{P}^x \) distribution of the process \( X \) killed at time \( R \). And let \( \alpha(dx) \) be the measure on \( E \) associated with \( dA_t \) via the formula

\[
\alpha(h) = P^\mu \int h(X_t) dA_t,
\]

as in Azéma-Duflo-Revuz (1969). Let \( Q_{ex} \) be the excursion law on paths killed at time \( R \), induced by the stationary random set \( M \) under \( P^\mu \), as in II above. Then a change of variables in the Maisonneuve formula shows that

\[
Q_{ex} = \int_{E} \alpha(dx)Q^x.
\]

Thus the Maisonneuve exit system provides a disintegration of the equilibrium excursion law of \( Q_{ex} \) with respect to the starting point of excursions. The definition of the exit system implies that the measure \( Q^x \) is not the zero measure, except perhaps on a \( \alpha \) null set. Because \( Q_{ex} \) is \( \sigma \)-finite, the same is true of \( \alpha \).

The above disintegration of \( Q_{ex} \) is not unique because there is a trade off between the choice of \( \alpha \) and the normalization of the laws \( Q^x \). In particular problems there may be a choice more natural than the one made by Maisonneuve for the general theory. For example, if \( X \) is Brownian motion in a domain \( D \) in \( \mathbb{R}^d \) with simple reflection at a smooth boundary, the invariant measure \( m \) is Lebesgue measure on the domain. The nicest formulae for the excursion laws are then obtained with \( \alpha \) the \((d-1)\) dimensional volume measure on \( \partial D \). See Hsu (1986) for details. Burdzy (1986) gives further results for this case.
V. Dual excursions. The equilibrium excursion law was encountered by Kaspi (1984) and Mitro (1984) who found that for a pair of recurrent Markov processes X and \( \hat{X} \) in duality, the equilibrium law \( Q_{\text{ex}} \) for excursions from the dual \( \hat{M} \) of a recurrent \( M \) is the \( Q_{\text{ex}} \) distribution of excursions reversed from their lifetimes. This relation may be understood in terms of Palm measures as a consequence of the fact that for each \( \epsilon > 0 \), the point process of left ends of intervals of \( M^c \) larger than \( \epsilon \) alternates with the point process of right ends. See Neveu (1976) p. 202. The duality relation can thus be extended to more general stationary processes. In the case of dual Markovian excursions with nice transition densities, the formulae of section 2 amount to results of Getoor and Sharpe (1982).

It may also be useful to ramify excursions to keep track of the left limit of the process as it leaves \( M \), and the right limit as it returns, for example by defining \( \epsilon \) on \((0 \in L)\) by

\[
X_\epsilon = \begin{cases} 
X_{s}, & s < 0 \\
X_{s \wedge R}, & s \geq 0.
\end{cases}
\]

The ramified excursion law \( Q_{\text{ex}} \) then admits the decomposition

\[
Q_{\text{ex}}(X_{0-} \in dy, X_0 \in dx, X_{[0,\infty)} \in dw) = \beta(dy,dx)Q^x(dw),
\]

where \( X_{[0,\infty)} = (X_s, s \geq 0) \), where \( Q^x \) is the Maisonneuve law for excursions starting at \( x \) and stopped at time \( R \), and \( \beta \) is the measure associated with the homogeneous random measure \( dA \) in the Maisonneuve exit system via the formula

\[
\int \int f(y,x)\beta(dy,dx) = \mu \int \int f(X_t, X_i)\mu dt.
\]

Thus \( \beta \) is now a \( \sigma \)-finite measure on \( E \times E \) whose projection onto the second coordinate is the \( \alpha \) considered earlier. See Atkinson and Mitro (1983) Sharpe (1972), Getoor and Sharpe (1984) for details of these and related matters. Getoor and Sharpe (1982) and Kaspi (1983) give still finer decompositions of the excursion law according to both the endpoint and length of the excursion.

VI. The joint distribution of the age and residual life time.

Return now to the general set up of section 2 with \( P \) \( \sigma \)-finite and \( (\Theta_t) \) invariant.

Corollary. Suppose that \( M \) is closed and homogeneous, unbounded above and below a.s.. Let \( A = -G, V = A + R = R \circ \Theta_G \) the overall length of the interval of \( M^c \) straddling \( 0 \). Let \( \mu \) be the measure on \([0,\infty)\) which is the \( Q \) distribution of \( R \), where \( Q \) is the Palm measure on \((0 \in L)\):

\[
\mu(dv) = Q(R \in dv).
\]
(i) \( P(V \in dv) = P(0 \in M)\delta_0(dv) + v\mu(dv), \; v \geq 0. \)

(ii) \textit{Conditional on } \Theta \textit{ the distribution of } A \textit{ depends only on the value of } V, \textit{ and given } V = v, \ A \textit{ is uniformly distributed on } [0,v], \textit{ and the same holds for } R = V - A \textit{ instead of } A \textit{ provided } v < \infty

(iii) \( P(A \in da) = P(R \in da) = P(0 \in M)\delta_0(da) + \mu(a,\infty)da, \; a \geq 0. \)

**Proof.** These results follow from the theorem of section 2 by a change of variables, just as in Corollaries II.14 and II.15 of Neveu (1977).

If \( P \) is a probability and \( M \) forms stationary discrete point process, these are well known formulae from renewal theory for the stationary distributions of the age \( A \) and residual lifetime \( R \), which work also in the stationary case. See for example McFadden (1962), Neveu (1977) Prop II.19. For \( P \) a probability and \( M \) a stationary regenerative set these results were established Geman and Horowitz (1973) and again by Taksar (1980) and Maisonneuve (1983). According to the corollary, these results for stationary regenerative closed sets apply just as well without the regeneration assumption, and for a \( \sigma \)-finite \( P \). In the regenerative case, \( \mu \) can be identified as the Lévy measure, and \( m \) as the drift parameter, of a subordinator from which \( M \) can be constructed. See Maisonneuve (1983) for details in the case \( P \) is a probability, which extend easily to the \( \sigma \)-finite regenerative case, corresponding to a subordinator with a null recurrent age process. In the regenerative case Taksar and Maisonneuve show that \(-M\) has the same distribution as \( M \). This extends to the \( \sigma \)-finite regenerative case, see Taksar (1986) but not to the general stationary case, despite the symmetry in the joint distribution of \((A,R)\) which is plain from the Corollary.

**Example.** Let \( \Theta_1 \) be rotation by distance \( t \) around the circumference of a circle with circumference 6,

\[ P = \text{uniform on circle.} \]

\[ M = \{t : \Theta_t(\omega) \in A\} \text{ where } A \text{ consists of 3 points at spacings 1,2 and 3 around the circle.} \]

If say the spacings between points of \( M \) are

[](...)123123123(....)

then going backwards they are

[](...)321321321(....)

So the distributions of \( M \) and \(-M\) are different.

**Warning.** Even if \( M \) is discrete and recurrent, \( P \) \( \sigma \)-finite does \textit{not} imply \( \mu \) is \( \sigma \)-finite.

**Example.** Let \( X_t = (B_t, Ue^{it}) \) where \( B_t \) is a Brownian motion on \( R \), and \( U \) is uniformly distributed on \([0,2\pi]\), running with the stationary area measure on the
surface of the infinite cylinder $\mathbb{R} \times S^1$. This is a Harris recurrent Hunt process with continuous paths. Let $M = \{t: Ue^{it} = 0\}$. Then $M = L$ is for every $\omega$ a shift of the set $2\pi \mathbb{Z}$, and the $Q$ distribution of $R$ is a single mass of $\infty$ at the point $2\pi$. But the $Q$ distribution of $(X_0, l^2)$ is $\sigma$-finite, the product of Lebesgue measure on $\mathbb{R}$ with a point mass of $1/2\pi$ at $2\pi$. In general, it seems a reasonable conjecture that the $Q$ distribution of $(X_0, R)$ will be $\sigma$-finite, provided the $P$ distribution of $X_0$ is $\sigma$-finite and $X$ has right continuous paths.
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