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1. Introduction

The present paper is a continuation of the work, carried out in [4] and [5]
of investigating the relationship between a Gaussian process and its reproducing
kernel Hilbert subspace. Our main result gives a characterization of the topo-
logical support of a Gaussian measure defined on a linear topological space of
functions on an arbitrary set. As special cases we consider Gaussian processes
on Banach spaces and on duals of Frechet spaces.

2. Preliminary results

In this section we state, and in some cases prove, several results concerning the
equivalence of Gaussian measures under translation. Many of these are modi-
fications of well known results. They are included here since the modified
versions (for the most part having to do with the removal of separability require-
ments) do not seem to be available in the literature. The most important result
is Theorem 2.2, which provides us with the basic technique for the proofs of our
support theorems. It was obtained as Lemma 6 of [4] and used there to derive
certain zero-one laws for Gaussian processes.

Let T be a nonempty set, X a linear space of real valued functions on T and
sl = di(X: T) the smallest a-field of subsets of X under which all the evaluation
maps x -+ x(t), t E T, are measurable. Let a Gaussian probability measure PO
be given on a? such that its mean function Ex (t) = 0 for all t in T and

(2.1) R(t, s) = X x(t)x(s)PO(dx)

is its covariance kernel. The symbol s4 = slo (X; T) will denote the completion
of s with respect to PO. Let H(R) be the reproducing kernel Hilbert space
(RKHS) determined by R. For the definition of a RKHS see [4] where further
references are given. We shall assume that H (R) is a space of functions on T and
that the basic space X is rich enough to contain H(R).

IfS is any countable subset of T, write ?sl = QI(X; S) for the smallest a-field
of subsets of X with respect to which the maps x -* x(t), t E S, are measurable,
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and write slo (X; S) for the completion of Qfs with respect to PO. For any count-
able set S c T we write Hs or Hs (R) for the closed linear subspace of H(R)
spanned by {R(-, t), t E S}. Define

(2.2) Ks= {xe-X:x( ) =x'( ) onSforsomex'eHs}.
For each m in X the transformation am: X X defined by a.m(x) = x + m
clearly sends s sets into ./ sets and ds sets into Sis sets. Furthermore, if f is
any real, 4 measurable function on X, then f(x + m) is jointly s4' x a?
measurable in (x, m). The measure Pm given by Pm (A) = Po (ai 1A ), A E js, is
Gaussian with mean function m and the same covariance kernel as PO.
LEMMA 2.1. Let T be countable. Then

(2.3) P. PO [s?]
(that is, mutually absolutely continuous relative to .d) if and only if

(2.4) m E H(R).

Also

(2.5) H(R) E .

PROOF. The first part of the lemma is well known. To prove (2.5) proceed as
follows: since XA (X- m), where XA is the characteristic function of A, is jointly
measurable in (x, m), Pm(A) = | XA(X - m)PO(dx) is measurable in m for each
A E .' and, of course, a measure in A for each m E X. Moreover, dais countably
generated since T is countable. Hence, by a result of Doob (Stochastic Processes,
p. 616, example 2.7) we can write

(2.6) Pm(A) = If (x, m)PO (dx) + Q(m, A)
where Q(m, -) is singular with respect to PO and f(, ) is jointly measurable.
Now from (2.3) and (2.4) we have

(2.7) H(R) = {m E X:P =PmO = {m E X:{x f (x, m)PO(dx) = I}

Hence H(R) is sl measurable.

For an arbitrary (that is, not necessarily countable) T we have the following
result.
LEMMA 2.2. Let S c T be countable and let P.' and PO be the restrictions of

Pm and PO to so(X; S). Then

(2.8) P,- Po
if and only if

(2.9) m E Ks.
If m 0 Ks, P.' and PO are mutually singular. Furthermore
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(2.10) KS E- .4(X ; S).
PROOF. Denoting by xls the restriction of the function x to S, write Y =

{xIs:xeX}. Let :X -* Y be defined by To(x) = xIs. The following facts are
easily verified: PO = Po -1 is a Gaussian measure on Y with zero mean function
and covariance kernel R' = the restriction of R to S x S, Y is a linear space of
real functions on S, H(R') c Y and

(2.11) q -1 (H(R')) = KS.
Since A E .a?(Y) if and only if T -'(A) E d(X; S), for anyB E d (X; S) we have
P (B) = Po(B) = PO(T(B)). Now let m EX andBEd (X; S) such that P (B) > 0.
Then

(2.12) Po(B + m) > 0 O Po(p(B + m)) > 0.

Since T is a linear map, this is also equivalent to Po(T(B) + T(m)) > 0, which
by Lemma 2.1 is equivalent to 9(m) E H(R').

This gives

(2.13) c (m) EH(R') m e- (H(R'))
4 m E Ks

according to (2.11). Thus, KS E .4(X; S) since H(R') E ld(Y).
We now deduce
THEOREM 2.1. Let T be an arbitrary nonempty set. Then

(2.14) PM =PO [v]

if and only if

(2.15) m E n Ks,

where S runs over all countable subsets of T.
PROOF. If Pm -Po then Pm- Po relative to d?(X; S) and, hence, mi E Ks.

Since S is an arbitrary countable subset of T, it follows that m E ns Ks.
Conversely, if m Ec ns KS then P -Po [a(X; S)] for any countable S c T so
that Pm- PO [d4].

Before proceeding further we observe that from (2.2)

(2.16) H(R) ' Ks.
Let m E H(R). Then m E nfs Ks and we have Pm PO. Denote the Radon-
Nikodym derivative dPm/dPo by Pm. Note that po = 1 a.s. PO. In what follows
(,), || |, and (,)H, ||H will denote the inner product and norm in L2(X, d0(X; 8),
PO) and Hs, respectively. The expression LO(X; S) denotes the closed linear
subspace of constant random variables and L1 (X; S) the closed linear manifold
in L2(X, 40 (X; S), PO) generated by the finite linear combinations I cix(ti),
ti E S. The following lemmas needed in the proof of Theorem 2.2 are stated
below without proof. (See [4].) We also observe that if A E sl(X; S) and
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M1, m2 E X such that ml Is = m21s, then A + m1 = A+ M2. This observation
is useful in deducing part (b) of Lemma 2.3 from (a).
LEMMA 2.3. (a) For every mE Hs,pm E L2(X, so (X S), PO) and(pmi,pm2) =

exp {(ml, m2)H}, ml, m2 c Hs.
(b) If m eKs. then pm e L2(X, d0 (X, S), P), Pm = Pm, where m' EHs such

that m' = m on S, and (Pmi pm2) = exp {(mW, m'2)H}.
LEMMA 2.4. The density pm is a continuous function from H(R) to

L2(X, 'f0 (X.S) Po).
LEMMA 2.5. The family {pm: m E Hs} spans L2(X, dIO(X; S), PO).
LEMMA 2.6. Let g E L2(X. s40(X, S), PO). Then

(2.17) g E Lo(X; S)

if and only if

(2.18) (g, pm) = (g, po) for all m E Hs.
THEOREM 2.2. Let {ej}jX 1 be a complete orthonormal system in HS and let

g be an 40(X: S) measurable real function such that for each x E X and every
rational r

(2.19) g(x + rej) = g(x), j = 1, 2, 3,

Then

(2.20) g(x) = constant a.s. (PO).
Since the proof is short and the theorem is of independent interest we repeat

it here (see [4]).
PROOF. We shall first assume that g e L2(X, 40(X:S), PO). Let m be an

arbitrary element of Hs. Then, using the separability of Hs, it is easy to find a
sequence Im(PT m(P) E Hs, such that

np

(2.21) m( = E c(ejJ- J
j=1

where c7p) are rationals, the sum (2.21) is finite and

(2.22) m(P) mH Oaspp-- oc.

By repeated application of (2.19) we obtain

(2.23) g (x + m(P) ) = g (x),

for every x E X and p = 1, 2., 3. Hence, from the standard formula for
change of variable under a measurable transformation, we find that for every
positive integer p

(2.24) Ig(x)PO(dx) = fg(x + m(P))P0(dx)

= fX g(x)p(p)p(x)PO (dx).
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As p -+ oo the right side of (2.24) converges to JX g(x)pm(x)PO(dx) because of
Lemma 2.4 and (2.22). The resulting relations from (2.24) can then be written as

(2.25) (g, Po) = (g, Pm).
Since (2.25) holds for every m E Hs, it follows from Lemma 2.6 that g E Lo (X; S).
In other words,

(2.26) g = constant a.e. P0.

Next suppose that g is sl0 (X; S) measurable. If N is any positive integer, define
gN(X) = g(x) if Ig(x)| < N and 0 if |g(x)| > N. Then, sincegN E L2(X, 40o(X; S),
P0) and satisfies (2.19), it follows that gN(x) = constant a.e. P0. Since N is
arbitrary we have g = constant a.e. P0.

Since Hs c H(R) we deduce the following.
COROLLARY 2.1. Let g be an sl measurable, real valued function such that for

every h EH(R), and each x E X

(2.27) g(x + h) = g(x).
Then

(2.28) g(x) = constant a.s. P0.

PROOF. Since g is a? measurable, g is .4(X; S) measurable for an .4(X; S)
constructed with respect to some countable set S. Further, for m E Hs,
g(x + m) = g(x). Hence, by Theorem 2.2, g = constant a.e. P0.
COROLLARY 2.2. Let g be an .d(X; S) measurable, real valued function such

that for all me Ks and x e X,

(2.29) g(x + m) = g(x).
Then

(2.30) g = constant a.s. P0.

PROOF. This is obvious since Hs ' Ks.
COROLLARY 2.3. Let A be an s1(X; S) measurable set such that A + m = A

for all m E Hs. Then

(2.31) Po(A) = 0 or Po(A) = 1.

3. General theorems on the support of a Gaussian measure
In this section we equip the linear space X with a topology and describe the

support of the measure P0. As in the previous section, P0 is a Gaussian measure
on (X, sa) with zero mean function and covariance kernel R. We shall also
assume that
(3.1) H (R) c X.

Condition (3.1) presupposes that H (R) consists of functions on T (rather than
equivalence classes of functions). This is ensured by assuming that R is proper,
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that is, that for every finite subset t1, tn of T, and real numbers c1, c,

(3.2) E R(ti, tj)cicj = 0 implies E ciR(, ti) = 0.

Later (at the end of Section 5) we shall relax this restriction.
Let T be a topology on X under which (X, r) has the following properties.
(i) The space (X. T) is a linear topological space such that for each t in T the

evaluation map x x(t) is continuous.
(ii) The relation A E a? implies that the T closure of A E sl. (We denote the

T closure of A by A or AT.)
(iii) Given a z closed linear subspace L E d there exists a decreasing sequence

{Unj of r open neighborhoods of 0 in X such that L + Un E a, Un E a? and

(3.3) n (L + Un) = L.

REMARKS. (a) Property (i) implies that T n v generates a?. We shall call the
members of T rn a? the open sets in d.

(b) Let -r = the a-field generated by all the T open sets of X (that is, the T

topological Borel sets in X). Also let Ts denote the weakest topology on X
(under which (X, T,) is a linear topological space) for which the maps x -- x(t),
t E T, are continuous. Then
(3.4) 4 c

" .a
We shall write -r for the a-field of Baire subsets of X in the T topology.

DEFINITION 3.1. By the topological support of PO, denoted by Supp (P0) or
Supp, (PO) we mean the set of all points x in X such that every T open set in a?
containing x has positive PO measure.
Supp (PO) is obviously a T closed set but may not belong to a?.
THEOREM 3.1. Let equations (3.1) and (3.2) and properties (i), (ii), and (iii)

hold. Then

(3.5) Supp wo0) n Ks.
Sc-A

where A is the set of all countable subsets of T and KS is the T closure of KS.
PROOF. From (2.10) and (ii), KS ECs. Since KS is a T closed linear subspace

of X, by (iii) there exists a decreasing sequence {Un} of open neighborhoods of 0
such that nfl1 (KS + Un) = KS. Let xo E Supp (P0) and let An = xo + KS +
Un. Then n X

1 An = xo + KS. Since An E a, there exists some To E A such that
An E 4(X; To). It has been shown in Section 2 that H(R) c KS. Hence, if
h E HTO, h E KS (since HTO C H(R)) so that An + h = An. By Corollary 2.3 to

the main theorem of the preceding section we conclude that PO(An) = 0 or 1.
But xo E Supp (P0) implies that Po(An) > 0. Thus P(An) = 1 for all n and so

(3.6) Po(xO + KS) = 1.

Now, PO. being Gaussian with zero mean function, is symmetric. Hence,

(3.7) Pot- (xo + Ks)} = Po(xO + Ks) = 1
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From (3.6) and (3.7) it follows that there exist elements y and z in KS such that

(3.8) XO + y = -xO + Z,

that is, 2xo = z - y, which implies that xo E KS since RS is a linear space.
Thus Supp (P0) c Es and (3.5) follows since S E A is arbitrary.
The conclusion of the above theorem can be strengthened if we make one

more assumption of Lindel6f type concerning sl measurability and the T

topology.
THEOREM 3.2. Assume, in addition to equations (3.1) and (3.2) and properties

(i), (ii), and (iii), that given any r closed set A in sl and an open cover {U,,} ofA
by elements U,, of sl, we can extract a countable subcover {U,,}J°= 1 of A. Then
we have

(3.9) Supp (Po) = Ks.
SeA

PROOF. First of all it is clear from the proof of Theorem 3.1 that for each
S E A

(3.10) PO(KS) = 1.

Let xo c ns, KS and let V be an open set in a? containing xo. Since V E SI,
V E da?(X; S) for some countable S. From Lemma 2.2 we see that if Po and P.'
denote, respectively, the restriction of the measures P0 and Pm to the a-field
d?(X; S), where m c- Ks, then Po= P. relative to sl(X; S). Hence, if PO(V) = 0
it follows that

(3.11) P0(V + m) = 0 for everymEKs.
Now the family {V + m}meKs is an s measurable open covering of the r closed
set Ks. Hence, by the assumptions in Theorem 3.2, there is a countable subcover
ofKs which, together with (3.11) implies P0(Ks) = 0. But this contradicts (3.10).
Thus, we have shown that P0 ( V) must be positive for any open V in a? containing
xo, that is, xo E Supp (P0) and we have

(3.12) n KS ' Supp (Po)-
A

Since the opposite inclusion has been shown in Theorem 3.1, the proof of (3.9)
is complete.
COROLLARY 3.1. Under equations (3.1) and (3.2) and properties (i), (ii), and

(iii) we always have

(3.13) H(R) c Supp (P0).

This follows from Theorem 3.2 and the fact that H (R) c KS for every S E A.
THEOREM 3.3. Suppose one of the following additional conditions holds:

(a) there exists a countable set S such that KS = H(R); (b) r = TS. Then

(3.14) Supp (P0) = H(R).
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PROOF. Part (a) is obvious. For (b) suppose xo e Supp (PO) and V is a T open
neighborhood of xo (belonging to 4) which contains no points of H(R). Since
T = T-e, without loss of generality we may assume V to be of the form

(3.15) V = {x e X: Ix(ti) - x0(ti)l < 1, i = 1, k}.

From (3.9) taking S = {t1,I tk} we have xo e Ks. Hence there exists y e Ks
such that y E V, that is, such that

(3.16) Iy(ti) - XO(t) < 1, i = 1, *, k.

But, by the definition of Ks, there is a point x' in Hs and, hence, belonging to
H(R) such that y = x' on S. Hence x' E V and xo e H(R). Thus we have shown
that

(3.17) Supp (PO) c H(R).

Equation (3.14) now follows in view of Corollary 3.1 to Theorem 3.2.
It is natural to expect that Supp (PO) is the intersection of all T closed sets in

a? of probability one. Under an additional hypothesis on z this is indeed the case.
THEOREM 3.4. Assume, in addition to the hypotheses of Theorem 3.2, that for

every T closed set A in v and a point x 0 A there exists an open set U in sl such
that x E U and Ur A = 0. Then

(3.18) Supp (Po) = n(B

where Y is the family of all T closed sets in a? of probability one.
PROOF. Let C denote the set on the right side of (3.18). Then clearly C c

Supp (PO). If C =# Supp (PO) there is a T closed set B E E such that for every
countable subset S of T we have

(3.19) Ks Ct B.

Let S be a countable set such that B is in the a-field 4W(X; S). From (3.19) there
exists x E Ks such that x ¢ B. By the assumption in Theorem 3.4 there is an open
set U in s? such that x E U and U and B are disjoint. This implies that PO (B) < 1
since PO(U) is positive. We, thus, have a contradiction. Hence, C = Supp (PO)
and (3.18) is proved.
Equation (3.18) always holds if(X, T) is a locally convex linear topological space
and a? = XT since, in this case, the assumption of Theorem 3.4 is satisfied.

4. Gaussian measures in separable Banach spaces

We shall not go into details in this section as this problem has been studied in
three recent papers ([5], [6], [8]) motivated largely by the introduction of the
notion of abstract Wiener space by L. Gross [2].
THEOREM 4.1. Let X be a separable, infinite dimensional Banach space and T,

the norm topology in X. Suppose that PO is a Gaussian probability measure on
(X, a?) with zero mean and proper covariance functional R. Then there exists a
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separable Hilbert space H which, if R is proper, is a dense subspace ofX such that
if H is its closure in X with respect to T,

(4.1) H = SuPP (PO )

In this result H is the generating Hilbert subspace of PO, a Hilbert subspace
congruent to the RKHS H (R). For the proof of its existence we refer the reader
to the cited papers. In [5] equation (4.1) is proved under the restriction that R
is continuous. The condition R(y, y) = 0 implies y = 0 ensures that R is proper.
Since it is well known that in a separable Banach space sl = A and since the
Lindel6f theorem holds in X, among the conditions assumed for Theorem 3.3
it is necessary only to comment on (iii). The neighborhoods U, may be taken to
be the spheres {x E X: ||x || < n}, since these belong to .4. It is easily seen that
for any closed set A in X, nf 1 (A + Uj) = A. Observe that since H E X/, the
proof of Theorem 3.1 with Ks replaced by H yields Supp (P0) c H, while the
opposite inclusion follows from (3.18). Thus (4.1) is proved.

5. Gaussian measures on duals of Frechet spaces

Let F be a separable Frechet space and E = F', the topological dual of F.
Take (X, r) = (E, Ts) where T, iS the ar(E, F) topology in E. It is known that
(see [7])

(5.1) s/' =

We shall assume that PO is a Gaussian measure on (E, d ) with zero mean and
covariance functional R. For convenience, we first make the assumption that R
is proper.
LEMMA 5.1. Under the above assumptions,

(5.2) H (R) c E,

and

(5.3) H(R)
is a separable Hilbert space.

PROOF. Write a2 (y) = R (y, y), y E F. Let K,> be the natural linear form in E.
First, we show that if yo is any point in F and {yn} in F converges to yo, then

(5.4) a2(yn YO) 0.

Following the procedure in [3] the sequence of random variables {<x, y,,>} on

(E, Xs, PO) converges in probability to <x, yo> since they converge a.s. (indeed
for every x) to it. Hence, for every s > 0,

(5.5) Po({x E E: <x, Yn> - <X, Yo>I > }) < E,
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for all sufficiently large n. The probability on the left side equals

2 1/2 ¢00
(5.6) ( J et212 dt.

XE l£a(Y - YO)

If (5.4) is not true, for some E' > 0 there is a subsequence {y,n,} such that
a(ynt-yo) _ £' > 0. Then the integral in (5.6), with n = n', is bounded below
by

(2 \1I2 oo

(5.7) (2 0 e-t1 dt.

This implies a contradiction of (5.5) if s is chosen small enough, and (5.4) is
established. The inequality

(5.8) |R(yl,Y2) - R(y° y°)l a(yY - Y?)a(Y2 - Y2) + U(Y?)of(Y2 Y2)
+ (Y 2) (y1 -

where (Y1, Y2), (Y?, Y2°) belong to F x F shows that R is continuous on F x F.
Since F is separable we have (5.3). Furthermore, by the reproducing property,
for everyf in H(R) and y in F

(5.9) f(y) = (f, R(, Y))H(R)
which leads to

(5.10) Jf(Y)j -.jfjjHR)a(Y,Y)-
Clearly, f is linear on F and by (5.4) and (5.10) it is, moreover, continuous.
Hence, f E F' and (5.2) is proved.
LEMMA 5.2. Let A be any closed subset of E. For every open cover {Ux} ofA

there exists a countable subcover of A.
PROOF. Choose a decreasing sequence V,, of neighborhoods of 0 in F. Then

the polars V17 are compact and metrizable and

(5.11) E = U V2.
n= 1

Since the relative topology of V2 has a countable base, by Lindel6f's theorem
the open cover {U, rn Vno} of A r) Vno contains a countable subcover. Since this
is true for each n, the assertion of the lemma follows from (5.11).
The assumption of Theorem 3.2 is an immediate consequence. We also deduce

condition (iii) as follows. If A is any T closed linear subspace of E, then

(5.12) A = n {xEE:<x, y> = 0}.
yeA°

(See [9], [10]). Since A is a closed linear subspace of (E, a(E, F)), A0 is a closed
linear subspace of the topological space (F, aV(F, E)). Since AO is convex, AO is
closed in F as a Frechet space. (If M c F is convex, M is closed if and only if
it is weakly closed in F). Since F is a separable Frechet space, there exists a
countable subset D = {yj} of AO which is dense in the relative topology of A°.
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Then

(5.13) A = n {xeE:<x, yj> = °}.
J=1

Let xo belong to the set on the right side in (5.13). If y is any point in AO, then
there exists a subsequence {y,} in D such that yj - y (in the initial topology ofF).
Since xoE E = F' <xo, yj> - <xO, y>. Hence <xO, y> = 0, that is, xoE A by
(5.12), and (5.13) is shown. For each n = 1, 2, * define

n

(5.14) Un= n {x E E:I<x, Yj> < 2-}.
j=l

{Un} is a decreasing sequence of T open neighborhoods of 0 in E. It will now be
shown that

00

(5.15) ~~~n(A + Un) = A.

Suppose x E A + Un for each n. Then

(5.16) x = an + un, aneA, un E Un,
<x, yj> = <an, yj> + <U., yj> = <Un, yj>

from (5.13). For fixed j and n > j,

(5.17) I<x, Yj>1 = |<un, yj>A < 2 -n 0 as n -+ ci.
Hence <x, yj> = Ofor everyj and x E A, that is, nfl1 (A + Un) c A. Equation
(5.15) follows since the reverse inclusion is obvious. Condition (iii) of Theorem
3.1 has thus been verified. Since all the conditions of Theorem 3.3 are satisfied
for the Gaussian measure space (E, .s, PO) with the topology zS for T in E
(condition (ii) is guaranteed by (5.1)) we are in a position to prove the main
result of this section.
THEOREM 5.1. If PO is a Gaussian probability measure with zero mean and

covariance R on (E, dI) with T = T., then

(5.18) Supp (PO) = H(R) = E.

It remains only to prove the second assertion in (5.18), namely, that H(R)
is dense inE. IfH (R) :6 E, by the Hahn-Banach theorem there exists an element
y # 0 in the dual of (E, a(E, F)) such that y vanishes identically on H(R). Since
the dual is (F, a(F, E)) we have y E F. Next, H(R) belongs to a? from (5.1) and
that Po(H(R)) = 1. Finally, from

(5.19) R(y, y) = fE <x, y>2PO(dx) = ,( <x, y>2PO(dx) = 0

and the assumption that R is proper, it follows that y = 0, a contradiction.
The proof of (5.18) is complete.
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REMARK. Let T1 ( _ TS) be any locally convex topology in E compatible
with the duality ofE and F. Then the T and T, closures of H (R) are the same.
If, further, the assumption of Theorem 3.2 holds for (E, T1) (for example, if
= T,), then it is easy to show that

(5.20) Supp,1 (P0) = Suppr5 (P0) = H(R):

To complete the results of this section we abandon the restriction that R is
proper. Define

(5.21) F = {y E F:R(y,y) = 0}.

Since R is continuous (Lemma 5.1), F is a closed linear subspace of F. It is well
known that the quotient topology on F/F is metrizable and complete. Further-
more, since F is separable, it follows that f = F/F is a separable Frechet space.
Let E = F', the dual ofF (Ft being regarded as a separable Frechet space). Then
it is easily seen that E is the linear subspace ofE given by FO, the polar ofF, that is,

(5.22) E = n {x EE:<x,y> = 0}.
yer

Clearly, E is a closed linear subspace of E if we take in E, T = a(E, F). From
(5.1) sl = = .4,4 being the a-field of Baire subsets of E in the a(E, F)
topology. Also, since from Lemma 5.2 it follows that (E, T) is a Lindel6f space,
PO given on a? is a T-smooth probability measure (see [1], Corollary 1.9.2).
Direct the set of all finite subsets {y} of F by: y, _ Y2 if and only if yV ' Y2 and
write C. = nyc {x E E:<x,y> = 0}. If yV _ Y2 then C,, = Cy2 Therefore,
{QC} is a decreasing net such that ((5.22))

(5.23.) E = ln Cy.
y

The T smoothness of P0 implies that

(5.24) P0(E) = lim PO (CY).

But for each y, Po(CY) = 1 since Po({x E E:<x,y> = O}) = 1 for every y E F.
Hence,

(5.25) Po(E) = 1.

Denote the a-field E n 5a? by W. Then a?is the a-field 4p (E) and by (5.25), P0
is a Gaussian probability measure on (E, .i). Furthermore it is well known
that the topology u(E, F) is the same as the topology induced on E by a(E, F).
This fact implies two conclusions: first, writing T = a(E, F), it is easy to see that

(5.26) SupPT(P0) = Supp (P0);

secondly, E being the dual of the separable Frechet space F, recalling that T =
a(E,_F), we have as in (5.1)

(5.27) W = X-
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The function

(5.28) R(q1, '12) = R(yj, Y2),

where qi E F and yi is any element from qi is the covariance functional of PO on
(E,4 ). Furthermore, it is obvious that R is proper. Hence Theorem 5.1 can now
be applied to (EW, PO). Finally, observing that the RKHS H(R) is contained
in R and that the i closure of H(R) = z closure of H (R), we obtain the following
result.
THEOREM 5.2. Let PO be a Gaussian measure on (E, d ) with zero mean and

covariance R. If T = o(E. F) and H(R) denotes the T closure of H(R) then
H(R) is a separable subspace of E, and

(5.29) H(R) = Supp, (Po) = E.

In Theorems 5.1 and 5.2 we have considered Gaussian measures on the
topological dual E of a separable Frechet space and the topology in E is taken
to be either zs (that is, a(E, F)) or c,, the topology of uniform convergence on
compact subsets of F. In checking the applicability of Theorem 3.2 the main
point has been to verify property (iii) and the assumption of Theorem 3.2. We
learn from a conversation with J. Hoffman-Jorgensen that these conditions are
verifiable in the more general situation when PO is given on a space E which is
the topological dual of an analytic space and T is either Ts or Tz. This is so since
(E, T) has the hereditary Lindelof, as well as the hereditary separable, property.
Furthermore, it is also true that in this case = so that condition (ii) is
automatically satisfied.
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