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1. Introduction

This paper considers the analysis of multidimensional contingency tables when the contingency table can be regarded as being embedded in a 2^n factorial classification. The model assumes that the response variable is binary and is observed over n factors each at two levels. This gives rise to \(2^{n-1} \times 2\) contingency tables. The theoretical development is in the spirit of the Fisher-Irwin treatment of the \(2 \times 2\) table. The work reported here can be regarded as a generalization and extension of their work.

The new techniques for analyzing contingency tables derived here are based on conditional reference sets. This allows derivation of exact tests of significance for testing interactions arising in a contingency table context. These tests are conditional tests and have the property that they are uniformly most powerful unbiased tests.

Although this paper only discusses binary response random variables embedded in a 2^n classification, the methods are readily extended to multinomial response embedded in an arbitrary cross classification structure. In a later paper, analyses for more general contingency tables will be developed.

The classical method for analyzing the interactions associated with a complex classification is based on chi square goodness of fit tests. More recently Kullback and his associates [5], [6] have used the ideas of information theory to analyze multidimensional contingency tables. These techniques are equivalent to likelihood ratio tests. However, both the chi square and likelihood ratio techniques are based on asymptotic distributions. The methods of analysis which use a logit model or a multiplicative model for the probability of a response also are based on asymptotic theory. It is interesting that recent reviews of the analysis of contingency tables do not refer to any exact tests for testing interactions (see Lewis [10], Goodman [4], and Plackett [11]).
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2. Preliminary results

The analysis of contingency tables will be made using the analogue of linear regression for the logistic model. These results have served as the basis of several papers by Cox [2], [3] dealing with the analysis of quantal response data and are implicit in his work. In this section the results are summarized for completeness. Let \( \{Y_i\} \) be a sequence of independent random variables such that \( \theta_i = P\{Y_i = 1\} \) and \( 1 - \theta_i = P\{Y_i = 0\} \). Let \( \mathbf{x}_i = (x_{i,1}, x_{i,2}, \ldots, x_{i,p}) \) be a vector of known constants and \( \beta' = (\beta_1, \beta_2, \ldots, \beta_p) \) be a vector of unknown parameters. The \( \theta_i \) will be assumed to have the form

\[
\theta_i = \frac{\exp \{\beta' \mathbf{x}_i\}}{1 + \exp \{\beta' \mathbf{x}_i\}} \quad \text{for} \quad i = 1, 2, \ldots, n.
\]

If \( \lambda_i \) is defined by \( \lambda_i = \log \{\theta_i/(1 - \theta_i)\} \), then we have the model

\[
\lambda_i = \beta' \mathbf{x}_i = \sum_{j=1}^p \beta_j x_{i,j} \quad \text{for} \quad i = 1, 2, \ldots, n.
\]

The joint frequency function of \( \{Y_i\} \) is

\[
f(y_1, y_2, \ldots, y_n) = \prod_{i=1}^n \theta_i^{y_i}(1 - \theta_i)^{1-y_i} = \frac{\exp \sum_{j=1}^p \beta_j t^{(j)}}{\prod_{i=1}^n (1 + \exp \{\beta' \mathbf{x}_i\})}
\]

where \( t^{(j)} = \sum_{i=1}^n x_{i,j} y_i \). Hence \( t'(t^{(1)}, t^{(2)}, \ldots, t^{(p)}) \) are jointly sufficient statistics for \( \beta' = (\beta_1, \beta_2, \ldots, \beta_p) \). The frequency function of the sufficient statistics is

\[
f(t) = P\{T^{(1)} = t^{(1)}, T^{(2)} = t^{(2)}, \ldots, T^{(p)} = t^{(p)}\} = \frac{C(t) \exp \sum_{j=1}^p t^{(j)} \beta_j}{\prod_{i=1}^n (1 + \exp \{\beta' \mathbf{x}_i\})}
\]

where \( C(t) = C(t^{(1)}, t^{(2)}, \ldots, t^{(p)}) \) is the number of ways of permuting \( y_1, y_2, \ldots, y_n \) such that \( T^{(1)} = t^{(1)}, T^{(2)} = t^{(2)}, \ldots, T^{(p)} = t^{(p)} \). The combinatorial coefficient \( C(t) \) may be found as the coefficient of

\[
C(t^{(1)}, t^{(2)}, \ldots, t^{(p)}) = \sum_{\mathbf{z}} z^{(1)} z^{(2)} \cdots z^{(p)}
\]

in the generating function

\[
\varphi(\zeta) = \prod_{i=1}^n (1 + \zeta_1^{x_{1,i}} \zeta_2^{x_{2,i}} \cdots \zeta_p^{x_{p,i}}).
\]

If one is interested in making an inference about only a single \( \beta_i \), say \( \beta_p \), one can use the distribution of \( T^{(p)} \) conditional on \( T^{(j)} = t^{(j)} \) for \( j = 1, 2, \ldots, p - 1 \). This results in

\[
f(t^{(p)}|t^{(1)}, \ldots, t^{(p-1)}) = \frac{C(t^{(1)}, t^{(2)}, \ldots, t^{(p)}) \exp \{t^{(p)} \beta_p\}}{\sum_{z} C(t^{(1)}, t^{(2)}, \ldots, t^{(p-1)}, z) \exp \{z \beta_p\}}.
\]
where the summation in the denominator is taken over the range of \( t^{(p)} \). Note that (2.4) is of the exponential form. Hence use of the conditional distribution given by (2.7) results in uniformly most powerful unbiased tests for testing the null hypothesis \( H_0: \beta_p = 0 \) versus one sided or two sided alternatives (see Lehmann [9]). Under \( H_0: \beta_p = 0 \), the conditional distribution of \( T^{(p)} \) takes the form

\[
\begin{align*}
\int_0 C(t^{(1)}, t^{(2)}, \ldots, t^{(p-1)}, t^{(p)}) \sum \frac{C(t^{(1)}, t^{(2)}, \ldots, t^{(p-1)}, z)}{C(t^{(1)}, t^{(2)}, \ldots, t^{(p-1)}, z)}.
\end{align*}
\]

3. Testing for interaction in two \( 2 \times 2 \) contingency tables

3.1. Choice of model. Suppose we have a \( 2^2 \) factorial experiment where the observations are “successes” or “failures.” The two factors will be denoted by \( A \) and \( B \) and the factor levels by 0 and 1. The observation of the \( k \)th measurement made on the \( i \)th level of factor \( A \) and the \( j \)th level of \( B \) will be denoted by \( Y_{i,j,k} \), where \( i, j = 0, 1; k = 1, 2, \ldots, n_{i,j} \). Define the quantities \( \theta_{i,j,k} = P\{Y_{i,j,k} = 1\} \) and \( \lambda_{i,j,k} = \log \{\theta_{i,j,k}/(1 - \theta_{i,j,k})\} \). The model which we shall use for the \( \lambda_{i,j,k} \) is

\[
\lambda_{i,j,k} = \mu + i \alpha + j \beta + ij(\alpha \beta), \quad i, j = 0, 1.
\]

Note that this is not the usual model associated with a \( 2^2 \) experiment. If the parameters \( \mu, \alpha, \beta, \) and \( (\alpha \beta) \) are written in terms of \( \lambda_{i,j} \) (the subscript \( k \) has been dropped because \( \lambda_{i,j,k} \) is constant for all \( k \)), we have

\[
\begin{align*}
\mu &= \lambda_{0,0}, \\
\alpha &= \lambda_{1,0} - \lambda_{0,0}, \\
\beta &= \lambda_{0,1} - \lambda_{0,0}, \\
(\alpha \beta) &= (\lambda_{1,1} - \lambda_{0,1}) - (\lambda_{1,0} - \lambda_{0,0}).
\end{align*}
\]

An interpretation of these parameters can be made in terms of relative risks or odds ratios. For this purpose define

\[
\begin{align*}
\psi_A(j) &= \exp \{\lambda_{1,j} - \lambda_{0,j}\} = \frac{\theta_{1,j}/(1 - \theta_{1,j})}{\theta_{0,j}/(1 - \theta_{0,j})}, \quad j = 0, 1, \\
\psi_B(i) &= \exp \{\lambda_{i,1} - \lambda_{i,0}\} = \frac{\theta_{i,1}/(1 - \theta_{i,1})}{\theta_{i,0}/(1 - \theta_{i,0})}, \quad i = 0, 1,
\end{align*}
\]

where \( \theta_{i,j} = \theta_{i,j,k} \) for all \( k \). Then we have

\[
\exp \{\alpha \beta\} = \frac{\psi_A(1)}{\psi_A(0)} = \frac{\psi_B(1)}{\psi_B(0)},
\]

\[
\exp \{\alpha\} = \psi_A(0), \quad \exp \{\beta\} = \psi_B(0).
\]

The quantity \( \exp \{\alpha \beta\} \) is simply Bartlett’s definition of a second order interaction for a \( 2 \times 2 \times 2 \) table [1]. The parameter \( \psi_A(j) \) is the relative risk (odds ratio) comparing the odds ratio of success for factor \( A \) at level 1 versus 0, holding
factor $B$ at level $j$. An analogous interpretation holds for $\psi_B(i)$. Thus $\exp \{ x \beta \}$ is the ratio of two relative risks (or odds ratios).

A model for $\lambda_{i,j}$ in terms of the usual main effect and interaction terms associated with a $2^2$ experiment would be

$$\lambda_{i,j} = \mu + (2i - 1)(A) + (2j - 1)(B) + (2i - 1)(2j - 1)(AB),$$

where $(A)$ and $(B)$ are main effect terms and $(AB)$ is the interaction term. Clearly the relations among the parameters in the two models are

$$2^2(A) = -\lambda_{0,0} + \lambda_{1,0} - \lambda_{0,1} + \lambda_{1,1} = 2\alpha + (x\beta),$$

$$2^2(B) = -\lambda_{0,0} - \lambda_{1,0} + \lambda_{0,1} + \lambda_{1,1} = 2\beta + (x\beta),$$

$$2^2(AB) = \lambda_{0,0} - \lambda_{1,0} - \lambda_{0,1} + \lambda_{1,1} = (x\beta).$$

Therefore a test for $H_0: (AB) = 0$ is equivalent to $H_0: (x\beta) = 0$. However tests on the main effects $H_0: (A) = 0$ or $H_0: (B) = 0$ do not correspond to $H_0: \alpha = 0$ or $H_0: \beta = 0$. On the other hand, tests on the null hypotheses $H_0: \alpha = 0$ and $H_0: \beta = 0$ may be regarded as tests on main effects conditional on $(x\beta) = 0$. Hence, the parameters $\alpha$ and $\beta$ will be referred to as conditional main effects.

3.2. Exact test for $H_0: (x\beta) = 0$. The data from the $2^2$ experiment may be summarized in the two $2 \times 2$ tables depicted below. In order to avoid triple subscript notation we use the notation $s_j = \sum_k Y_{1,j,k}$, $r_j = \sum_k Y_{0,j,k}$, $t_j = r_j + s_j$, $N_j = m_j + n_j$.

$$\begin{array}{c|c|c}
& B_0 & B_1 \\
S & F &  \\
\hline
A_0 & m_0 - r_0 & m_0 \\
r_0 & m_0 & m_0 \\
A_1 & n_0 - s_0 & n_0 \\
s_0 & n_0 & n_0 \\
t_0 & N_0 - t_0 & N_0 \\
N_0 &  \\
\end{array}$$

We shall utilize the results of Section 2 to obtain a uniformly most powerful unbiased test for $H_0: (x\beta) = 0$ versus a one sided or two sided alternative. Define $I_{i,j}$ as a column vector of identity elements of length $n_{i,j}$; also let $\lambda' = (\lambda_{0,0}, \ldots, \lambda_{1,1})$ be the vector of the logits. The model described by equation (3.1) can then be written in matrix notation as

$$\lambda = \begin{bmatrix}
I_{0,0} & 0 & 0 & 0 \\
I_{1,0} & I_{1,0} & 0 & 0 \\
I_{0,1} & 0 & I_{0,1} & 0 \\
I_{1,1} & I_{1,1} & I_{1,1} & I_{1,1}
\end{bmatrix} \begin{bmatrix}
\mu \\
\alpha \\
\beta \\
(x\beta)
\end{bmatrix}$$

Let $Y_{i,j}$ correspond to the $n_{i,j} \times 1$ column vector of observations $\{Y_{i,j,k}\}$ made at condition $(A_1, B_j)$. Then the vector of sufficient statistics is
Therefore to test the hypothesis $H_0: (\alpha \beta) = 0$ we require the distribution of $P\{S_1 = s_1 | T = t, S = s, T_1 = t_1\}$ which will be denoted by $f(s_1 | t, s, t_1)$. This distribution is given by equation (3.1); that is,

\[
f(s_1 | t, s, t_1) = \frac{C(t, s, t_1, s_1) \exp \{s_1(\alpha \beta)\}}{\sum \tilde{C}(t, s, t_1, z) \exp \{z(\alpha \beta)\}}.
\]

The coefficient $C(t, s, t_1, s_1)$ can be found from the coefficient of $\zeta_{12}^{12} \zeta_{12}^{12} \zeta_{12}^{12}$ in the generating function

\[
\varphi(\zeta) = (1 + \zeta_{12}^{12})^{m_0}(1 + \zeta_{12}^{12})^{n_0}(1 + \zeta_{12}^{12})^{m_1}(1 + \zeta_{12}^{12})^{n_1}.
\]

Expanding $\varphi(\zeta)$ results in

\[
\varphi(\zeta) = \sum_{i,j,k,\ell} \sum \binom{m_0}{i} \binom{n_0}{j} \binom{m_1}{k} \binom{n_1}{\ell} \zeta_i^{12} \zeta_j^{12} \zeta_k^{12} \zeta_{\ell}^{12},
\]

which after making the transformations

\[
t = i + j + k + \ell, \quad s = j + \ell, \quad t_1 = k + \ell, \quad s_1 = \ell,
\]

results in

\[
C(t, s, t_1, s_1) = \binom{m_0}{t_0 - s_0} \binom{n_0}{t_1 - s_1} \binom{m_1}{t_1 - s_1} \binom{n_1}{s_1}.
\]

Note that the joint conditions ($T = t, S = s, T_1 = t_1$) are equivalent to $T_0 = t_0, T_1 = t_1, S = s$) by virtue of $T = T_1 + T_1$. Hence we shall write $f(s_1 | t, s, t_1)$ as $f(s_1 | t_0, t_1, s)$. Furthermore in what follows it will be convenient to define

\[
C(s_j, t_j) = \binom{m_j}{t_j - s_j} \binom{n_j}{s_j}, \quad j = 0, 1.
\]
Therefore
\[
C(t, s, t_1, s_1) = C(s - s_1, t_0)C(s_1, t_1)
\]
and we shall write (3.10) as
\[
(3.17) \quad f(s_1|t_0, t_1, s) = \frac{C(s - s_1, t_0)C(s_1, t_1)}{\sum_z C(s - z, t_0)C(z, t_1)}.
\]

The conditional distribution of \( S_1 \) when \((x\beta) = 0\) is thus
\[
(3.18) \quad f(s_1|t_0, t_1, s) = \frac{C(s - s_1, t_0)C(s_1, t_1)}{\sum_z C(s - z, t_0)C(z, t_1)}.
\]

Consequently the test of significance for \( H_0: (x\beta) = 0 \) against \( H_1: (x\beta) > 0 \) employs the tail probability
\[
(3.19) \quad P\{S_1 \geq s_1|T_0 = t_0, T_1 = t_1, S = s\} = \sum_{w \geq s_1} f_0(w|t_0, t_1, s).
\]

The test of significance against the two sided alternative \( H_1: (x\beta) \neq 0 \) is calculated by defining the set \( W = \{w: f_0(w|t_0, t_1, s) \leq f_0(s_1|t_0, t_1, s)\} \) and evaluating the tail probability \( P = \sum_{w \in W} f_0(w|t_0, t_1, s) \).

3.3. Test for main effects and decomposition of probabilities. Analogous to the decomposition of the sums of squares associated with the general linear hypothesis for continuous type data is the decomposition of the frequency function of the observations. To see this, we note that the joint probability function is
\[
(3.20) \quad f(t, s, t_1, s_1|\mu, x, \beta, (x\beta)) = \frac{C(t, s, t_1, s_1) \exp \{\mu t + xs + \beta t_1 + (x\beta)s_1\}}{\sum_i \sum_j \sum_k \sum_{\ell} C(i, j, k, \ell) \exp \{\mu i + xj + \beta k + (x\beta)\ell\}}.
\]

This probability function can be further decomposed into
\[
(3.21) \quad f(t, s, t_1, s_1|\mu, x, \beta, (x\beta)) = f(s_1|t_0, t_1, s, (x\beta))f(s, t_1|t, x, \beta, (x\beta))f(t|\mu, x, \beta, (x\beta)).
\]

where \( f(s_1|t_0, t_1, s, (x\beta)) \) is given by (3.17) and
\[
(3.22) \quad f(s, t_1|t, x, \beta, (x\beta)) = \frac{\sum_{\ell} C(t, s_1, t_1, \ell) \exp \{xs + \beta t_1 + (x\beta)\ell\}}{\sum_j \sum_k \sum_{\ell} C(t, j, k, \ell) \exp \{xj + \beta k + (x\beta)\ell\}}.
\]
\[
(3.23) \quad f(t|\mu, x, \beta, (x\beta)) = \frac{\sum_{i} \sum_{j} \sum_{k} \sum_{\ell} C(t, j, k, \ell) \exp \{\mu i + xj + \beta k + (x\beta)\ell\}}{\sum_{i} \sum_{j} \sum_{k} \sum_{\ell} C(i, j, k, \ell) \exp \{\mu i + xj + \beta k + (x\beta)\ell\}}.
\]
Note that \( f(s, t_1 | t, \alpha, \beta, (\alpha \beta)) \) is the joint distribution of \((s, t_1)\) conditional on \(t\) and \(f(t | \mu, \alpha, \beta, (\alpha \beta))\) is the marginal distribution of \(t\). Further we can decompose

\[(3.24) \quad f(s, t_1 | t, \alpha, \beta, (\alpha \beta)) = f(s | t_0, t_1, \alpha, (\alpha \beta)) f(t_1 | t, \alpha, \beta, (\alpha \beta)) \]

\(= f(t_1 | s, t, \beta, (\alpha \beta)) f(s | t, \alpha, \beta, (\alpha \beta)). \]

where

\[(3.25) \quad f(s | t_0, t_1, \alpha, (\alpha \beta)) = \frac{\sum_{s_1} C(s - s_1, t_0) C(s_1, t_1) \exp \{\alpha s + (\alpha \beta) s_1\}}{\sum_{s_1} C(s - s_1, t_0) C(s_1, t_1)}. \]

\[(3.26) \quad f(t_1 | s, t, \beta, (\alpha \beta)) = \frac{\sum_{t_1} C(s - s_1, t_1) C(s_1, t_1) \exp \{\beta t_1 + (\alpha \beta) s_1\}}{\sum_{t_1} C(s - s_1, t_1) C(s_1, t_1)}. \]

\[(3.27) \quad f(t_2 | t, \alpha, \beta, (\alpha \beta)) = \frac{\sum_{t_2} C(s - s_1, t - t_2) C(s_1, t_1) \exp \{\alpha s + \beta t_1 + (\alpha \beta) s_1\}}{\sum_{t_2} C(s - s_1, t - t_2) C(s_1, t_1) \exp \{\alpha s + \beta t_1 + (\alpha \beta) s_1\}}. \]

and

\[(3.28) \quad f(s | t, \alpha, \beta, (\alpha \beta)) = \frac{\sum_{s_1} \sum_{t_1} C(s - s_1, t - t_1) C(s_1, t_1) \exp \{\alpha s + \beta t_1 + (\alpha \beta) s_1\}}{\sum_{s_1} \sum_{t_1} C(s - s_1, t - t_1) C(s_1, t_1) \exp \{\alpha s + \beta t_1 + (\alpha \beta) s_1\}}. \]

If the hypothesis \( H_0: (\alpha \beta) = 0 \) is correct then the probability function \( f(s | t_0, t_1, \alpha, (\alpha \beta) = 0) = f(s | t_0, t_1, \alpha) \) can be used to make an inference about the null hypothesis \( H_0: \alpha = 0 \). That is, the appropriate tail probability for the alternate hypothesis \( H_1: \alpha > 0 \) is

\[(3.29) \quad \sum_{z \geq s} f(z | t_0, t_1, \alpha = 0) = \frac{\sum_{z \geq s} \sum_{s_1} C(z - s_1, t_0) C(s_1, t_1)}{\sum_{z \geq s} \sum_{s_1} C(z - s_1, t_0) C(s_1, t_1)}. \]

The tail probability associated with the two sided alternative \( H_1: \alpha \neq 0 \) is

\[(3.30) \quad P = \sum_{w \in W} f(s | t_0, t_1, \alpha = 0), \]

where \( W = \{w: f(w | t_0, t_1, \alpha = 0) \leq f(s | t_0, t_1, \alpha = 0)\} \).

3.4. Normal approximation to tests of significance. In this section, normal approximations will be obtained for tests of significance associated with the test on the interaction and the conditional main effects. The probability of \( S_j = s_j \) conditional on \( t_j, j = 0, 1 \), associated with a single \( 2 \times 2 \) table is

\[(3.31) \quad p(s_j | t_j) = \frac{C(s_j, t_j) \psi_A(j)^{s_j}}{\sum_{z_j} C(z_j, t_j) \psi_A(j)^{z_j}}, \quad j = 0, 1, \]
where $\psi_A(j)$ is the relative risk for the $2 \times 2$ table with factor $B$ held at level $j$. Under the null hypothesis $H_0: \psi_A(j) = 1$, the distribution of $S_j$ follows the hypergeometric distribution, that is,

\begin{equation}
 p_0(s_j|t_j) = \frac{\binom{C(s_j, t_j)}{N_j}}{\binom{s_j}{t_j}}
\end{equation}

having mean and variance

\begin{equation}
 \mu_j = E\{S_j|T_j = t_j\} = \frac{t_j n_j}{N_j},
\end{equation}

\begin{equation}
 \sigma_j^2 = \text{Var}\{S_j|T_j = t_j\} = \frac{t_j m_j n_j (N_j - t_j)}{N_j^2 (N_j - 1)}.
\end{equation}

Note that if $(x\beta) = 0$, the distribution of $S_0$ conditional on \{\(T_j = t_j, j = 0, 1; S = s\)\} given by (3.17) is simply

\begin{equation}
 f(s_1|t_0, t_1, s) = \sum_z p_0(s - z|t_0)p_0(z|t_1).
\end{equation}

For notational simplicity we shall define the random variables $W_0$ and $W_1$ by

$$P\{W_0 = s_0\} = P\{S_0 = s_0|T_0 = t_0\}, \quad P\{W_1 = s_1\} = P\{S_1 = s_1|T_1 = t_1\}.$$ 

When $N_j$ is relatively large, the distribution of $W_j$ tends to an independent normal distribution with mean $u_j$ and variance $\sigma_j^2$. Therefore, when the normal approximation to the hypergeometric distribution holds we have

\begin{equation}
 P\{S_1 = s_1|T_j = t_j, j = 0, 1; S_0 + S_1 = s\} = P\{W_1 = s_1|W_0 + W_1 = s\}
 \approx \frac{\varphi_0(s - w_1)\varphi_1(w_1)}{\varphi(s)},
\end{equation}

where $\varphi_j(x)$ is the p.d.f. of the normal distribution with parameters $(\mu_j, \sigma_j^2)$, and $\varphi(s)$ is the normal p.d.f. with mean $(\mu_0 + \mu_1)$ and variance $(\sigma_0^2 + \sigma_1^2)$. Substituting the appropriate p.d.f., an easy calculation shows that the approximate distribution of $W_1$ conditional on $W_0 + W_1 = s$ is normal with mean and variance given by

\begin{equation}
 E\{W_1|W_0 + W_1 = s\} = \mu_{01} = \mu_1 + \frac{\rho_{01}\sigma_1}{\sigma_0}(s - \mu_0 - \mu_1),
\end{equation}

\begin{equation}
 \text{Var}\{W_1|W_0 + W_1 = s\} = \sigma_{01}^2 = \rho_{01}^2(\sigma_0^2 + \sigma_1^2),
\end{equation}

where

\begin{equation}
 \rho_{01} = \frac{\sigma_0\sigma_1}{(\sigma_0^2 + \sigma_1^2)}.
\end{equation}
Hence since the conditional distribution of $W_1$ is approximately $N(\mu_{10}, \sigma_{10}^2)$, a test of significance may be conducted by taking $(W_1 - \mu_{10})/\sigma_{10}$ to be a $N(0, 1)$ random variable.

If one accepts the inference that the interaction is nonexistent, then one could test the null hypotheses $H_0: \alpha = 0$ and $H_0: \beta = 0$ which refer to the conditional main effects. The appropriate conditional distributions for these hypotheses are given by (3.25) to (3.28). Under $H_0$, these distributions do not depend on any parameters. We shall illustrate the normal approximation for $H_0: \alpha = 0$.

Since the test of the hypothesis $H_0: \alpha = 0$ depends on the distribution of $S = S_0 + S_1$ conditional on $T_j = t_j, j = 0, 1$, we have

$$E[S|T_0 = t_0, T_1 = t_1] = \mu_0 + \mu_1,$$

$$\text{Var } S|T_0 = t_0, T_1 = t_1 = \sigma_0^2 + \sigma_1^2.$$  

Consequently the large sample approximation to $S$, if $\alpha = 0$, is to take $S$ to be normal with mean $\mu_0 + \mu_1$ and variance $\sigma_0^2 + \sigma_1^2$.

3.5. Binomial approximation to nonnull distribution. The expression for the frequency function $f(s_j|t_0, t_1, s)$, equation (3.17), associated with the test for interaction may be approximated by using the binomial approximation to the hypergeometric distribution. The hypergeometric distribution can often be approximated quite accurately by the corresponding terms of the binomial distribution which has the same mean, and as closely as possible, the same variance [5]. This approximation is

$$C(s_j, t_j) = \binom{m_j}{t_j - s_j} \binom{n_j}{s_j} \sim \binom{n_j^*}{s_j} p_j^* q_j q_j^* - s_j,$$

where $n_j^*$ is the nearest integer to $t_j n_j/[N_j - m_j(N_j - t_j)/(N_j - 1)]$ and $p_j^* = t_j n_j/N_j n_j$.

Using this approximation in (3.17) yields

$$f(s_j|t_0, t_1, s) \sim \binom{n_0^*}{s - s_1} \binom{n_1^*}{s_1} \{\psi^* e(s \psi)} s_1 \sum_{z = z_1}^{z_2} \binom{n_0^*}{s - z} \binom{n_1^*}{z} \{\psi^* e(z \psi)} z,$$

where

$$\psi^* = \frac{p_j^*/q_j^*}{p_j^*/q_j^*}.$$

Note that (3.40) is exactly the same expression as the frequency function associated with the nonnull conditional distribution of a single $2 \times 2$ contingency table. Again, employing the binomial approximation to the hypergeometric distribution, that is,
where $N^* = n_0^* + n_1^*$, $\eta = \text{nearest integer to } sn_1^*/[N^* - n_0^*(N^* - s)/(N^* - 1)]$, and $\pi = sn_1^*/N^* \eta$, results in

$$f(s_1 | t_0, t_1, s) \sim \left( \frac{\eta}{s_1} \right) \left( \frac{\pi \psi^* e^{(a\beta)}}{[\pi \psi^* e^{(a\beta)} + 1 - \pi]^\eta} \right) = \left( \frac{\eta}{s_1} \right) P^* Q^{\pi - s_1},$$

where

$$P = \left[ \frac{\pi \psi^* e^{(a\beta)}}{[\pi \psi^* e^{(a\beta)} + 1 - \pi]} \right], \quad Q = 1 - P.$$

Consequently, an approximation to $f(s_1 | t_0, t_1, s)$ is to take the random variable $S_1$ to be approximately distributed as a binomial random variable with sample size $\eta$ and success probability $P$. Hence a confidence interval on $P$ can, by suitable transformation, be made into a confidence interval on $e^{(a\beta)}$. That is, if $(P_1, P_2)$ are $100(1 - 2\alpha)$ per cent confidence limits on $P$, then

$$\frac{(1 - \pi)/(1 - P_i)}{\psi^*(\pi/P_i)}, \quad i = 1, 2,$$

are approximate confidence limits for $e^{(a\beta)}$. Furthermore, another approximation of the significance test for the null hypothesis $H_0: (a\beta) = 0$ versus $H_1: (a\beta) > 0$ is to compute the tail area probabilities

$$P\{S_1 \geq s_1 | (a\beta) = 0\} = \sum_{k=s_1}^{\eta} \left( \frac{\eta}{k} \right) P_0^k Q_0^{\pi - k},$$

where $P_0 = \pi \psi^*/[\pi \psi^* + 1 - \pi]$.

4. The general case of $n$ factors

4.1. Preliminaries and notation. In this section we extend the treatment of the analysis of $2 \times 2$ contingency tables for the situation where the number of tables is a power of two. It is convenient to use the notation associated with factorial experiments. Let $A_1, A_2, \cdots, A_n$ represent $n$ factors each at two levels. There will then be $2^n$ factorial combinations. If we fix on one factor, say $A_1$, this situation may be regarded as having $2^{n-1} 2 \times 2$ contingency tables involving the two levels of $A_1$ where each contingency table represents a fixed combination of the remaining $(n - 1)$ factors.

The general development is eased if one adopts an operational calculus suited to factorial experiments (see Kurkjian and Zelen [8]). Let a factorial combination
be denoted by the \( n \) tuple binary number \( x = (x_1, x_2, \ldots, x_n) \) where \( x_i = 0 \) or 1, \( i = 1, 2, \ldots, n \), depending on whether the \( i \)th factor is at the “low” level or “high” level, respectively. Throughout this section, we will have need for ordering the \( 2^n \) \( n \) digit binary numbers in a standard order. For this purpose we use the operation of the symbolic direct product which is designated by \( \otimes \) (see [8]). Define the vector \( \delta \) by \( \delta' = (0, 1) \). Then the standard order for \( n = 2 \) (four treatment combinations) is given by the rows of \( \delta \otimes \delta \) which is

\[
\delta \otimes \delta = \begin{pmatrix} 0 \\ 1 \end{pmatrix} \otimes \begin{pmatrix} 0 \\ 1 \end{pmatrix} = \begin{pmatrix} 0 & 0 \\ 0 & 1 \\ 1 & 0 \\ 1 & 1 \end{pmatrix}
\]

The standard order for \( n = 3 \) is given by the rows of

\[
\delta \otimes \delta \otimes \delta = \begin{pmatrix} 0 \\ 1 \end{pmatrix} \otimes \begin{pmatrix} 0 \\ 1 \end{pmatrix} \otimes \begin{pmatrix} 0 \\ 1 \end{pmatrix} = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 1 & 0 \\ 0 & 1 & 1 \\ 1 & 0 & 0 \\ 1 & 0 & 1 \\ 1 & 1 & 0 \\ 1 & 1 & 1 \end{pmatrix}
\]

The generalization to arbitrary \( n \) is clear.

Let \( Y(x) \) denote a binary random variable representing the outcome of the \( x \)th treatment combination. Also define

\[
\theta(x) = P\{Y(x) = 1\}, \quad 1 - \theta(x) = P\{Y(x) = 0\},
\]

\[
\lambda(x) = \log \{\theta(x)/(1 - \theta(x))\}.
\]

The generalized interaction among the factors \( A_i, A_i, \ldots, A_i \) will be denoted by \( a_{i_1i_2\ldots i_p} \). Another way of designating this generalized interaction is to define

\[
z_i = \begin{cases} 1 & \text{if factor } A_i \text{ is included in the generalized interaction,} \\ 0 & \text{otherwise}, \end{cases}
\]

\[
z = (z_1, z_2, \ldots, z_n),
\]

and let \( a(z) = a_{i_1i_2\ldots i_p} \). That is, the generalized interaction can also be designated by an \( n \) digit binary number. The binary number \((0, 0, \ldots, 0)\) will refer to a constant term; that is, \( a(0, 0, \ldots, 0) = \mu \).

For the purpose of writing \( \lambda(x) \) as a function of the generalized interactions, define

\[
d_{z} = \begin{cases} (0, 1)' & \text{if } z_i = 1, \\ (1, 1)' & \text{if } z_i = 0, \end{cases}
\]

\[
2^n = \begin{pmatrix} (0, 1)' & \ldots & (1, 1)' \end{pmatrix}
\]
and

\[ \delta^* = (\delta_1^* \times \delta_2^* \times \cdots \times \delta_n^*), \]

where \( \times \) denotes the Kronecker product. Then if \( \lambda \) is the vector of \( \{\lambda(x)\} \) arranged in the standard order we have

\[ \lambda = \sum_z \delta^* a(z), \]

where the summation is over all \( n \) digit binary numbers. The \( \lambda(x) \) corresponding to a particular treatment combination can then be written as

\[ \lambda(x) = \left[ \left( \frac{1 - x_1}{x_1} \right) \times \left( \frac{1 - x_2}{x_2} \right) \times \cdots \times \left( \frac{1 - x_n}{x_n} \right) \right] \lambda \]

\[ = \sum_z \left[ \left( \frac{1 - x_1}{x_1} \right)^{\delta_{z_1}} \times \left( \frac{1 - x_2}{x_2} \right)^{\delta_{z_2}} \times \cdots \times \left( \frac{1 - x_n}{x_n} \right)^{\delta_{z_n}} \right] a(z), \]

where \( \times \) denotes Kronecker product multiplication. It is easy to verify that

\[ \left( \frac{1 - x_i}{x_i} \right)^{\delta_{z_i}} = 1 - z_i(1 - x_i), \quad i = 1, 2, \cdots, n. \]

Hence we have

\[ \lambda(x) = \sum_z \prod_{i=1}^n \left[ 1 - z_i(1 - x_i) \right] a(z) = \sum_z \varphi(x, z)a(z), \]

where

\[ \varphi(x, z) = \prod_{i=1}^n \left[ 1 - z_i(1 - x_i) \right]. \]

4.2 The logistic model. At condition \( x \) let

\[ \theta(x) = P\{Y(x) = 1\} = \frac{\exp \{\lambda(x)\}}{1 + \exp \{\lambda(x)\}}. \]

Then if \( Y_1(x), Y_2(x), \cdots, Y_{m(x)}(x) \) denote \( m(x) \) independent binary random variables made at treatment \( x \), we have

\[ P\{Y(x) = y(x)\} = P\{Y_1(x) = y_1(x), Y_2(x) = y_2(x), \cdots, Y_{m(x)}(x) = y_{m(x)}(x)\} \]

\[ = \frac{\exp \{s(x)\lambda(x)\}}{[1 + \exp \{\lambda(x)\}]^{m(x)}}, \]

where \( s(x) = \sum_{j=1}^{m(x)} y_j(x) \) is the total number of one's at condition \( x \). Hence if \( Y \) denotes the vector of \( \{Y(x)\} \) over all treatment combinations and \( y \) is the vector of outcomes we have

\[ P\{Y = y\} = \prod_x \frac{\exp \{s(x)\lambda(x)\}}{[1 + \exp \{s(x)\lambda(x)\}]^{m(x)}} = \frac{\exp \sum_x s(x)\lambda(x)}{\prod_x [1 + \exp \{\lambda(x)\}]^{m(x)}}, \]
where all the products and sums are taken over the \( n \) digit binary numbers \( x \).

Since
\[
\sum_x s(x)\lambda(x) = \sum_x s(x) \sum_z \phi(x, z)a(z) = \sum_z t(z)a(z)
\]
we have
\[
(4.14) \quad t(z) = \sum_x \phi(x, z)s(x),
\]

we have
\[
(4.15) \quad P\{Y = y\} = \frac{\exp \sum_z t(z)a(z)}{\prod_x \left[ 1 + \exp \sum_z \phi(x, z)a(x) \right]^{m(x)}},
\]

Thus we have shown that \( \{t(z)\} \) is jointly sufficient for the \( 2^n \) parameters \( \{a(z)\} \).

Since a set of sufficient statistics exists which is actually a minimal set, we can reduce the distribution of \( Y \) given by (4.13) to the joint distribution of the sufficient statistics \( \{t(x)\} \). Consequently, if \( t \) is the vector of sufficient statistics, we have
\[
(4.16) \quad p(t) = P\{T = t\} = \frac{C(t) \exp \sum_z t(z)a(z)}{\prod_x \left[ 1 + \exp \sum_z \phi(x, z)a(x) \right]^{m(x)}},
\]

where \( C(t) \) is a quantity dependent on \( t \) and not on \( \{a(z)\} \) which makes \( \Sigma_t p(t) = 1 \).

In order to find \( C(t) \), note that
\[
(4.17) \quad \sum_t C(t) \exp \sum_z t(z)a(z) = \prod_x \left[ 1 + \exp \sum_z \phi(x, z)a(z) \right]^{m(x)}.
\]

Letting \( \bar{\xi}(z) = \exp \{a(z)\} \) results in (4.17) being written as
\[
(4.18) \quad \sum_t C(t) \prod_z \bar{\xi}(z)^{t(z)} = \prod_x \left[ 1 + \prod_z \bar{\xi}(z)^{\phi(x, z)} \right]^{m(x)}.
\]

Thus
\[
(4.19) \quad \Phi(\bar{\xi}) = \prod_x \left[ 1 + \prod_z \bar{\xi}(z)^{\phi(x, z)} \right]^{m(x)}
\]
is the generating function which enables the coefficients \( C(t) \) to be found.

Expanding \( \Phi(\bar{\xi}) \) gives
\[
(4.20) \quad \Phi(\bar{\xi}) = \prod_x \sum_{r(x) = 0}^{m(x)} \binom{m(x)}{r(x)} \prod_z \bar{\xi}(z)^{\sum_z \phi(x, z)r(x)}
\]
and therefore setting
\[
(4.21) \quad t(z) = \sum_x \phi(x, z)r(x),
\]
we have
\[
(4.22) \quad C(t) = \prod_x \binom{m(x)}{r(x)},
\]

where the \( \{r(x)\} \) in (4.22) are replaced by solving the \( 2^n \) simultaneous equations (4.21) for \( \{r(x)\} \).
We shall now solve the system of linear equations (4.21) for \( \{r(x)\} \). Writing \( t(z) \) as

\[
(4.23) \quad t(z) = \sum_x \varphi(x, z)r(x) = \sum_x \prod_i \left(1 - \frac{x_i}{x_i} \right) \delta^z r(x)
\]

\[
= [\delta^z] \sum_x \left[ \left(1 - \frac{x_1}{x_1} \right) \times \left(1 - \frac{x_2}{x_2} \right) \times \cdots \times \left(1 - \frac{x_n}{x_n} \right) \right] r(x)
\]

and substituting

\[
(4.24) \quad r(x) = \left[ \left(1 - \frac{x_1}{x_1} \right) \times \left(1 - \frac{x_2}{x_2} \right) \times \cdots \times \left(1 - \frac{x_n}{x_n} \right) \right] r
\]

where \( r \) is the column vector of \( \{r(x)\} \) arranged in standard order, results in

\[
(4.25) \quad t(z) = [\delta^z] \sum_x \left[ \left(1 - \frac{x_1}{x_1} \right) (1 - x_1, x_1) \right.

\times \left[ \left(1 - \frac{x_2}{x_2} \right) (1 - x_2, x_2) \times \cdots \times \left(1 - \frac{x_n}{x_n} \right) (1 - x_n, x_n) \right] r.
\]

Since

\[
(4.26) \quad \left(1 - \frac{x_i}{x_i} \right) (1 - x_i, x_i) = \begin{cases} 
  (1, 0) & \text{if } x_i = 0, \\
  (0, 0) & \text{if } x_i = 1,
\end{cases}
\]

the matrix of order \( 2^n \)

\[
(4.27) \quad \left[ \left(1 - \frac{x_1}{x_1} \right) (1 - x_1, x_1) \right.

\times \left. \left(1 - \frac{x_2}{x_2} \right) (1 - x_2, x_2) \times \cdots \times \left(1 - \frac{x_n}{x_n} \right) (1 - x_n, x_n) \right]
\]

consists of all zeros except for a single entry of unity on the main diagonal which is in the same position as \( x = (x_1, x_2, \cdots, x_n) \) is in the standard order. Therefore

\[
(4.28) \quad \sum_x \left[ \left(1 - \frac{x_1}{x_1} \right) (1 - x_1, x_1) \right.

\times \left. \left(1 - \frac{x_2}{x_2} \right) (1 - x_2, x_2) \times \cdots \times \left(1 - \frac{x_n}{x_n} \right) \right] = I
\]

and thus

\[
(4.29) \quad t(z) = [\delta^z] r.
\]
Now if the matrix $M$ is defined by
\[
M = \begin{pmatrix}
1 & -1 \\
0 & 1
\end{pmatrix},
\]
the solution of (4.29) is
\[
r = [M \times M \times \cdots \times M]t.
\]
The proof is immediate by substituting (4.31) in (4.29); that is,
\[
l(z) = \left[ \delta^z\right][M \times M \times \cdots \times M]t
\]
as $(\delta^z)^tM = (1 - z_1, z_i)$. Furthermore, since
\[
r(x) = \left[ \frac{1 - x_1}{x_1} \times \frac{1 - x_2}{x_2} \times \cdots \times \frac{1 - x_n}{x_n} \right]r,
\]
we have
\[
r(x) = \left[ \frac{1 - x_1}{2x_1 - 1} \times \frac{1 - x_2}{2x_2 - 1} \times \cdots \times \frac{1 - x_n}{2x_n - 1} \right]t
\]
by virtue of
\[
(1 - x_i, x_i)M = (1 - x_i, 2x_i - 1).
\]
Thus, we have shown that the coefficient $C(t)$ in (4.16) is given explicitly by
$C(t) = \Pi_x(r^{(x)})$ where $r(x)$ is found from (4.34).

Another way of viewing this analysis problem is to consider the data arranged in $2^{n-1}$ $2 \times 2$ contingency tables where each table records the number of successes and failures for factor $A_1$ at its two levels. The $2^{n-1}$ different tables correspond to all possible combinations of the remaining factors $A_2, A_3, \cdots, A_n$. An $(n - 1)$ digit binary number, say $y = (y_2, y_3, \cdots, y_n)$, can be used to denote a particular combination of the $(n - 1)$ factors. It may also be convenient to number the $2^{n-1}$ contingency tables in the base ten number system. For this purpose let the $i$th table, corresponding to the combination $y = (y_2, y_3, \cdots, y_n)$, be
\[
i = y_22^{n-2} + y_32^{n-3} + \cdots + y_n,
\]
where $i = 0, 1, \cdots, N$ ($N = 2^{n-1} - 1$). Then from (4.14) we have
\[
t(0, y) = \sum_x \varphi(x, 0, y)s(x)
\]
(4.37)
\[
t(1, y) = \sum_x \varphi(x, 1, y)s(x) = \sum_x \varphi(x, 1, y)[s(1, x_2, \cdots, x_n)].
\]
Thus we have that an equivalent set of sufficient statistics are \( \{s(0, y) + s(1, y)\} \) and \( \{s(1, y)\} \) where \( y \) ranges over all \((n - 1)\) digit binary numbers. It will be convenient to let

\[
t_i = s(0, y) + s(1, y) = \text{total number of successes in the } i\text{th contingency table},
\]

\[
s_i = s(1, y) = \text{total successes for level one of factor } A_1 \text{ in the } i\text{th contingency table},
\]

\[
m_i = m(0, y) = \text{total number of trials in the } i\text{th contingency table for level zero of factor } A_1,
\]

\[
n_i = m(1, y) = \text{total number of trials in the } i\text{th contingency table for level one of factor } A_1.
\]

Using the above change of notation, \( C(t) \) may be written as

\[
C(t) = \prod_{i=0}^{N} C(s_i, t_i), \quad N = 2^{n-1} - 1,
\]

where

\[
C(s_i, t_i) = \left( \begin{array}{c} m_i \\ t_i - s_i \\ s_i \end{array} \right)
\]

Note that \( t(1, y) \) (4.37) can be written as

\[
t(1, y) = [\delta_{y_1}^2 \times \cdots \times \delta_{y_n}^2] S_1,
\]

where \( S_1 = (s_0, s_1, \cdots, s_N) \). However (4.41) is the same form as (4.34). Consequently, the solution of the \( S_1 \) vector is

\[
S_1 = [M \times \cdots \times M] t_1,
\]

where \( t_1 \) is the vector of \( \{t(1, y)\} \). Also the analogue of (4.34) is

\[
s_i = s(1, y) = \left[ \left( \frac{1 - y_2}{2y_2 - 1} \right) \times \left( \frac{1 - y_3}{2y_3 - 1} \right) \times \cdots \times \left( \frac{1 - y_n}{2y_n - 1} \right) \right] t_1.
\]

Similarly \( t(0, y) \) (4.37) may be written as

\[
t_0 = [\delta_{y_1}^2 \times \delta_{y_1}^2 \times \cdots \times \delta_{y_n}^2]' t,
\]

where \( t_0 \) is the vector of \( \{t(0, y)\} \) and \( t' = (t_0, t_1, \cdots, t_N) \). Hence \( t = [M \times M \times \cdots \times M] t_0 \).

4.3. Conditional test of significance for interactions. The analysis of the set of the \( 2^{n-1} \) contingency tables proceeds by testing the highest order interaction. If the inference is made that this interaction exists, the \( 2^{n-1} \) contingency tables are partitioned into two sets, each of \( 2^{n-2} \) tables each. An independent analysis is done on each set, first testing for the highest order interaction. On the other hand, if the inference is made that the \( n \) factor interaction is zero, the next step in the analysis is to make inferences on the \( n \) interactions involving \((n - 1)\)
factors, assuming the \( n \) factor interaction is zero. The analysis proceeds in this way, partitioning the set of tables whenever the highest order interaction is real and testing the next lowest order interactions if the highest order interaction is negligible. In this section we exhibit the appropriate tests of significance for carrying out the necessary significance tests. The significance tests are all based on conditional reference sets and are parameter free in the same sense as the Fisher-Irwin analysis of the \( 2 \times 2 \) contingency table.

Let \( x \) be a given \( n \) digit binary number and let \( \mathbf{f}(x) \) denote the \( 2^n - 1 \) vector of the \( \{t(z)\} \) excluding \( t(x) \). Then we can write \( t \) as \( t = (\mathbf{f}(x), t(x)) \). Using (4.16), we have

\[
(4.45) \quad p(t(x)|\mathbf{f}(x)) = P\{T(x) = t(x) | \overline{T}(x) = \mathbf{f}(x)\} = \frac{C(\mathbf{f}(x), t(x)) \exp \{t(x)a(x)\}}{\sum_{t(x)} C(\mathbf{f}(x), t(x)) \exp \{t(x)a(x)\}},
\]

where the summation in the denominator is over the range of \( t(x) \). When the hypothesis \( H_0: a(x) = 0 \) is true, then (4.45) becomes

\[
(4.46) \quad p_0(t(x)|\mathbf{f}(x)) = \frac{C(\mathbf{f}(x), t(x))}{\sum_{t(x)} C(\mathbf{f}(x), t(x))}.
\]

Thus \( p_0(t(x)|\mathbf{f}(x)) \) can be used to carry out a test of significance for the null hypothesis \( H_0: a(x) = 0 \). The test may be one sided or two sided depending on the alternative hypothesis.

The test for the highest order interaction corresponds to taking \( x = (1, 1, \cdots, 1) \). Using this value in (4.14) we find that

\[
(4.47) \quad t(1, 1, \cdots, 1) = s(1, 1, \cdots, 1) = \text{total number of ones (or successes)}
\]

at factorial combination where all factors are at the upper level.

Hence, the appropriate distributions for carrying out inferences on \( a(1, 1, \cdots, 1) \) are (4.45) and (4.46).

If one concludes that the \( n \) factor interaction is zero, then the next step in the analysis is to make an inference on the interactions involving \( (n - 1) \) factors conditional on the \( n \) factor interaction being zero. Let \( \mathbf{1} \) be a row vector having \( n \) elements. Then the marginal distribution of \( \mathbf{T}(1) \) may be written

\[
(4.48) \quad P\{\mathbf{T}(1) = \mathbf{f}(1)\} = \frac{\sum_{t(1)} C(\mathbf{f}(1), t(1)) \exp \sum_z t(z)a(z)}\prod_x [1 + \exp \sum_z \varphi(x, z)a(z)]^{m(x)},
\]

and the conditional distribution of \( T(x) \) (corresponding to \( a(x) \)) is

\[
(4.49) \quad P\{T(x) = t(x)|\overline{T}(x) = \mathbf{f}(x)\} = \frac{\sum_{t(1)} C(\mathbf{f}(1), t(1)) \exp \{t(x)a(x)\}}{\sum_{t(x)} C(\mathbf{f}(1), t(1)) \exp \{t(x)a(x)\}}.
\]
The distribution under the null hypothesis $H_0: a(x) = 0$ is obtained from (4.49) by setting $a(x) = 0$.

The general procedure for making inferences on lower order interactions is clear. A test on an interaction among $p$ factors is only carried out if all higher order interactions involving the $p$ factors are assumed to be zero. That is, define:

$$(4.50) \quad \mathcal{A}_p = \left\{ x: a(x) = 0, \sum_{i=1}^{n} x_i > p \right\} = \text{subset of all } n \text{ digit binary numbers associated with interactions involving at least } (p + 1) \text{ factors};$$

$$(4.51) \quad \mathcal{A}_p^c = \text{complement of } \mathcal{A}_p;$$

$$(4.52) \quad \mathcal{B}(a(x)) = \{ x_i: x_i = 1, a(x) \} = \text{set of } x_i \text{ elements for which } x_i = 1 \text{ in } a(x);$$

$$(4.53) \quad \mathcal{C}_p = \bigcap_{x \in \mathcal{A}_p} \mathcal{B}(a(x)) = \text{subset of } x_i \text{ elements which are equal to unity in } \mathcal{A}_p.$$

Then if $a(x)$ corresponds to an interaction involving $p$ factors such that all $x_i = 1$ in $a(x)$ belong to $\mathcal{C}_p$, we have

$$(4.54) \quad P\{T(x) = t(x) \mid T(y) = t(y), y \neq x \text{ and all } y \in \mathcal{A}_p^c\} = \frac{\sum \{ \sum \sum C(t) \} \exp t(x)a(x)}{\sum \{ \sum \sum C(t) \} \exp t(x)a(x)},$$

where the summation in brackets in both numerator and denominator is over the range of $t(z)$ for all $z \in \mathcal{A}_p^c$.

4.4 The analysis for four $2 \times 2$ tables ($n = 3$). In this section we illustrate how special cases can easily be obtained from the general results of the preceding sections. We shall take the case $n = 3$ corresponding to four $2 \times 2$ tables. The first step in the analysis is to obtain the $C(t)$ coefficients using (4.40) and (4.41). The identification between the binary and base ten notation for two digit numbers is given in Table I.

<table>
<thead>
<tr>
<th>Binary (y)</th>
<th>Base Ten (i)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0, 0)</td>
<td>0</td>
</tr>
<tr>
<td>(0, 1)</td>
<td>1</td>
</tr>
<tr>
<td>(1, 0)</td>
<td>2</td>
</tr>
<tr>
<td>(1, 1)</td>
<td>3</td>
</tr>
</tbody>
</table>

Let the four tables be identified with the above indices. Then if $s_i$ is the total success for level one of $A_1$ and $t_i$ is the total number of successes for table $i$, $i = 0, 1, 2, 3$. We easily calculate from (4.41) and (4.43),
(4.55) \[ t_1(0) = t(1, 0, 0) = \sum_{i=0}^{3} s_i, \quad t_1(2) = t(1, 1, 0) = s_2 + s_3, \]
\[ t_1(1) = t(1, 0, 1) = s_1 + s_3, \quad t_1(3) = t(1, 1, 1) = s_3, \]
and
\[ s_0 = t_0(1) - t_1(1) - t_1(2) + t_1(3), \]
\[ s_1 = t_1(1) - t_1(3), \]
\[ s_2 = t_2(1) - t_1(3), \]
\[ s_3 = t_1(3). \]

Therefore, from (4.39) and (4.40) we have

(4.57) \[ C(t) = \prod_{i=0}^{3} C(s_i, t_i), \]
where (4.56) gives the values of \( s_i \) in terms of \( t_1(i) \). Thus, the conditional probability distribution associated with the test of the highest order interaction is

(4.58) \[ P\left\{ T(1, 1, 1) = s_3 \mid T_i = t_i(i = 0, 1, 2, 3), S_2 + S_3 = t_1(2), \right. \]
\[ \left. S_1 + S_3 = t_1(1), \sum_{i=0}^{3} S_i = t_1(0) \right\} \]
\[ = \frac{\prod_{i=0}^{3} C(s_i, t_i) \exp \{ s_3 a(1, 1, 1) \}}{\sum_{s_2} \prod_{i=0}^{3} C(s_i, t_i) \exp \{ s_3 a(1, 1, 1) \}}. \]

Tail area probabilities for \( H_0: a(1, 1, 1) = 0 \) may be calculated from (4.58) by setting \( a(1, 1, 1) = 0 \).

If one concludes that the \( a(1, 1, 1) \) interaction is zero, the next step in the analysis is to make an inference on the conditional interactions involving two factors; that is, \( a(1, 1, 0), a(1, 0, 1), \) and \( a(0, 1, 1) \). We shall illustrate the appropriate conditional test for the \( a(1, 1, 0) \) and \( a(0, 1, 1) \) interactions. Using (4.49) with \( x = (1, 1, 0) \), we have

(4.59) \[ P\left\{ T_1(2) = t_1(2) \mid T_i = t_i(i = 0, 1, 2, 3), S_1 + S_3 = t_1(1), \sum_{i=0}^{3} S_i = t_1(0) \right\} \]
\[ = \frac{\left\{ \sum_{s_2} \prod_{i=0}^{3} C(s_i, t_i) \right\} \exp \{ t_1(2) a(1, 1, 0) \}}{\sum_{t_1(2)} \left\{ \sum_{s_2} \prod_{i=0}^{3} C(s_i, t_i) \right\} \exp \{ t_1(2) a(1, 1, 0) \}}. \]
Note that both the inference on \(a(1, 1, 1)\) and \(a(1, 1, 0)\) were made conditional on \(T_i = t_i, i = 0, 1, 2, 3\). On the other hand, the inference for \(a(0, 1, 1)\) is conditional on the \(S_i = s_i, i = 0, 1, 2, 3\). The appropriate conditional test for \(H_0: a(0, 1, 1) = 0\) is obtained by finding the probability of \(T(0, 1, 1) = t(0, 1, 1)\) conditional on \(S_i = s_i, i = 0, 1, 2, 3\). \(T(0, y) = t(0, y)\) for \(y = (0, 0), (0, 1), (1, 0)\).

From (4.37) we have

\[
t_0(0) = t(0, 0, 0) = \sum_{i=0}^{3} t_i, \quad t_0(2) = t(0, 1, 0) = t_2 + t_3
\]

(4.60)

\[
t_0(1) = t(0, 0, 1) = t_1 + t_3, \quad t_0(3) = t(0, 1, 1) = t_3.
\]

Also, solving for the \(\{t_i\}\) terms of \(\{t_0(i)\}\) results in

\[
t_0 = t_0(0) - t_0(1) - t_0(2) + t_0(3),
\]

(4.61)

\[
t_1 = t_0(1) - t_0(3),
\]

\[
t_2 = t_0(2) - t_0(3),
\]

\[
t_3 = t_0(3).
\]

The conditional distribution of \(T_3\) is

\[
\begin{align*}
P\left\{ T_3 = t_3 \mid S_i = s_i (i = 0, 1, 2), \sum_{i=0}^{3} T_i = t_0(0), \right. \\
T_1 + T_3 = t_0(1), T_2 + T_3 = t_0(2) \right\} \\
= \frac{\sum \prod_{i=0}^{3} C(s_i, t_i) \exp \{t_3 a(0, 1, 1)\}}{\sum \sum \prod_{i=0}^{3} C(s_i, t_i) \exp \{t_3 a(0, 1, 1)\}},
\end{align*}
\]

where the \(t_i\) is replaced in the \(\{C(s_i, t_i)\}\) by (4.61). The test of significance is obtained by setting \(a(0, 1, 1) = 0\) in (4.62) and calculating the appropriate tail probability.

\[\diamondsuit \quad \diamondsuit \quad \diamondsuit \quad \diamondsuit \quad \diamondsuit \]
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