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1. Introduction

The theory of semigroups of bounded linear operators deals with exponential functions in infinite dimensional function spaces. It has been used, as an operator-theoretical substitute for the Laplace transform method, in the integration problem of temporarily homogeneous evolution equations, especially of diffusion equations and wave equations (see Hille and Phillips [5] and Yosida [20], [21]).

The purpose of my paper is to call attention to a class of semigroups which is characterized by either one of the three mutually equivalent conditions to be explained below; one of them reads that the semigroup $T_t$ satisfies

$$\lim_{t \downarrow 0} \left\| \frac{d}{dt} T_t \right\| < \infty.$$  

The semigroups arising from the integration in $L_2$ of temporarily homogeneous diffusion equations belong to this class. And the unique continuation theorem of diffusion equations, inaugurated by Yamabe and Itô [6] may be explained by the time-like analyticity of the corresponding semigroups. The situation has an intimate connection with the theory of analytical vectors published recently by Nelson [14]. There is a procedure to obtain semigroups of our class. Let $A$ be the infinitesimal generator of a contraction semigroup. We can define, following Bochner [3], Feller [4], Phillips [15], and Balakrishnan [1], the fractional powers $(-A)^\alpha$ of $A$ and the semigroups generated by them belong to our class. Balakrishnan gave an interesting application of the operator $(-A)^{1/2}$ to Hille's reduced Cauchy problem for equations $d^2u/dt^2 + Au = 0$.

Tanabe [19] has recently devised an ingenious method of integration of temporarily inhomogeneous evolution equations in Banach spaces: $du/dt = A(t)u$. He assumes, for fixed $t$, that $A(t)$ is the infinitesimal generator of a semigroup of our class. He further assumes a certain regularity condition with respect to $t$ of $A(t)$ which is the same as that introduced by Kato [8] for the integration of such equations. Under these conditions, Tanabe proved that the solution may be obtained by successive approximation starting with the first approximation $\exp [(t-s)A(s)]$. In this way, he has shown that Levi's classical construction
of the fundamental solution \( U(t, s) \), with \( t > s \), of a diffusion equation may be adapted to the evolution equations in Banach spaces. Komatsu [10] gave an important remark that, if \( A(t) \) is analytic in \( t \), then the fundamental solution \( U(t, s) \) of Tanabe is also analytic in \( t \) and \( s \). In this way, Komatsu proved a unique continuation theorem for temporally inhomogeneous diffusion equations, which was proved in a direct way by Shirota [17].

2. A class of semigroups

Let \( X \) be a complex Banach space. A one-parameter family \( T_t \), with \( t \geq 0 \), of bounded linear operators in \( X \) is said to be a semigroup of type \( S(M, \beta) \) if it satisfies the conditions

\[
T_t T_s = T_{t+s}, \quad T_0 = I \quad \text{(the identity),}
\]

\[
s - \lim_{t \to 0} T_t x = T_0 x, \quad x \in X; t_0 \geq 0.
\]

Such a semigroup satisfies, as was proved by Hille [5]

\[
||T_t|| \leq M e^{\beta t}, \quad t \geq 0,
\]

with positive constants \( M \) and \( \beta \). It is well known that the infinitesimal generator \( A \) of \( T_t \) defined by \( A \cdot x = s - \lim_{t \to 0} t^{-1} (T_t - I) x \) generates \( T_t \) by various equivalent procedures; one of them states that

\[
T_t x = s - \lim_{n \to \infty} \left( I - \frac{t}{n} A \right)^n x.
\]

Hence we shall write \( T_t = \exp(tA) \).

Let \( \theta \) be a positive constant \( \leq \pi/2 \), and \( \Sigma_{\theta} \) be the sector \( \{ \arg z < \theta \} \) in the complex \( z \)-plane. If a semigroup \( T_t \in S(M, \beta) \) is analytically continuable into \( \Sigma_{\theta} \) in such a way that \( T_t \exp(\rho) \) is, for all \( \rho \) with \( |\rho| < \theta \), of type \( S(M', \beta') \) with a fixed pair \( (M', \beta') \), then we say that \( T_t \) is of type \( H(\theta, M', \beta') \).

Our class of semigroups is characterized by any one of the three conditions in the following

**Theorem 1.** Let \( A \) be a closed linear operator with domain \( D(A) \) dense in \( X \) and range in \( X \). Then the following three conditions are mutually equivalent

\[
\exp(tA) \in H(\theta, M, \beta) \quad \text{for some } \theta, M, \text{ and } \beta,
\]

\[
\exp(tA) \in S(M', \beta') \text{ for some } M', \beta', \text{ and } \exp(tA) \text{ is strongly differentiable in } t \text{ in such a way that } \lim_{t \downarrow 0} t \left| \frac{d}{dt} \exp(tA) \right| < \infty,
\]

\[
\text{there exist positive constants } M'' \text{ and } \beta'' \text{ such that }
\]

\[
||A^{n}(\lambda - A)^{-n}|| \leq M''(\lambda - \beta'')^{-n} \quad \text{for } \lambda > \beta'', \quad n = 1, 2, \ldots,
\]

\[
\lim_{t \to +\infty} \rho \cdot ||(\sigma + \sqrt{-1}r)I - A|| < \infty, \quad \text{for } \sigma > \beta''.
\]

The constants \( M, \beta, M', \beta', M'', \) and \( \beta'' \) are dependent on each other. For the
proof of the equivalence of (6) and (7) see Yosida [22], and for that of (6) and (8) see Yosida [22] and Hille and Phillips [5]. We remark that the following facts are used in these proofs. First, (7) implies

\( (7') \quad \frac{d^n}{dt^n} \exp(tA) = A^n \exp(tA) = \left[ A \exp\left( \frac{t}{n} A \right) \right]^n. \)

Secondly, the last condition in (8) implies that \((\lambda I - A)^{-1}\) exists and is analytic in \(\lambda\) for large value of \(|\tau| = |\text{Im}(\lambda)|\) outside a sector of the left half \(\lambda\)-plane defined by the boundary curve of the form \(\lambda(s) = \sigma(s) + i\tau(s)\) such that

\( (9) \quad \lim_{\tau(s) \uparrow -\infty} \frac{\sigma(s)}{\tau(s)} = \tan \epsilon = \lim_{\tau(s) \downarrow +\infty} \frac{\sigma(s)}{\tau(s)}, \quad \epsilon > 0. \)

Moreover, \(||(\lambda I - A)^{-1}||\) is of the order \(|\tau|^{-1}\) when \(|\tau|\) tends to \(\infty\) outside the above sector and lying in the left half \(\lambda\)-plane. Thirdly, the representation theorem of Hille holds for the semigroup satisfying (8)

\( (10) \quad \exp(tA) = \frac{1}{2\pi i} \int_{\lambda(s)} e^{\lambda^t(\lambda I - A)^{-1}} d\lambda, \quad t > 0, \)

the integral being taken in the uniform operator topology along the path of integration \(\lambda(s) = 2^{-s} \sigma(s) + i\tau(s)\).

3. Unique continuation theorem of the diffusion equations

Consider a diffusion equation

\( (11) \quad \frac{\partial u}{\partial t} = Au, \quad t > 0, \)

where the differential operator

\( (12) \quad A = a^{ij}(x) \frac{\partial^2}{\partial x_i \partial x_j} + b^i(x) \frac{\partial}{\partial x_i} + c(x) \)

is strongly elliptic in a connected region \(G\) of an \(m\)-dimensional Euclidean space \(E^m\). For the sake of simplicity of the exposition we assume that \(G = E^m\). We assume that the real-valued coefficients \(a, b,\) and \(c\) are \(C^\infty\) in \(E^m\) and that

\( (13) \quad a^{ij}(x)\) and its first and second partials, \(b^i(x)\) and its first partials, and \(c(x)\) are, in absolute values, all bounded on \(E^m\) by a positive constant \(\gamma\) and \(\delta\) such that

\( (14) \quad \gamma \sum \xi_j \geq a^{ij}(x) \xi_i \xi_j \geq \delta \sum \xi_j^2 \quad \text{on} \quad E^m \)

for every real vector \((\xi_1, \xi_2, \cdots, \xi_m)\).

Let \(H_1 = H_1(E^m)\) be the space of complex-valued \(C^\infty\) functions \(f(x) = f(x_1, x_2, \cdots, x_m)\) in \(E^m\) for which

\( (15) \quad ||f||_1 = \left( \int_{E^m} |f(x)|^2 \, dx + \sum_{j=1}^m \int_{E^m} |f_{x_j}(x)|^2 \, dx \right)^{1/2} < \infty. \)
Then the completion of $H_1$ by the norm
\begin{equation}
||f|| = \left( \int |f(x)|^2 \, dx \right)^{1/2}
\end{equation}
is the space $L_2(E^m) = L_2$.

**Lemma 1.** Let us consider $A$ as an operator defined on \( \{ f \in H_1, Af \in H_1 \} \subseteq L_2 \) into $L_2$. Then the smallest closed extension $\hat{A}$, in $L_2$, of $A$ is the infinitesimal generator of a semigroup $T_t = \exp (tA)$ of type $S(1, \beta)$.

For the proof, see Yosida [21] and [23]. See also Phillips [15]. The proof is based upon the Milgram-Lax theorem [7].

**Lemma 2.** $A$ satisfies the condition (8).

**Proof.** (Yosida [23]. Compare Phillips [16].) Let $\sigma > 0$ be sufficiently large. Then we obtain, by partial integration, and by making use of the inequality $|\varepsilon| \leq 2^{-1}(|\varepsilon|^2 + |\varepsilon|^2)$,

\begin{equation}
\text{Re} \left\{ \left[ (\sigma + \sqrt{-1} \tau)I - A \right] w, w \right\} = \sigma||w||^2 + \text{Re} \left\{ \int_{E^m} \frac{\partial w}{\partial x_i} \frac{\partial w}{\partial x_j} \, dx + \int_{E^m} \frac{\partial a_{ij}}{\partial x_i} \frac{\partial w}{\partial x_j} \, dx \right. \\
- \int_{E^m} b_i \frac{\partial w}{\partial x_i} \, dx - \int_{E^m} cw \, dx \left. \right\}
\end{equation}

\begin{equation}
\geq (\sigma - \delta - \eta) ||w||^2 + (\delta - m\eta)||w||^2,
\end{equation}

where $(\delta - m\eta) > 0$ and $\eta = m\eta(m\nu^{-1} - \nu + m^{-1}) > 0$ for sufficiently small $\nu > 0$. Similarly we have

\begin{equation}
\text{Im} \left\{ \left[ (\sigma + \sqrt{-1} \tau)I - A \right] w, w \right\} \geq |\tau| ||w||^2 - m\eta(||w||^2 + m||w||^2) = (|\tau| - m^2\eta)||w||^2 - m\eta||w||^2.
\end{equation}

If we assume that there exists $w \in H_1$, with $w \neq 0$, and sufficiently large $|\tau|$ such that $m\eta||w||^2 \geq 2^{-1}(|\tau| - m^2\eta)||w||^2$, then

\begin{equation}
\text{Re} \left\{ \left[ (\sigma + \sqrt{-1} \tau) - A \right] w, w \right\} \geq (\delta - m\eta) \frac{|\tau| - m^2\eta}{2m\eta} ||w||^2.
\end{equation}

Therefore, by virtue of the Schwarz inequality,

\begin{equation}
||\left[ (\sigma + \sqrt{-1} \tau) - A \right] w|| \cdot ||w|| \geq \left| \left\{ \left[ (\sigma + \sqrt{-1} \tau) - A \right] w, w \right\} \right|,
\end{equation}

we see that $A$ satisfies the latter condition in (8). The former condition in (8) is clear since we have proved, in lemma 1, that $\hat{A}$ is the infinitesimal generator of a semigroup of type $S(1, \beta)$.

**Lemma 3.** For any $f \in L_2$, $u(t, x) = \exp (t\hat{A})f(x)$ is $C^\infty$ in $t > 0$ and in $x \in E^m$ and satisfies the Cauchy problem

\begin{equation}
\frac{\partial u}{\partial t} = Au, \quad t > 0,
\end{equation}

\begin{equation}
L_2 - \lim_{t \to 0} u(t, x) = f(x).
\end{equation}
PROOF. If we apply, in the sense of the distribution of Schwartz, the elliptic differential operators \( \partial^2/\partial t^2 + A \) any number of times to \( u(t, x) \), then the result is locally square integrable in the product space \( (0 < t < \infty) \times E^m \). Thus, by the Weyl-Schwartz theorem, \( u(t, x) \) is equivalent to a function which is \( C^\infty \) in \( (0 < t < \infty) \times E^m \). Hence the lemma is proved.

Now, by the time-like analyticity, as proved in lemma 2, of the semigroup \( T_t = \exp(tA) \in H(\theta, M, \beta) \), it is easy to see that the above solution \( u(t, x) \) satisfies the time-like unique continuation theorem, Yosida [23]: if, for a certain \( t_0 > 0 \), \( u(t_0, x) = 0 \) on an open domain \( G \) of \( E^m \), then \( u(t, x) = 0 \) for all \( t > 0 \) and all \( x \in G \). Hence, by applying the space-like unique continuation theorem of Mizohata [13], we see that \( u(t, x) \) satisfies the unique continuation theorem, Itô and Yamabe [6]: if, for a certain \( t_0 > 0 \), \( u(t_0, x) = 0 \) on an open domain \( G \) of \( E^m \), then \( u(t, x) = 0 \) for all \( t > 0 \) and all \( x \in E^m \).

REMARK. By virtue of (7') and (7), we see that \( u(t, x) = \exp(tA)f(x) \) is an analytic vector in the sense of Nelson [14], that is, for any fixed \( t > 0 \),

\[
(22) \quad \sum_{n=1}^{\infty} e^n(n!)^{-1} |A^n \exp(tA)f(x)| < \infty
\]

for sufficiently small \( \epsilon > 0 \). Hence, if we assume that the coefficients of the differential operator \( A \) are real analytic in \( x \), then \( u(t, x) \) is real analytic in \( x \). Therefore, in this case, the unique continuation theorem for \( u(t, x) \) may be proved without appealing to Mizohata's result. This observation is due to Komatsu [10], [11].

4. Fundamental solutions of temporally inhomogeneous evolution equations

Consider an equation of evolution

\[
(23) \quad \frac{du}{dt} = A(t)u(t), \quad a \leq t \leq b,
\]

where \( u(t) \in X \) and \( A(t) \) is a linear operator in \( X \). Such an equation was investigated by Kato [8] under the assumption that \( A(t) \in S(1, 0) \), and recently by Tanabe [19] under the assumption that \( A(t) \in H(\theta, M, \beta) \). A family of bounded linear operators \( U(t, s) \) in \( X \) is called a fundamental solution of (23) if it satisfies the following conditions:

\[
(24) \quad U(t, x) \text{ is defined for } t \geq s \text{ and is strongly continuous there},
\]

\[
(25) \quad U(t, t) = I,
\]

\[
(26) \quad \text{for every } x \in D[A(s)], \quad U(t, s)x \text{ belongs to the domain } D[A(t)] \text{ and is strongly differentiable in } t \text{ such that } \frac{d}{dt} U(t, s)x = A(t)U(t, s)x.
\]

If a fundamental solution \( U(t, s) \) exists and if the uniqueness theorem for the Cauchy problem of (23) holds, then every solution \( u(t) \) of (23) is expressed as
\[ u(t) = U(t, s)u(s). \] The uniqueness theorem was proved by Kato [8] under the sole solution that \( A(t) \in S(1, 0). \)

Tanabe proved that (23) has a fundamental solution under the following conditions:

(27) \[ \exp [\tau A(t)] \in S(\theta, M, \beta) \text{ for } t \in [a, b], \tau > 0, \text{ and that the constants } \theta, M, \text{ and } \beta \text{ are independent of } t, \]

(28) \[ \text{the domain } D[A(t)] = D \text{ is independent of } t, \]

(29) \[ \text{there exists a bounded linear operator } A_0 \text{ which maps } X \text{ onto } D \text{ in a one-to-one manner and such that} \]

\[
B(t) = A(t)A_0
\]

is uniformly Lipschitz continuous in \( t \) in the uniform topology of operators and is strongly continuously differentiable in \( t. \)

Tanabe's construction of the fundamental solution may be written as

\[
U(t, s) = \exp [(t - s)A(s)] + W(t, s),
\]

\[
W(t, s) = \int_s^t \exp [(t - r)A(r)]R(r, s) \, dr,
\]

\[
R(t, s) = \sum_{m=1}^{\infty} R_m(t, s),
\]

\[
R_1(t, s) = \begin{cases} 
[A(t) - A(s)] \exp [(t - s)A(s)], & t > s, \\
0, & t = s,
\end{cases}
\]

\[
R_m(t, s) = \int_s^t R_1(t, r)R_{m-1}(r, s) \, dr, \quad m = 2, 3, \ldots.
\]

He proved that every operator appearing in the above formulas is strongly continuous in \( t \) and \( s, \) with \( s < t, \) and that every integral and series converge. The crucial points in his proof are revealed in the following lemmas.

**Lemma 4.** \( \exp [(t - s)A(s)] \) is strongly differentiable in \( s \) and \( t \) and \((\partial/\partial t + \partial/\partial s) \exp [(t - s)A(s)] \) is uniformly bounded in \( a \leq s < t \leq b. \)

**Lemma 5.** There exist positive constants \( K_1, K_2, \) and \( \rho, 0 < \rho < 1, \) such that, when \( a \leq s < \tau < t \leq b, \) we have

\[
\|R(t, s) - R(\tau, s)\| \leq K_1(t - \tau)(t - s)^{-1} + K_2(t - s)^\rho(t - \tau)^{1-\rho}.
\]

Tanabe applied his result to the integration of the temporally inhomogeneous diffusion equation

\[
\frac{\partial u}{\partial t} = a^ii(t, x) \frac{\partial^2 u}{\partial x_i \partial x_i} + b^i(t, x) \frac{\partial u}{\partial x_i} + c(t, x)u + f(t, x)
\]

in a bounded domain of \( E^n \) and for \( a \leq t \leq b. \)
5. Analyticity of the fundamental solution

Komatsu [10] gave an important remark to Tanabe's result. Let $\Delta$ be a convex complex neighborhood of the real segment $[a, b]$. Suppose that $A(t)$ is defined on $\Delta$ and satisfies the conditions

\begin{align}
(34) \quad & A(t) \in S(\theta, M, \beta) \text{ for } t \in \Delta, \text{ where } \theta, M, \text{ and } \beta \text{ are independent of } t, \\
(35) \quad & D[A(t)] = D \text{ is independent of } t \in \Delta, \\
(36) \quad & \text{there exists a bounded linear operator } A_0 \text{ which maps } X \text{ onto } D \text{ in a one-to-one manner and such that } B(t) = A(t)A_0 \text{ is analytic in } t \text{ for } t \in \Delta.
\end{align}

Under these conditions, Komatsu [11] proved that the fundamental solution $U(t, s)$ of (25) constructed as in (33) is analytic in $t$ and $s$ if $|\arg (t - s)| < \theta$. His proof is based upon the following

**Lemma 6.** We write $t > _{\theta} s$ when $|\arg (t - s)| < \theta$. Let $P(t, s)$ and $Q(t, s)$ be bounded linear operators in $X$ defined for $t > _{\theta} s$ with $t$ and $s \in \Delta$. If they are uniformly bounded and analytic there, then

\begin{equation}
\int_{t}^{\infty} P(t, r)Q(r, s) \, dr
\end{equation}

is uniformly bounded and analytic in $t$ and $s \in \Delta$ when $t > _{\theta} s$.

This result may be applied, as in the case of temporally homogeneous equations discussed in section 3, to the unique continuation theorem of diffusion equations. This is Komatsu's proof of the extension of Shirota [17], [18] of the unique continuation theorem of Itô and Yamabe [6].

6. Fractional powers of infinitesimal generators and the analyticity of the semigroups generated by them

Let $T = \exp (tA)$, with $t > 0$, be a semigroup of type $S(M, 0)$. A fractional power of $A$

\begin{equation}
-(A)^{\alpha}, \quad 0 < \alpha < 1,
\end{equation}

was defined by Bochner [3] and Phillips [15] as the infinitesimal generator of the semigroup

\begin{equation}
\hat{T}_t x = \hat{T}_{t, \alpha} x = \int_{0}^{\infty} T_{\lambda x} d\gamma_{t, \alpha} (\lambda),
\end{equation}

where the measure $d\gamma_{t, \alpha} (\lambda) \geq 0$ is defined through the Laplace integral

\begin{equation}
\exp (-t\alpha) = \int_{0}^{\infty} \exp (-\lambda \alpha) \, d\gamma_{t, \alpha} (\lambda), \quad t, \alpha > 0; 0 < \alpha < 1.
\end{equation}

We (Kato [9], Yosida [24], and Balakrishnan [1]) can prove that the semigroup $T_t$ is of type $S(\theta, M, \beta)$. To this purpose, invert the Laplace integral (40). Then we see that the measure $d\gamma_{t, \alpha} (\lambda)$ has the density $f_{t, \alpha}(\lambda)$ given by

\begin{equation}
f_{t, \alpha}(\lambda) = (2\pi i)^{-1} \int_{-i}^{i} \exp (z\lambda - z^\sigma t) \, dz \quad \text{for any } \sigma > 0,
\end{equation}

where $\hat{T}_t x$ is defined.
so that we have

$$\hat{T}_t x = \hat{T}_{t,\alpha} x = \int_0^\infty f_{t,\alpha}(\lambda) T_{\lambda} x \, d\lambda.$$  

Take any $\theta$ with $\pi/2 \leq \theta \leq \pi$. Then we obtain

$$f_{t,\alpha}(\lambda) = \pi^{-1} \int_0^\infty \exp (\lambda r \cos \theta - tr^\alpha \cos \alpha \theta) \sin (\lambda r \sin \theta - tr^\alpha \sin \alpha \theta + \theta) \, dr$$

by deforming the path of integration in (41) to the union of two paths

$$r \exp (-i\theta), \quad \infty > r > 0,$$

$$r \exp (i\theta), \quad 0 < r < \infty.$$  

Taking $\theta = \theta_\alpha = \pi/(1 + \alpha)$ in (41') and differentiating (39') with respect to $t$, we obtain

$$\frac{d}{dt} \hat{T}_t x = \int_0^\infty T_{\lambda} x \, d\lambda \left( \int_0^\infty \exp [\lambda r + tr^\alpha] \cos \theta_\alpha \sin \lambda r \sin \theta_\alpha + \theta_\alpha \right) dr$$

This formal differentiation is justified, since the right side reduces, upon changing the variables of integration, to

$$\frac{d}{dt} \hat{T}_t x = \int_0^\infty T_{\lambda} x \, d\lambda \left( \int_0^\infty \exp [(s \nu - s \omega) \cos \theta_\alpha \sin \nu \sin \omega \sin \theta_\alpha] df_\alpha \right)$$

which is, by $\cos \theta_\alpha < 0$ and $||T_t|| \leq M$, uniformly convergent in $t \geq t_0$ for any fixed $t_0 > 0$. We have incidentally proved that $\hat{T}_t$ satisfies (7), and thus $\hat{T}_t$ belongs to the class $S(\theta, M, \beta)$.

From (43) it is easy to deduce the following formulas which were proved earlier by Balakrishnan [1] (see Krasnoselski and Sobolevski [12]),

$$\hat{T}_t x = \int_0^\infty \lambda^{-\alpha-1} (T_{\lambda} - I) x \, d\lambda, \quad x \in D(A),$$

$$\hat{T}_t x = \pi^{-1} \sin \alpha \pi \int_0^\infty (\lambda I - A)^{-1} A x \, d\lambda, \quad x \in D(A).$$

See Yosida [24] and Kato [8].

7. An application of the fractional power operators to the reduced Cauchy problem

Let $A$ be the infinitesimal generator of a semigroup $T_t = \exp (tA) \in S(M, 0)$. Then for each $u_0 \in D(A)$, we have that $u(t) = \hat{T}_{t,1/2} u_0$ is a solution of

$$\frac{d^2 u}{dt^2} + A u = 0, \quad t \geq 0,$$
and satisfies the conditions
\[(47) \quad s - \lim_{t \to 0} u(t) = u_0, \quad \text{sup}_{t} ||u(t)|| < \infty,\]

and
\[(48) \quad s - \lim_{t \to 0} \frac{d}{dt} u(t) = s - \lim_{t \to 0} \frac{d}{dt} T_{t,1/2} u_0 = B u_0,\]

where \( B = -(-A)^{1/2} \). According to Balakrishnan [2], the solution of (46) is uniquely determined by condition (47). Hence, for a solution \( u(t) \) of (46) and (47), the initial condition for the first partial derivative \( du(0)/dt \) is determined by (48), and other values cannot be prescribed. In this sense, the Cauchy problem for (46) and (47) is reduced. For a general definition of the reduced Cauchy problem introduced by Hille see [5].

We follow Balakrishnan’s proof. Put \( \hat{T}_{t,1/2} = T_{1/2}(t) \). Let \( v(t) \) be a twice strongly and continuously differentiable solution of (46) satisfying the condition
\[(47') \quad s - \lim_{t \to 0} v(t) = u_0 \in D(A), \quad \text{sup}_{t} ||v(t)|| < \infty.\]

Put \( w(t) = T_{1/2}(1/n)v(t) \). If we can prove, for all positive integer \( n \), that \( dw(0)/dt = Bw(0) \), then we obtain \( dv(0)/dt = Bv(0) \) by letting \( n \to \infty \).

To prove this fact we first observe that \( w(t) \) is a solution of (46), and by (47'), \( ||dw(t)/dt|| \) is of exponential growth at \( t \to \infty \). Thus we see, by putting \( w_0 = w(0) \) and \( w_1 = dw(0)/dt \), that
\[(49) \quad \frac{dw(t)}{dt} + Bw(t) = T_{1/2}(t)Bw_0 + T_{1/2}(t)w_1,\]

because both sides satisfy the Cauchy problem
\[(50) \quad \frac{du}{dt} = Bu, \quad u(0) = Bw_0 + w_1\]

and are of exponential growth at \( t \to \infty \). Hence we have
\[(51) \quad \frac{d}{dt} [T_{1/2}(t)w(t)] = T_{1/2}(2t)w_1 + T_{1/2}(2t)Bw_0,\]

so that
\[(52) \quad T_{1/2}(t)w(t) = T_{1/2}(2t)w_0 + \frac{1}{2} \int_0^{2t} T_{1/2}(s)(w_1 - Bw_0) \, ds.\]

Hence
\[(53) \quad T_{1/2}(t)Bw(t) = T_{1/2}(2t)Bw_0 + \frac{1}{2} [T_{1/2}(2t) - I](w_1 - Bw_0).\]

Since \( T_{1/2}(t) \) satisfies (7), \( Bw(t) = BT_{1/2}(1/n)v(t) \) is bounded in \( t \) by the assumption that \( v(t) \) is bounded in \( t \). On the other hand, because of the time-like analyticity of \( T_{1/2}(t) \), zero does not belong to the point spectrum of \( T_{1/2}(t) \) for any
$t > 0$. We write $T_{1/2}(-t)$ for the inverse of $T_{1/2}(t)$. Hence we see, by applying $T_{1/2}(-t)$ to (53),

$$\sup_t ||T_{1/2}(-t)(w_1 - Bw_0)|| < \infty .$$

From this we can prove that $z = (w_1 - Bw_0) = 0$. To this purpose we put

$$F(\lambda) = \int_0^\infty e^{\lambda t}T_{1/2}(-t)z \, dt, \quad \text{Re} (\lambda) < \infty.$$ 

Then $\lambda F(\lambda)$ is bounded when $\text{Re} (\lambda) < 0$, $|\text{Im} (\lambda)|/|\text{Re} (\lambda)| < c$ for any positive constant $c$. On the other hand, it is easily verified that

$$-F(\lambda) = (\lambda I - B)^{-1}$$

for $\lambda$ with $\text{Re} (\lambda) < 0$ and in the resolvent set of $B$. Hence $-\lambda F(\lambda)$ is the analytical extension of $\lambda(\lambda I - B)^{-1}z$ into the left half $\lambda$-plane. Moreover, as was indicated in section 2, $\lambda(\lambda I - B)^{-1}$ is bounded in a sector of the form $-\pi/2 - \epsilon \leq \arg \lambda \leq \pi/2 + \epsilon$ for $\epsilon > 0$. Hence, by Liouville’s theorem, $-\lambda F(\lambda)$ must reduce to a constant vector. Thus, by $s = \lim_{\lambda \downarrow 0} \lambda(\lambda I - B)^{-1}z = z$, we obtain $\lambda(\lambda I - B)^{-1}z = z$. Hence $Bz = 0$ and so $T_{1/2}(t)z = z$. Therefore, by (52),

$$T_{1/2}(t)w(t) = T_{1/2}(2t)w_0 + t(w_1 - Bw_0),$$

and hence the boundedness of $w(t)$ implies that $w_1 = Bw_0$.
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