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Though random codes are shown to be optimal for point-to-point channels, codes with algebraic structure are found to be useful in many network scenarios. This thesis demonstrates the role of structured codes in several network and MIMO settings. In MIMO channels, structured codes can be used to improve receiver design. Traditional receiver architectures decorrelate the mixed data streams and recover each of them individually. Although optimal when the channel matrix is orthogonal, this can be highly sub-optimal when the channel is near singular. To overcome this limitation, a new architecture that recovers linear combinations of the data streams instead of the data streams individually is proposed. The proposed integer-forcing receiver outperforms traditional linear architectures and achieves the optimal diversity-multiplexing tradeoff. In network information theory, it has been shown that structured codes are useful for computation over multiple-access channels. This thesis considers function computation across general relay networks and proposes a scheme that decouples the physical and network layers. By using lattice codes in the physical layer and network codes in the network layer, the proposed scheme achieves the optimal distortion to within a constant factor. Finally, structured codes can be used to efficiently transmit channel state information when global channel state information is absent in networks. It is shown that sending a function of the channel state information is sufficient and can be much more efficient than sending the full information.
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Chapter 1

Introduction

Classical information theory generally relied on random coding arguments to characterize the fundamental limits of communication in systems. For example, the capacity achieving codebook of the Additive-White-Noise-Gaussian (AWGN) channel can be constructed by drawing points uniformly from the power constraint sphere. \[1, \text{Chapter 10}\] As a result, there is no particular algebraic structure imposed on the codes. In his seminal paper, Shannon showed that these random coding arguments were sufficient to achieve optimal performance in all single user channels \[2\]. Furthermore, the same type of codes can be used to achieve the capacity region of several multiple user channels, including the multiple-access channel and special cases of the broadcast channel \[1, \text{Chapter 14}\]. Similarly, Slepian and Wolf used the random coding construction to characterize the optimal rate region for distributed source coding \[3\]. Codes with algebraic structure were studied in the late sixties, and it was found that although they reduced the encoding and decoding complexity, their performance was, at best, the same as optimal unstructured codes. Generally, though, their performance was usually worse \[4\]. Consequently, it was suspected that random codes were sufficient to characterize the fundamental limits of communication, and codes with structure were not needed in traditional information theory.

One of the first examples that demonstrated the advantage of codes with structure occurred in the late seventies. Korner and Marton considered the distributed source coding problem when the destination desires to recover a function of the sources \[5\]. In their scenario, Source 1 observes a binary source $U$, and source 2 observes another binary source $U'$. Rather than recovering the individual sources $U$ and $U'$ as in the traditional rate-distortion problem, the destination produces an estimate for the mod-2 sum of the source observations: $U \oplus_2 U'$. When the sources are correlated, it was discovered that recovering the mod-2 sum of the observations is more efficient than recovering the individual observations, and the optimal rate region is larger than the Slepian-Wolf region. Furthermore, standard random coding arguments were insufficient here, and linear codes were used instead. Linear codes have the property that the sum (over the underlying finite field) of two codewords is again a codeword. This structural property is crucial for sending the mod-2 sum of the source
observations in this distributed setting.

Lattice codes form the real counterpart of linear codes and extend the linearity property from a finite field into the real field [6]. As a result, they can be used in many wireless settings and form an important class of structured codes. The goal of this thesis is to demonstrate the advantage of lattice codes in three network scenarios. First, we propose a novel, low-complexity, linear receiver architecture for multiple-input-multiple-output (MIMO) channels that achieves significant gain over traditional linear receivers. Our architecture makes use of lattice codes to first recover an equation of the data streams instead of the data streams themselves. This achieves performance close to the optimal joint receiver while adding only slightly more complexity over the traditional linear receiver. Next, we consider function computation across a class of wireless relay networks. By using lattice codes for both channel coding and source quantization, we convert the wireless network problem into a wired network problem, which is well studied in literature [7, 8, 9, 10]. We then develop achievability schemes for the wired network based on the results of the well known multicast problem [11, 12]. Finally, we study the role of structure in channel state estimation. We show that in networks with many relay nodes, lattice codes can be used to transmit a function of the channel state information. In certain cases, this is much more efficient than transmitting the full channel state information.

Before delving into details, we briefly review some situations where lattice codes have demonstrated good performance. In many point-to-point settings, lattice codes have been shown to be a low-complexity alternative that achieves the optimal performance previously attained by random codes:

- **AWGN Channel**: Lattice encoding with Maximum Likelihood decoding was first studied and was shown to attain the capacity of the AWGN channel [13]. Refinements of this scheme were studied in [14, 15]. A nested version of lattice codes was later developed and shown to approach the capacity of point-to-point AWGN channels with lattice decoding [16].

- **Quantization**: Nested lattice codes developed in [16] can also be used for the quantization of Gaussian sources. Furthermore, it is shown that there exists lattices that are good for both coding and quantization [17, 18].

- **Dirty Paper**: When interference is known causally at the transmitter, it can be cancelled by employing precoding techniques [19]. Combing lattice codes and scaling with the MMSE coefficient, the capacity of the dirty paper channel can be achieved [20]. Practical implementations of nested lattice codes for the dirty paper channel are proposed in [21].

- **Wyner-Ziv**: The quantization rate can be reduced by adding correlated side information to the receiver and employing binning techniques. Coset codes have been proposed
as a means to perform efficient binning. Wyner developed a set of coset codes for binning in the situation of lossless compression with side information. Nested lattice codes were shown to be good coset codes in the lossy case by the authors in [22]. These Coset codes can be used for efficient binning in the Wyner-Ziv problem and recover the optimal rate-distortion tradeoff.

Although structured codes can recover the optimal performance previously attained by random codes in many point-to-point scenarios, their value is truly highlighted in network settings. In these multi-user scenarios, lattices are needed to achieve gains previously unattainable using standard random codes:

- **Distributed Source Coding:** A Gaussian version of the Korner-Marton problem was studied in [23]. A nested lattice scheme was used to reconstruct a function of the sources directly without first reconstructing the individual sources. This was shown to be more efficient than recovering the individual sources directly, and the resulting achievable rate region was shown to be larger than the Berger-Tung region in certain regimes.

- **Interference Alignment:** Recent literature showed that the degrees of freedom per user of the interference channel remains constant as the number of users increases [24]. Subspace coding was used, and interference at each destination was aligned so that all interference falls into the same subspace. The linearity property of lattices can be exploited to align the interference [25, 26].

- **Computation over Multiple-Access Channels:** When the destination of a AWGN multiple-access channel recovers a function of the sources, lattice codes have been found to be advantageous and are able to achieve a lower distortion than standard random codes [27].

- **Two-Way Relay Channel:** Lattice codes can be used in this scenario and allow the relay node to recover the sum of the two codewords rather than the individual codewords. Structured schemes have been shown to be more efficient than traditional relaying schemes and achieve within a constant gap of the optimal performance [28, 29].

- **Wireless Network Coding:** In a wired network with many relay nodes, the traditional method of routing has been shown to be insufficient, and coding is needed at the intermediate relays instead [11]. In the case of a wireless network, it is beneficial for the relays to recover only a function of the incoming messages [30, 31, 32, 33].

- **Dirty Paper Multiple-Access Channels:** The dirty paper channel is extended to the case of multiple users who communicate to a common destination in the presence of interference. When the interference is known partially at each transmitter, lattice codes are needed to cancel the interference [34].
• **Secrecy**: Using lattices schemes, multiple users who do not have prior coordination are able to collude against adversaries and eavesdroppers \([35]\).

### 1.1 Contributions

We provide an overview and a summary of our main results in each scenario:

- **Linear Receiver Design for MIMO**: Linear receivers are often used to reduce the implementation complexity of multiple antenna systems. In a traditional linear receiver architecture, the receive antennas are used to separate out the codewords sent by each transmit antenna, which can then be decoded individually. Although easy to implement, this approach can be highly sub-optimal when the channel matrix is near singular. This paper develops a new linear receiver architecture that uses the receive antennas to create an effective channel matrix with integer-valued entries. Rather than attempting to recover transmitted codewords directly, the decoder recovers integer combinations of the codewords according to the entries of the effective channel matrix. The codewords are all generated using the same linear code, which guarantees that these integer combinations are themselves codewords. If the effective channel is full rank, these integer combinations can then be digitally solved for the original codewords. This thesis focuses on the special case where there is no coding across transmit antennas. In this setting, the integer-forcing linear receiver significantly outperforms traditional linear architectures such as the decorrelator and MMSE receiver. In the high SNR regime, the proposed receiver attains the optimal diversity-multiplexing tradeoff for the standard MIMO channel. It is further shown that in an extended MIMO model with interference, the integer-forcing linear receiver achieves the optimal generalized degrees-of-freedom.

- **Network Function Computation**: In linear function computation, multiple source nodes communicate across a relay network to a single destination whose goal is to recover linear functions of the original source data. For the case when the relay network is a linear deterministic network, a duality relation is established between function computation and broadcast with common messages. Using this relation, a compact, sufficient condition is found describing those cases where the cut-set bound is tight. Then, these insights are used to develop results for the case where the relay network contains Gaussian multiple-access channels. The proposed scheme decouples the physical and network layers. Lattice codes are used for both source quantization and computation in the physical layer. This can be viewed as converting the original Gaussian sources into discrete sources and the Gaussian network into a linear deterministic network. The duality relation is applied to find network codes for computing functions of discrete sources in the network layer. Assuming the original source sequences
are independent Gaussians, the resulting distortion for computing their sum over the Gaussian network is provably within a constant factor of the optimal performance.

• **Channel State Information Estimation:** In networks with many intermediate relay nodes, the assumption of global channel knowledge is optimistic in practice. The fading behavior is typically measured locally at the relay nodes but is not directly known at the destination. One straightforward method is to send the full channel state information to the destination. However, this may be inefficient due to limited power and bandwidth constraints and results in forwarding more information than necessary. Instead, we show that it is sometimes sufficient for the destination to know only a function of the various channel states rather than the full channel state information. We develop a general framework for forwarding a function of the channel state information in relay systems with only local channel knowledge. We apply our framework to several networks and find that *functional forwarding* of channel state information can be much more efficient than full forwarding.

### 1.2 Outline

The thesis is outlined as follows:

• **Chapter 2:** The standard MIMO model is described and existing receiver architectures are surveyed. The integer-forcing linear receiver, which uses lattice codes to first recover a set of full rank equations of the data streams, is then proposed. It is compared to different architectures and shown to attain the optimal diversity-multiplexing tradeoff.

• **Chapter 3:** The MIMO channel in Chapter 2 is extended to include the case of interference. The integer-forcing architecture is shown to provide an attractive solution to the problem of oblivious interference mitigation. Focusing on the high SNR regime, the generalized degrees of freedom for the integer-forcing linear receiver is characterized and shown to match the optimal joint-receiver.

• **Chapter 4:** The proof of Theorem 3.7 in Chapter 3 requires results in diophantine approximations. Some existing theorems in the diophantine approximations literature, including Dirichlets, Khintchine-Groshev, Minkowski’s 1st theorem on successive minima, and Minkowski’s 2nd theorem on successive minima, are first reviewed. Theorem 4.13 is a new result that extends Dirichlets to the case where a full rank set of linearly independent integer solutions is required. The proof requires several diophantine theorems and makes use of Lagrangian formulations.

• **Chapter 5:** The problem of network function computation is considered. The first section focuses on the deterministic network and shows that computing a single linear function is equivalent to multicast. This insight is then extended beyond a single linear
function to general communication demands. The second section leverages the insights from the deterministic network to characterize the distortion for computing a function of Gaussian sources across a class of Gaussian relay networks.

- **Chapter 6:** The two-stage relay network of interest is first described. A new scheme, *functional forwarding*, where the relays send a function of the channel state information to the destination, is proposed. A series of examples are provided to illustrate that the proposed scheme can be much more efficient than traditional schemes that forward the full channel state information.
Chapter 2

Integer-Forcing Linear Receivers

It is by now well-known that increasing the number of antennas in a wireless system can significantly increase capacity. Since the seminal papers of Foschini and Gans [36] and Telatar [37], multiple-input multiple-output (MIMO) channels have been thoroughly investigated in theory (see [38] for a survey) and implemented in practice [39]. This capacity gain usually comes at the expense of more complex encoders and decoders and a great deal of work has gone into designing low-complexity MIMO architectures. In this chapter, we describe a new low-complexity architecture that can attain significantly higher rates than existing solutions of similar complexity.

We focus on the case where each of the $M$ transmit antennas encodes an independent data stream (see Figure 2.1). That is, there is no coding across the transmit antennas: each data stream $w_m$ is encoded separately to form a codeword $x_m$ of length $n$. Channel state information is only available to the receiver. From the receiver’s perspective, the original data streams are coupled in time through encoding and in space (i.e., across antennas) through the MIMO channel. The joint maximum likelihood (ML) receiver simultaneously performs joint decoding across time and receive antennas. Clearly, this is optimal in terms of both rate and probability of error. However, the computational complexity of jointly processing the data streams is high, and it is difficult to implement this type of receiver in wireless systems when the number of streams is large. Instead, linear receivers such as the decorrelator and minimum-mean-squared error (MMSE) receiver are often used as low-complexity alternatives [40].

Traditional linear receivers first separate the coupling in space by performing a linear projection at the front-end of the receiver. In order to illustrate this concept and motivate the proposed new approach, we consider the $2 \times 2$ MIMO channel characterized by the following matrix:

$$H = \begin{bmatrix} 2 & 1 \\ 1 & 1 \end{bmatrix}.$$  \hspace{1cm} (2.1)

The simplest choice of a linear receiver front-end inverts the channel matrix. This receiver
is usually referred to as the decorrelator in the literature. That is, the receiver first applies
the matrix
\[
H^{-1} = \begin{bmatrix}
1 & -1 \\
-1 & 2
\end{bmatrix}
\] (2.2)
to the received signal. Overall, this converts the original channel into a new equivalent
channel characterized by the identity matrix and colored Gaussian noise, i.e., to two scalar
channels with correlated noise. The linear receiver then proceeds by separately decoding
the output of each of these two channels. The well-known drawback of this approach is
that the noise vector is also multiplied by the linear receiver front-end matrix given in (2.2),
which alters the variances of its components. In our simple example, if we assume that
the original channel had independent additive white Gaussian noise of unit variance, the
equivalent noises after the linear receiver front-end have variances of 2 and 5, respectively.
That is, while the receiver front-end has nulled out cross-interference, it has also significantly
increased the noise levels.

The integer-forcing linear architecture advocated here is based on the recent insight that
if on all transmit antennas, the same linear or lattice code is used, then it is possible to not
only decode codewords themselves, but also integer linear combinations of codewords directly
\cite{31}. Let us denote the codeword transmitted on the first antenna by \(x_1\) and the codeword
transmitted on the second antenna by \(x_2\). Then, for the simple example matrix from (2.1),
the receiver can decode the integer linear combination \(2x_1 + x_2\) from the first receive antenna
and the combination \(x_1 + x_2\) from the second receive antenna. From these (following \cite{31}),
it is possible to recover linear equations of the data streams over an appropriate finite field,
\(2w_1 + w_2\) and \(w_1 + w_2\). These equations can in turn be digitally solved for the original data
streams. The key point in this example is that the noise variances remain unchanged, which
increases the effective SNR per data stream. Note that for more general channel matrices
beyond the simple example here, it will also be advantageous to first apply an appropriate
linear receiver front-end, albeit following principles very different form merely inverting the
channel matrix, as we explain in more detail in the sequel.

In this chapter, we first consider the standard MIMO channel and develop a new integer-
forcing linear receiver architecture that provides multiplexing and diversity gains over tra-
tditional linear architectures. Our approach relies on the compute-and-forward framework,
which allows linear equations of transmitted messages to be efficiently and reliably decoded
over a fading channel \cite{31}. We develop a multiple antenna version of compute-and-forward
which employs the antennas at the receiver to rotate the channel matrix towards an effective
channel matrix with integer entries. Separate decoders can then recover integer combinations
of the transmitted messages, which are finally digitally solved for the original messages. We
show that this is much more efficient than using the receive antennas to separate the trans-
mitted codewords and directly decoding each individual codeword. Our analysis uses nested
lattice codes originally developed to approach the capacity of point-to-point AWGN and
dirty-paper channels [16, 17, 18, 22] and for which practical implementations were presented in [21] and subsequent works.

In Chapter 3, we generalize the MIMO channel model to include interference [41, 42] and show that the integer-forcing receiver architecture is an attractive approach to the problem of oblivious interference mitigation. By selecting equation coefficients in a direction that depends on both the interference space and the channel matrix, the proposed architecture reduces the impact of interference and attains a non-trivial gain over traditional linear receivers. Furthermore, we show that the integer-forcing receiver achieves the same generalized degrees of freedom as the joint decoder. Our proof uses techniques from Diophantine approximations, which have also recently been used for interference alignment over fixed channels and the characterization of the degrees of freedom for compute-and-forward [43, 44].

In the remainder of the chapter, we start with a formal problem statement in Section 2.1, and then overview the basic existing MIMO receiver architectures and their achievable rates in Section 2.2. In Section 2.3, we present the integer-forcing receiver architecture and a basic performance analysis. We show that the rate difference between the proposed receiver and traditional linear receivers can be arbitrarily large in Section 2.4. We study the outage performance of the integer-forcing linear receiver under a slow fading channel model in Section 2.5. We show that in the case where each antenna encodes an independent data stream, our architecture achieves the same diversity-multiplexing tradeoff as that of the optimal joint decoder. In Chapter 3, we consider the MIMO channel with interference and show that the integer-forcing receiver can be used to effectively mitigate interference. We characterize the generalized degrees-of-freedom for the integer-forcing receiver and find that it is the same as for the joint decoder.

Throughout the chapter, we will use boldface lowercase to refer to vectors, \( \mathbf{a} \in \mathbb{R}^M \), and boldface uppercase to refer to matrices, \( \mathbf{A} \in \mathbb{R}^{M \times M} \). Let \( \mathbf{A}^T \) denote the transpose of a matrix \( \mathbf{A} \) and \( |\mathbf{A}| \) denote the determinant. Also, let \( \mathbf{A}^{-1} \) denote the inverse of \( \mathbf{A} \) and \( \mathbf{A}^\dagger \triangleq (\mathbf{A}^T \mathbf{A})^{-1} \mathbf{A}^T \) denote the pseudoinverse. The notation \( \|\mathbf{a}\| \triangleq \sqrt{\sum_i a_i^2} \) will refer to the \( \ell_2 \)-norm of the vector \( \mathbf{a} \) while \( \|\mathbf{a}\|_\infty \triangleq \max_i |a_i| \) will refer to the \( \ell_\infty \)-norm. Finally, we will use \( \lambda_{\text{MAX}}(\mathbf{A}) \) and \( \lambda_{\text{MIN}}(\mathbf{A}) \) to refer to the maximum and minimum singular values of the matrix \( \mathbf{A} \).

### 2.1 Problem Statement

The baseband representation of a MIMO channel usually takes values over the complex field. For notational convenience, we will work with the real-valued decomposition of these complex matrices. Recall that any equation of the form \( \mathbf{Y} = \mathbf{G} \mathbf{X} + \mathbf{Z} \) over the complex field can be represented by its real-valued representation,

\[
\begin{bmatrix}
\text{Re}(\mathbf{Y}) \\
\text{Im}(\mathbf{Y})
\end{bmatrix} =
\begin{bmatrix}
\text{Re}(\mathbf{G}) & -\text{Im}(\mathbf{G}) \\
\text{Im}(\mathbf{G}) & \text{Re}(\mathbf{G})
\end{bmatrix}
\begin{bmatrix}
\text{Re}(\mathbf{X}) \\
\text{Im}(\mathbf{X})
\end{bmatrix} +
\begin{bmatrix}
\text{Re}(\mathbf{Z}) \\
\text{Im}(\mathbf{Z})
\end{bmatrix}.
\] (2.3)
We will henceforth refer to the $2M \times 2N$ real-valued decomposition of the channel matrix as $H$. We will use $2M$ independent encoders and $2M$ independent decoders for the resulting real-valued transmit and receive antennas.\footnote{The implementation complexity of our scheme can be decreased slightly by specializing it to the complex field using the techniques in \cite{31}. For notational convenience, we focus solely on the real-valued representation, and do not exploit the constraints on the matrix $H$.}

**Definition 2.1** (Messages). Each of the $2M$ transmit antennas has a length $k$ data stream (or message) $w_m$ drawn independently and uniformly from $W = \{0, 1, 2, \ldots, q - 1\}^k$.

**Definition 2.2** (Encoders). Each data stream $w_m$ is mapped onto a length $n$ channel input $x_m \in \mathbb{R}^{n\times 1}$ by an encoder,

$$\mathcal{E}_m : W \rightarrow \mathbb{R}^{n}.$$ 

An equal power allocation is assumed across transmit antennas

$$\frac{1}{n} \|x_m\|^2 \leq \text{SNR}.$$ 

Note that equal power constraint per transmit antenna is equivalent to total power constraint when considering the diversity-multiplexing tradeoff. While we formally impose a separate power constraint on each antenna, we note that the performance at high SNR (in terms of the diversity-multiplexing tradeoff) remains unchanged if this is replaced by a sum power constraint over all antennas instead.

**Definition 2.3** (Rate). Each of the $2M$ encoders transmits at the same rate

$$R_{\text{TX}} = \frac{k}{n} \log_2 q.$$ 

The total rate of the MIMO system is just the number of transmit antennas times the rate, $2MR_{\text{TX}}$.

**Remark 2.4.** Since the transmitters do not have knowledge of the channel matrix, we focus on the case where the $2M$ data streams are transmitted at equal rates. We will compare the integer-forcing receiver against successive cancellation V-BLAST schemes with asymmetric rates in Section 2.5.2.

**Definition 2.5** (Channel). Let $X \in \mathbb{R}^{2M \times n}$ be the matrix of transmitted vectors,

$$X = \begin{bmatrix} x_1^T \\ \vdots \\ x_{2M}^T \end{bmatrix}. \quad (2.4)$$
The MIMO channel takes $X$ as an input, multiplies it by the channel matrix $H \in \mathbb{R}^{2N \times 2M}$ and adds noise $Z \in \mathbb{R}^{2N \times n}$ whose entries are i.i.d. Gaussian with zero mean and unit variance. The signal $Y \in \mathbb{R}^{2N \times n}$ observed across the $2N$ receive antennas over $n$ channel uses can be written as

$$Y = HX + Z.$$  \hfill (2.5)

We assume that the channel realization $H$ is known to the receiver but unknown to the transmitter and remains constant throughout the transmission block of length $n$.

**Definition 2.6 (Decoder).** At the receiver, a decoder makes an estimate of the messages,

$$D : \mathbb{R}^{2N \times n} \rightarrow \mathcal{W}^{2M}$$

$$(\hat{w}_1, \ldots, \hat{w}_{2M}) = D(y).$$ \hfill (2.7)

**Definition 2.7 (Achievable Rates).** We say that sum rate $R(H)$ is achievable if for any $\epsilon > 0$ and $n$ large enough, there exist encoders and a decoder such that reliable decoding is possible

$$\Pr ( (\hat{w}_1, \ldots, \hat{w}_{2M}) \neq (w_1, \ldots, w_{2M}) ) \leq \epsilon$$

so long as the total rate does not exceed $R(H)$,

$$2MR_{TX} \leq R(H).$$

### 2.2 Existing Receiver Architectures

Many approaches to MIMO decoding have been studied in the literature. We provide a brief summary of some of the major receiver architectures and the associated achievable rates, including the joint ML receiver, the decorrelator, linear MMSE estimator and the MMSE-SIC estimator.

#### 2.2.1 Joint ML Receivers

Clearly, the best performance is attainable by joint ML decoding across all $N$ receive antennas. This situation is illustrated in Figure 2.1. Let $H_S$ denote the submatrix of $H$ formed by taking the columns with indices in $S \subseteq \{1, 2, \ldots, 2M\}$. If we use a joint ML decoder that searches for the most likely set of transmitted messages vectors $\hat{w}_1, \ldots, \hat{w}_{2M}$, then the following rate is achievable (using Gaussian codebooks at the transmitter):

$$R_{\text{JOINT}}(H) = \min_{S \subseteq \{1, 2, \ldots, 2M\}} \frac{M}{|S|} \log \det \left( I_S + \frac{\text{SNR}}{M} H_S H_S^T \right)$$ \hfill (2.8)
where $I$ is the identity matrix.\footnote{With joint encoding and decoding, a rate of $\frac{1}{2} \log \det \left(I + SNRHH^T\right)$ is achievable.} Note that this is also the capacity of the channel subject to equal rate constraints per transmit antenna. The worst-case complexity of this approach is exponential in the product of the blocklength $n$ and the number of antennas $N$.

One approach to reduce the complexity of the joint ML decoder is to employ a sphere decoder. Rather than naively checking all possible codewords, the sphere decoder only examines codewords that lie within a ball around the received vector. If the radius of the ball is suitably chosen, this search is guaranteed to return the ML candidate vector. We refer interested readers to [45, 46, 47, 48, 49] for more details on sphere decoding algorithms as well as to [50] for a recent hardware implementation.

![Figure 2.1: MIMO channel with single stream encoding.](image)

### 2.2.2 Traditional Linear Receivers

Rather than processing all the observed signals from the antennas jointly, one simple approach is to separate out the transmitted data streams using a linear projection and then decode each data stream individually, as shown in Figure 2.2. Given the observed matrix $Y = HX + Z$ from (2.5), the receiver forms the projection

$$\tilde{Y} = BY$$

$$= BHX + BZ \quad (2.9)$$

where $B \in \mathbb{R}^{2M \times 2N}$. Each row $\tilde{y}_m^T$ of $\tilde{Y}$ is treated as a noisy version of $x_m^T$. In traditional linear receivers, the goal of the projection matrix $B$ is to separate the incoming data streams. For the decorrelator architecture, we choose the projection to be the pseudoinverse of the channel matrix $B = (H^TH)^{-1}H^T$. In the case where $N \geq M$, the resulting channel is interference free. If $H$ is orthogonal, then the decorrelator architecture can match the performance of a joint ML decoder. As the condition number of $H$ increases, the performance gap between the decorrelator and the joint decoder increases due to noise amplification (see the example in Section 2.4.2). The performance of the decorrelator can be improved at low
SNR using the MMSE architecture which sets \( B = HH^T (HH^T + \frac{1}{\text{SNR}} I)^{-1} \). Let \( b^T_m \) be the \( m \)th row vector of \( B \) and \( h_m \) the \( m \)th column vector of \( H \). The following rate is achievable for the \( m \)th data stream using a decorrelator architecture with Gaussian codebooks:

\[
R_m(H) = \frac{1}{2} \log \left( 1 + \frac{\text{SNR} \|b^T_m h_m\|^2}{\|b_m\|^2 + \text{SNR} \sum_{i \neq m} \|b^T_m h_i\|^2} \right). \tag{2.11}
\]

Since we focus on the case where each data stream is encoded at the same rate, the achievable sum rate is dictated by the worst stream,

\[
R_{\text{LINEAR}}(H) = \min_m 2MR_m(H). \tag{2.12}
\]

The complexity of a linear receiver architecture is dictated primarily by the choice of decoding algorithm for the individual data streams. In the worst case (when ML decoding is used for each data stream), the complexity is exponential in the blocklength of the data stream. In practice, one can employ low-density parity-check (LDPC) codes to approach rates close to the capacity with linear complexity [51].

The performance of this class of linear receivers can be improved using successive interference cancellation (SIC) [52, 53]. After a codeword is decoded, it may be subtracted from the observed vector prior to decoding the next codeword, which increases the effective signal-to-noise ratio. Let \( \Pi \) denote the set of all permutations of \( \{1, 2, \ldots, 2M\} \). For a fixed decoding order \( \pi \in \Pi \), let \( \pi_m = \{\pi(m), \pi(m+1), \ldots, \pi(2M)\} \) denote the indices of the data streams that have not yet been decoded. Let \( h_{\pi(m)} \) denote the \( \pi(m) \)th column vector of \( H \) and let \( H_{\pi_m} \) be the submatrix consisting of the columns with indices \( \pi_m \), i.e., \( H_{\pi_m} = [h_{\pi(m)} \cdots h_{\pi(2M)}] \). The following rate is achievable in the \( \pi(m) \)th stream using successive interference cancellation:

\[
R_{\pi(m)}(H) = \frac{1}{2} \log \left( 1 + \frac{\text{SNR} \|b^T_m h_{\pi(m)}\|^2}{\|b_m\|^2 + \text{SNR} \sum_{i > m} \|b^T_m h_{\pi(i)}\|^2} \right). \tag{2.13}
\]

where \( b_m = (H_{\pi_m} H_{\pi_m}^T + \frac{1}{\text{SNR}} I)^{-1} h_{\pi(m)} \) is the projection vector to decode the \( \pi(m) \)th stream after canceling the interference from the \( \pi(1), \ldots, \pi(m-1) \)th streams. For a fixed decoding order \( \pi \), the achievable sum-rate is given by

\[
R_{\text{SIC,1}}(H) = \min_m 2MR_{\pi(m)}(H). \tag{2.14}
\]

The above scheme is referred to as V-BLAST I (see [54] for more details). An improvement can be attained by selecting the decoding order, and thus the permutation.

In the case of V-BLAST II, the sum rate is improved by choosing the decoding order that maximizes rate of the worst stream,

\[
R_{\text{SIC,2}}(H) = \max_{\pi \in \Pi} \min_m 2MR_{\pi(m)}(H). \tag{2.15}
\]
Hence, V-BLAST I performs worse than V-BLAST II for all channel parameters. We postpone the discussion of V-BLAST III to Section 2.5 where we introduce the outage formulation.

Using ML decoding for each individual data stream, the complexity of the MMSE-SIC architecture is again exponential in blocklength. However, unlike the decorrelator and linear MMSE receiver, not all $M$ streams can be decoded in parallel and delay is incurred as later streams have to wait for earlier streams to finish decoding.

![Figure 2.2. A traditional linear receiver. Each of the individual message vectors is decoded directly from the projected channel output. The goal of the linear projection is to approximately invert the channel and cancel the interference from other streams.](image)

### 2.2.3 Lattice-Reduction Detectors

Another class of linear architectures comes under the name of lattice-reduction detectors. It has been shown that lattice reduction can be used to improve the performance of the decorrelator when the channel matrix is near singular [55] and can achieve the receive diversity [56]. Lattice-reduction detectors are symbol-level linear receivers that impose a linear constellation constraint, e.g., a QAM constellation, on the transmitters. The output of the MIMO channel $Y$ is passed through a linear filter $B$ to get the resulting output:

$$\tilde{Y} = BY$$
$$= BHX + BZ$$
$$= AX + BZ$$

where $A = BH$ is the effective channel matrix. In lattice reduction, the effective channel matrix is restricted to be unimodular: both its entries and the entries of its inverse must be integers. Let $a_1^T, \ldots, a_M^T$ be the row vectors of matrix $A$. The lattice-reduction detector produces estimates of the symbols of $a_m^T X$ from $\tilde{Y}$. There are two key differences between
the proposed integer-forcing receiver and the lattice-reduction receiver. First, the integer-forcing receiver operates on the codeword level rather than on the symbol level. Second, the effective channel matrix $A$ of the integer-forcing receiver is not restricted to be unimodular: it can be any full-rank integer matrix. We compare lattice reduction to the integer receiver in Example 3 by restricting the effective matrix to be unimodular under the integer-forcing architecture. We show that this restriction can result in an arbitrarily large performance gap.

Two other works have developed lattice architectures for joint decoding that can achieve the optimal diversity-multiplexing tradeoff [57, 58].

### 2.3 Proposed Receiver Architecture

#### 2.3.1 Architecture Overview

Linear receivers such as the decorrelator and the MMSE receiver directly decode the data streams after the projection step. In other words, they use the linear projection matrix $B$ to invert the channel matrix at the cost of amplifying the noise. Although low in complexity, these approaches are far from optimal when the channel matrix is ill-conditioned. In the integer-forcing architecture, each encoder uses the same linear code and the receiver exploits the code-level linearity to recover equations of the transmitted messages. Instead of inverting the channel, the scheme uses $B$ to force the effective channel to a full-rank integer matrix $A$. As in the case of traditional linear receivers, each element of the effective output is then sent to a separate decoder. However, since each encoder uses the same linear code, each decoder can recover an integer linear combination of the codewords. The integer-forcing receiver is free to choose the set of equation coefficients $A$ to be any full-rank integer matrix. The resulting integer combinations of codewords can be mapped back to a set of full-rank messages over a finite field.\(^3\) Finally, the individual messages vectors are recovered from the set of full-rank equations of message vectors. The details of the architecture are provided in the sequel and an illustration is given in Figure 2.3.

Prior to decoding, our receiver projects the channel output using the $2M \times 2N$ matrix $B$ to get the effective channel

\[
\tilde{Y} = BY = BHX + BZ. \tag{2.19}
\]

Each preprocessed output $\tilde{y}_m$ is then passed into a separate decoder $D_m : \mathbb{R}^n \rightarrow \mathcal{W}$. Decoder

---

\(^3\)For the scope of the present chapter, we assume that $q$ is prime to ensure invertibility. However, this restriction may be removed as shown in [59].
Figure 2.3. The proposed integer-forcing linear receiver. Each decoder first recovers an equation of the transmitted message vectors. These equations are then collected and solved for the individual message vectors. The goal of the linear projection is to create a full-rank, integer-valued effective channel matrix.

$m$ attempts to recover a linear equation of the message vectors

\[ u_m = \left[ \sum_{\ell=1}^{2M} a_{m,\ell} w_\ell \right] \mod q \tag{2.21} \]

for some $a_{m,\ell} \in \mathbb{Z}$. Let $a_m$ denote the vector of desired coefficients for decoder $m$, $a_m = [a_{m1} \ a_{m2} \ \cdots \ a_{m2M}]^T$. We choose $a_1, \ldots, a_{2M}$ to be linearly independent.\(^4\) Decoder $m$ outputs an estimate $\hat{u}_m$ for the equation $u_m$. We will design our scheme such that, for any $\epsilon > 0$ and $n$ large enough, the desired linear equations are recovered with probability of error satisfying

\[ \Pr \left( (\hat{u}_1, \ldots, \hat{u}_{2M}) \neq (u_1, \ldots, u_{2M}) \right) \leq \epsilon . \tag{2.22} \]

Let $W = [w_1 \ \cdots \ w_{2M}]^T$ denote the matrix of message vectors, $U = [u_1 \ \cdots \ u_{2M}]^T$ denote the matrix of linear equations of message vectors and $A = [a_1 \ \cdots \ a_{2M}]^T$ denote the integer matrix of equation coefficients. Since $A$ is full-rank, the original message vectors can be recovered from the set of linear equations by a simple inverse operation:

\[ W = A^{-1} U \tag{2.23} \]

In the following subsections, we will provide details on the achievable rate, the choice of the coefficients of the integer matrix $A$, and the complexity of our architecture.

\(^4\)It is sufficient to consider matrices $B$ and desired coefficient vectors $a_m$ that are real-valued decompositions of a complex matrix or vector.
2.3.2 Achievable Rates

We use the compute-and-forward framework developed in [31] to derive the achievable rate of the integer-forcing linear receiver. Let \( h_m^T \) be the \( m \)th row vector of \( H \). In the case where \( B = I \), the channel output to the \( m \)th decoder is given by

\[
y_m^T = h_m^T X + z_m^T \tag{2.24}
\]

and the rate at which the set of equations \( u_1, \ldots, u_{2M} \) can be reliably recovered is given in the following theorem. Define \( \log^+(x) \triangleq \max\{x, 0\} \).

**Theorem 2.8** ([31, Theorem 1]). For any \( \epsilon > 0 \) and \( n \) large enough, there exist fixed encoders and decoders, \( \mathcal{E}_1, \ldots, \mathcal{E}_{2M}, \mathcal{D}_1, \ldots, \mathcal{D}_{2M} \), such that all decoders can recover their equations with total probability of error at most \( \epsilon \) so long as

\[
R_{TX} < \min_{m=1,\ldots,2M} R(H, a_m) \tag{2.25}
\]

\[
R(H, a_m) = \frac{1}{2} \log^+ \left( \frac{\text{SNR}}{1 + \text{SNR} \| h_m - a_m \|^2} \right) \tag{2.26}
\]

for the selected equation coefficients \( a_1, \ldots, a_{2M} \in \mathbb{Z}^{2M} \).

**Remark 2.9.** Note that the decoders in Theorem 2.8 are free to choose any equation coefficients that satisfy (2.25). The encoders are completely oblivious to the choice of coefficients.

It is instructive to examine the noise term \( 1 + \text{SNR} \| h_m - a_m \|^2 \). The leading 1 corresponds to the additive noise, which has unit variance in our model. The more interesting term \( \| h_m - a_m \|^2 \) corresponds to the “non-integer” penalty since the channel coefficients \( h_m \) are not exactly matched to the coefficients \( a_m \) of the linear equation.

As illustrated in Figure 2.3, we first multiply the channel output matrix \( Y \) by a judiciously chosen matrix \( B \). That is, the effective channel output observed by the \( m \)th decoder can be expressed as

\[
\tilde{y}_m^T = \sum_{i=1}^{2M} (b_m^T h_i) x_i^T + b_m^T Z \tag{2.27}
\]

\[
= \tilde{h}_m^T X + \tilde{z}_m^T \tag{2.28}
\]

where \( \tilde{h}_m = H^T b_m \) is the effective channel to the \( m \)th decoder and \( \tilde{z}_m \) is the effective noise with variance \( \| b_m \|^2 \). The achievable rate of the integer-forcing linear receiver is given in the next theorem.

**Theorem 2.10.** Consider the MIMO channel with channel matrix \( H \in \mathbb{R}^{2N \times 2M} \). Under the integer-forcing architecture, the following rate is achievable:

\[
R < \min_m 2MR(H, a_m, b_m) \tag{2.29}
\]

\[
R(H, a_m, b_m) = \frac{1}{2} \log^+ \left( \frac{\text{SNR}}{\| b_m \|^2 + \text{SNR} \| H^T b_m - a_m \|^2} \right)
\]
for any full-rank integer matrix $A \in \mathbb{Z}^{2M \times 2M}$ and any matrix $B \in \mathbb{R}^{2M \times 2N}$.

Proof. Applying Theorem 2.8 with effective channel $h_m = H^T b_m$ and effective noise variance $\|b_m\|^2$, it follows that the receiver can reliably recover the set of linear equations $u_1, \ldots, u_{2M}$ where

$$u_m = \left[ \sum_{\ell=1}^{2M} a_{m,\ell} w_\ell \right] \mod q.$$ \hspace{1cm} (2.30)

The message vectors $w_1, \ldots, w_{2M}$ can be solved in turn by inverting the linear equations, $W = A^{-1} U$.

Theorem 2.10 provides an achievable rate for the integer-forcing architecture for any preprocessing matrix $B$ and any full-rank integer matrix $A$. The remaining task is to select these matrices in such a way as to maximize the rate expression given in Theorem 2.10. This turns out to be a non-trivial task. We consider it in two steps. In particular, we first observe that for a fixed integer matrix $A$, it is straightforward to characterize the optimal preprocessing matrix $B$. Then, in the next subsection, we discuss the problem of selecting the integer matrix $A$.

We consider the case when $N \geq M$ and note that given a fixed full-rank integer matrix $A$, a simple choice for preprocessing matrix is

$$B_{\text{EXACT}} = H^\dagger A$$ \hspace{1cm} (2.31)

where $H^\dagger$ is the pseudoinverse of $H$. We call this scheme “exact” integer-forcing since the effective channel matrix after preprocessing is simply the full-rank integer matrix $A$. We also note that choosing $B_{\text{EXACT}}$ and $A = I$ corresponds to the decorrelator. More generally, the performance of exact integer-forcing is summarized in the following corollary.

**Corollary 2.11.** Consider the case where $N \geq M$. The achievable rate from Theorem 2.10 can be written equivalently as

$$R < \min_m 2MR(H, a_m)$$ \hspace{1cm} (2.32)

$$R(H, a_m) = \frac{1}{2} \log \left( \frac{\text{SNR}}{\| (H^T)^\dagger a_m \|^2} \right)$$ \hspace{1cm} (2.33)

for any full-rank integer matrix $A$ by setting $B = H^\dagger A$.

We call the expression in the denominator of (2.33) the “effective noise variance.” The achievable rate in (2.32) is determined by the largest effective noise variance,

$$\tilde{\sigma}^2_{\text{EFFECTIVE}} = \max_m \| (H^T)^\dagger a_m \|^2.$$ \hspace{1cm} (2.34)
Hence, the goal is to choose linearly independent equations $a_1, a_2, \ldots, a_{2M}$ to minimize the expression $\tilde{\sigma}_\text{EFFECTIVE}^2$ in (2.34). The integer-forcing receiver provides the freedom to choose any full-rank integer matrix $A$. In the remainder of this section, we characterize the optimal linear projection matrix $B$ for a fixed coefficient matrix $A$ and provide an equivalent rate expression for Theorem 2.10. We will then use this expression in the Section 2.3.3 to provide insight into how to select the optimal coefficient matrix $A$.

**Corollary 2.12.** The optimal linear projection matrix for a fixed coefficient matrix $A$ is given by

$$B_{OPT} = A^T \left( \frac{1}{\text{SNR}} I + HH^T \right)^{-1}. \tag{2.35}$$

**Remark 2.13.** The linear MMSE estimator, given by $B_{MMSE} = H^T \left( \frac{1}{\text{SNR}} I + HH^T \right)^{-1}$, is a special case of the integer-forcing receiver with $B_{OPT}$ and $A = I$.

**Remark 2.14.** $\lim_{\text{SNR} \to \infty} B_{OPT} = B_{EXACT}$. Hence, under a fixed channel matrix, exact integer-forcing is optimal as $\text{SNR} \to \infty$.

**Proof of Corollary 2.12.** Let $B = [b_1, \cdots, b_{2M}]^T$. We solve for each $b_m$ separately to maximize the achievable rate in Theorem 2.10,

$$b_m = \arg\max_{b_m} \frac{1}{2} \log \left( \frac{\text{SNR}}{\|b_m\|^2 + \text{SNR} \|H^T b_m - a_m\|^2} \right) = \arg\min_{b_m} \frac{1}{\text{SNR}} \|b_m\|^2 + \|H^T b_m - a_m\|^2. \tag{2.36}$$

Define this quantity to be the function $f(b_m)$ and rewrite as follows:

$$f(b_m) = \frac{1}{\text{SNR}} \|b_m\|^2 + \|H^T b_m - a_m\|^2 \tag{2.37}$$

$$= \frac{1}{\text{SNR}} b_m^T b_m + (H^T b_m - a_m)^T (H^T b_m - a_m) \tag{2.38}$$

$$= \frac{1}{\text{SNR}} b_m^T b_m + b_m^T HH^T b_m - 2 b_m^T H a_m + a_m^T a_m \tag{2.39}$$

$$= b_m^T \left( \frac{1}{\text{SNR}} I + HH^T \right) b_m - 2 b_m^T H a_m + a_m^T a_m \tag{2.40}$$

Taking the derivative of $f$ with respect to $b_m$, we have that

$$\frac{df(b_m)}{db_m} = 2 \left( \frac{1}{\text{SNR}} I + HH^T \right) b_m - 2 H a_m. \tag{2.42}$$
Setting \( \frac{df(b_m)}{db_m} = 0 \) and solving for \( b_m \), we have that
\[
b_m^T = a_m^T H^T \left( \frac{1}{\text{SNR}} I + HH^T \right)^{-1}.
\] (2.43)

Corollary 2.12 follows since \( B = [b_1, \ldots, b_{2M}]^T \). \( \square \)

Using the optimal linear projection matrix from Corollary 2.12, we derive an alternative expression for the achievable rate in Theorem 2.10.

**Theorem 2.15.** The achievable rate from Theorem 2.10 under the optimal projection matrix \( B_{\text{OPT}} \) from (2.35) can be expressed as
\[
R < \min_m 2 M R(H, a_m)
\] (2.44)
\[
R(H, a_m) = -\frac{1}{2} \log a_m^T VDV^T a_m,
\] (2.45)

where \( V \in \mathbb{R}^{2M \times 2M} \) is the matrix composed of the eigenvectors of \( H^T H \) and \( D \in \mathbb{R}^{2M \times 2M} \) is a diagonal matrix with elements
\[
D_{i,i} = \begin{cases} 
\frac{1}{\text{SNR} \lambda_i + 1} & i \leq \text{rank}(H) \\
1 & i > \text{rank}(H) 
\end{cases}
\] (2.46)

and \( \lambda_i \) is the \( i \)th singular value of \( H \).

**Proof.** Let \( f \) be defined as in (2.37) and define \( U \Sigma V^T \) to be the singular value decomposition (SVD) of \( H \) with \( U \in \mathbb{R}^{2N \times 2N} \), \( \Sigma \in \mathbb{R}^{2N \times 2M} \), and \( V \in \mathbb{R}^{2M \times 2M} \). Note that in this SVD representation, \( \Sigma_{i,i} = \lambda_i \) and \( \Sigma_{i,j} = 0 \) for all \( i \neq j \). Evaluating \( f \) for the \( m \)th row \( b_m \) of \( B_{\text{OPT}} \) yields
\[
f(b_m) = \frac{1}{\text{SNR}} b_m^T b_m + b_m^T HH^T b_m - b_m^T H a_m - a_m^T H^T b_m + a_m^T a_m
\] (2.47)
\[
= b_m^T \left( \frac{1}{\text{SNR}} I + HH^T \right) b_m - b_m^T H a_m - a_m^T H^T b_m + a_m^T a_m
\] (2.48)

Combining (2.43) and (2.48), it follows that
\[
f(b_m) = b_m^T \left( \frac{1}{\text{SNR}} I + HH^T \right) \left( \frac{1}{\text{SNR}} I + HH^T \right)^{-1} H a_m - b_m^T H a_m - a_m^T H^T b_m + a_m^T a_m
\] (2.49)
\[
= b_m^T H a_m - b_m^T H a_m - a_m^T H^T b_m + a_m^T a_m
\] (2.50)
\[
= -a_m^T H^T b_m + a_m^T a_m
\] (2.51)
\[
= -a_m^T H^T \left( \frac{1}{\text{SNR}} I + HH^T \right)^{-1} H a_m + a_m^T a_m
\] (2.52)
\[
= -a_m^T V \Sigma^T U^T \left( \frac{1}{\text{SNR}} I + U \Sigma \Sigma^T U^T \right)^{-1} U \Sigma V^T a_m + a_m^T a_m.
\] (2.53)
Since \( \mathbf{U} \) is an orthonormal matrix, \( \mathbf{U}^{-1} = \mathbf{U}^T \) and (2.53) can be rewritten as follows

\[
f(b_m) = -a_m^T \mathbf{V} \Sigma^T \mathbf{U}^T \left( \frac{1}{\text{SNR}} \mathbf{U} \mathbf{I} \mathbf{U}^T + \mathbf{U} \Sigma \Sigma^T \mathbf{U}^T \right)^{-1} \mathbf{U} \Sigma \mathbf{V}^T \mathbf{a}_m + a_m^T \mathbf{I} \mathbf{a}_m \tag{2.54}
\]

\[
= -a_m^T \mathbf{V} \Sigma^T \mathbf{U}^T (\mathbf{U}^T)^{-1} \left( \frac{1}{\text{SNR}} \mathbf{I} + \Sigma \Sigma^T \right)^{-1} \mathbf{U}^{-1} \mathbf{U} \Sigma \mathbf{V}^T \mathbf{a}_m + a_m^T \mathbf{I} \mathbf{a}_m \tag{2.55}
\]

\[
= -a_m^T \mathbf{V} \Sigma^T \left( \frac{1}{\text{SNR}} \mathbf{I} + \Sigma \Sigma^T \right)^{-1} \Sigma \mathbf{V}^T \mathbf{a}_m + a_m^T \mathbf{I} \mathbf{a}_m \tag{2.56}
\]

Since \( \mathbf{V} \) is an orthonormal matrix, \( \mathbf{V}^{-1} = \mathbf{V}^T \) and (2.56) can be rewritten as follows

\[
f(b_m) = a_m^T \left( -\mathbf{V} \Sigma^T \left( \frac{1}{\text{SNR}} \mathbf{I} + \Sigma \Sigma^T \right)^{-1} \Sigma \mathbf{V}^T + \mathbf{V} \mathbf{V}^T \right) \mathbf{a}_m \tag{2.57}
\]

\[
= a_m^T \mathbf{V} \left( -\Sigma^T \left( \frac{1}{\text{SNR}} \mathbf{I} + \Sigma \Sigma^T \right)^{-1} \Sigma + \mathbf{I} \right) \mathbf{V}^T \mathbf{a}_m \tag{2.58}
\]

\[
= a_m^T \mathbf{V} \left( \mathbf{I} - \Sigma^T \left( \frac{1}{\text{SNR}} \mathbf{I} + \Sigma \Sigma^T \right)^{-1} \Sigma \right) \mathbf{V}^T \mathbf{a}_m \tag{2.59}
\]

\[
= a_m^T \mathbf{V} \mathbf{D} \mathbf{V}^T \mathbf{a}_m . \tag{2.60}
\]

Putting everything together, we have that

\[
R(\mathbf{H}, \mathbf{a}_m) = -\frac{1}{2} \log a_m^T \mathbf{V} \mathbf{D} \mathbf{V}^T \mathbf{a}_m . \tag{2.61}
\]

\[\Box\]

### 2.3.3 Choosing Equations

In the previous section, we explored choices of the preprocessing matrix \( \mathbf{B} \) and characterized the optimal \( \mathbf{B} \) for a fixed full-rank integer matrix \( \mathbf{A} \). Now, we discuss how to select equation coefficients \( \mathbf{a}_1, \ldots, \mathbf{a}_{2M} \) to maximize the achievable rate in Theorem 2.10 or, equivalently, Theorem 2.15. In the integer-forcing linear receiver, we are free to recover any full-rank set of linear equations with integer coefficients. However, due to the integer constraint on \( \mathbf{A} \), it does not appear to be possible to give a closed-form solution for the best possible full-rank matrix \( \mathbf{A} \).

An initially tempting choice for \( \mathbf{A} \) might be \( \mathbf{A} = \mathbf{I} \). As we noted previously, for this choice of \( \mathbf{A} \), selecting \( \mathbf{B} = \mathbf{H}^\dagger \) reduces to the decorrelator while selecting \( \mathbf{B} = \mathbf{H}^T \left( \frac{1}{\text{SNR}} \mathbf{I} + \mathbf{H} \mathbf{H}^T \right)^{-1} \) yields the linear MMSE estimator. However, as we show, for most channel matrices, fixing \( \mathbf{A} = \mathbf{I} \) is suboptimal.
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From Theorem 2.15, the achievable rate under the fixed channel matrix \( A = [a_1, \cdots, a_{2M}]^T \) is given by

\[
R < \max_{|A| \neq 0} \min_m \left( -M \log a_m^T VDV^T a_m \right). \tag{2.62}
\]

In general, for a fixed SNR and channel matrix, finding the best coefficient matrix \( A \) appears to be a combinatorial problem, requiring an explicit search over all possible full-rank integer matrices. The following lemma shows how the search space can be somewhat reduced.

**Lemma 2.16.** To optimize the achievable rate in Theorem 2.15 (or, equivalently, in Theorem 2.10), it is sufficient to check the space of all integer vectors \( a_m \) with norm satisfying

\[
\|a_m\|^2 \leq 1 + \lambda_{\text{MAX SNR}}^2. \tag{2.63}
\]

where \( \lambda_{\text{MAX}} \) is the maximum singular value of \( H \).

**Remark 2.17.** This lemma thus shows that an exhaustive search only needs to check roughly \( \text{SNR}^M \) possibilities.

**Proof.** From (2.62), the achievable rate of the integer-forcing receiver is zero for all \( a_m \) satisfying

\[
a_m^T VDV^T a_m \geq 1 \tag{2.64}
\]

The left-hand side is lower bounded by

\[
a_m^T VDV^T a_m = \|D^{1/2} V^T a_m\|^2 \tag{2.65}
\]

\[
= \sum_{i=1}^{2M} D_{i,i} |v_i^T a_m|^2 \tag{2.66}
\]

\[
\geq \min_i D_{i,i} \|a\|^2 \tag{2.67}
\]

\[
= \frac{1}{1 + \lambda_{\text{MAX SNR}}^2} \|a_m\|^2 \tag{2.68}
\]

Hence, if \( \|a_m\|^2 \geq 1 + \lambda_{\text{MAX SNR}}^2 \), then \( a_m^T VDV^T a_m \geq 1. \)

To conclude this subsection, we will now explicitly show how and why the choice \( A = I \) is indeed suboptimal in general. In this context, it is instructive to use Lemma 2.16 to restate (2.62) as

\[
R < \max_{\|a_m\|^2 \leq 1 + \lambda_{\text{MAX SNR}}^2} \min_m \left( -M \log a_m^T VDV^T a_m \right). \tag{2.69}
\]
Figure 2.4. The decorrelator (left) fixes the equations to be $a_1 = [1 \ 0]^T$ and $a_2 = [0 \ 1]^T$. The integer-forcing linear receiver (right) allows for any choice of linearly independent equations. Equations should be chosen in the direction of $v_{\text{MAX}}$ to avoid noise amplification by $\frac{1}{\lambda_{\text{MIN}}}$.

Equation (2.69) suggests that we should choose coefficient vectors $a_1, \ldots, a_{2M}$ to be short and in the direction of the maximum right eigenvector of $H$. To make this concrete, let us study a particular $2 \times 2$ real MIMO channel for which the matrix $H$ has singular values $\lambda_{\text{MIN}}$ and $\lambda_{\text{MAX}}$, with corresponding right singular vectors $v_{\text{MIN}}$ and $v_{\text{MAX}}$, respectively, as illustrated in Figure 2.4. Here, decoder 1 recovers a linear combination of the transmitted message vectors with integer coefficients $a_1 = [a_{1,1} \ a_{1,2}]^T$ and decoder 2 recovers a linear combination with integer coefficients $a_2 = [a_{2,1} \ a_{2,2}]^T$. Using the exact integer-forcing rate from Corollary 2.11, the following rate is achievable

$$R < \min_{m=1,2} \log \left( \frac{\text{SNR}}{\tilde{\sigma}_m^2} \right)$$

where $\tilde{\sigma}_m^2$ can be interpreted as the effective noise variance for the $m^{th}$ decoder,

$$\tilde{\sigma}_m^2 = \frac{1}{\lambda_{\text{MIN}}^2} |v_{\text{MIN}}^T a_m|^2 + \frac{1}{\lambda_{\text{MAX}}^2} |v_{\text{MAX}}^T a_m|^2.$$  \hfill (2.71)

Since $\frac{1}{\lambda_{\text{MIN}}} \geq \frac{1}{\lambda_{\text{MAX}}}$, (2.71) suggests that $a_1, a_2$ should be chosen in the direction of $v_{\text{MAX}}$ subject to linearly independent constraints to reduce the noise amplification by $\frac{1}{\lambda_{\text{MIN}}}$. In the case of the decorrelator (or MMSE receiver), the equation coefficients are fixed to be $a_1 = [1 \ 0]^T$ and $a_2 = [0 \ 1]^T$. As a result, the noise variance in at least one of the streams will be heavily amplified by $\frac{1}{\lambda_{\text{MIN}}}$ and the rate will be limited by the minimum singular value of the channel matrix. With integer-forcing, we are free to choose any linearly independent $a_1, a_2$ since we only require that our coefficients matrix $A$ be invertible. By choosing $a_1, a_2$ in the direction $v_{\text{MAX}}$, we are protected against large noise amplification in the case of near-singular channel matrices.
2.3.4 Complexity

Our architecture has the same implementation complexity as that of a traditional linear receiver with the addition of the matrix search for \( A \). The ideal joint ML receiver aggregates the time and space dimensions and finds the ML estimate across both. As a result, its complexity is exponential in the product of the blocklength and the number of data streams. Our architecture decouples the time and space dimensions by allowing for single-stream decoding. First, we search for the best integer matrix \( A \), which has an exponential complexity in the number of data streams in the worst case. For slow fading channels, this search is only needed once per data frame. Afterwards, our receiver recovers \( M \) linearly independent equations of codewords according to \( A \) and then solves these for the original codewords. This step is polynomial in the number of data streams and exponential in the blocklength for an ML decoder. In practice, the decoding step can be considerably accelerated through the use of LDPC codes and the integer matrix search can be sped up via a sphere decoder.

2.4 Fixed Channel Matrices

In this section, we compare the performance of the integer-forcing linear receiver against existing architectures through a series of examples. In Example 1, we compare the performance of different architectures for an ill-conditioned channel matrix and demonstrate that the choice of equation coefficients for the integer-forcing receiver changes with SNR. In Example 2, we compare the performance of the integer-forcing receiver with the decorrelator and show that the decorrelator can perform arbitrarily worse. In Examples 3, we illustrate that the gap between the integer-forcing receiver and lattice reduction can become unbounded. Finally, we show that the gap between the integer-forcing receiver and the joint decoder can be arbitrarily large in Example 4.

2.4.1 Example 1

Consider the \( 2 \times 2 \) real MIMO channel with channel matrix

\[
H = \begin{bmatrix}
0.7 & 1.3 \\
0.8 & 1.5
\end{bmatrix}.
\]

Figure 2.5 shows the performance of the different architectures. (Recall that we assume equal-rate data streams on both transmit antennas, as in Definition 2.3.) The achievable rates for traditional linear receiver are given by (2.12) and that of the joint receiver is given by (2.8). The decorrelator and the MMSE receiver aim to separate the data streams and cancel the interference from other streams. However, this is difficult since the columns of the channel matrix are far from orthogonal. The integer-forcing architecture attempts to exploit the interference by decoding two linearly independent equations in the direction of
the maximum eigenvector $v_{\text{MAX}} = [0.47 \ 0.88]^T$. For example, at $\text{SNR} = 30dB$, we choose equation coefficients $a_1 = [1 \ 2]^T$ and $a_2 = [6 \ 11]^T$, while for $\text{SNR} = 40dB$, we choose equation coefficients $a_1 = [1 \ 7]^T$ and $a_2 = [2 \ 13]^T$. Thus, for different values of $\text{SNR}$, the optimal equation coefficients generally change.

2.4.2 Example 2: Integer-forcing vs. decorrelator

Consider the $2 \times 2$ real MIMO channel with channel matrix:

$$H = \begin{bmatrix} 1 & 1 + \sqrt{\epsilon} \\ 0 & \epsilon \end{bmatrix}$$  \hspace{1cm} (2.73)

where we assume $0 < \epsilon \ll 1$, $\frac{1}{\sqrt{\epsilon}}$ is an integer and $\text{SNR} \gg 1$. We first note that

$$H^{-1} = \frac{1}{\epsilon} \begin{bmatrix} \epsilon & -(1 + \sqrt{\epsilon}) \\ 0 & 1 \end{bmatrix}.$$  \hspace{1cm} (2.74)

Using (2.12) with $B = H^{-1}$, the achievable rate of the decorrelator is

$$R_{\text{DECORR}} = 2 \min \left\{ \frac{1}{2} \log \left(1 + \frac{\epsilon^2 \text{SNR}}{\epsilon^2 + \epsilon + 2\sqrt{\epsilon} + 1}\right), \frac{1}{2} \log (1 + \epsilon^2 \text{SNR}) \right\} \leq \log (1 + \epsilon^2 \text{SNR})$$  \hspace{1cm} (2.75)
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We compare the achievable rate of the decorrelator with the exact integer-forcing rate from Corollary 2.11. The equation coefficients selected by the decoders are

\[ a_1 = [1, 1]^T \]

\[ a_2 = \left[ \frac{1}{\sqrt{\epsilon}}, \frac{1}{\sqrt{\epsilon}} + 1 \right]^T. \]

Using Corollary 2.11, the achievable rate of exact integer-forcing with equations coefficients \( A = [a_1, a_2]^T \) is

\[ R_{\text{INTEGER}} = 2 \min_{m=1,2} \frac{1}{2} \log \left( \frac{\text{SNR}}{\| (H^T)^{-1} a_m \|_2^2} \right). \]

\[ = 2 \min \left\{ \frac{1}{2} \log \left( \frac{\text{SNR}}{1 + \frac{1}{\epsilon}} \right), \frac{1}{2} \log \left( \frac{\text{SNR}}{\frac{1}{\epsilon}} \right) \right\} \]

\[ = \log \left( \frac{\text{SNR}}{1 + \epsilon} \right) \]

\[ \geq \log \left( \frac{\text{SNR}}{\frac{2}{\epsilon}} \right) \]

\[ = \log \left( \frac{\epsilon \cdot \text{SNR}}{2} \right) \]

where the inequality follows since \( 0 < \epsilon \ll 1 \).

We compare the two linear architectures to the joint ML decoder whose achievable rate is given by (2.8). For \( 0 < \epsilon \ll 1 \) and \( \text{SNR} \gg 1 \), the rate of the joint decoder is

\[ R_{\text{JOINT}} = \frac{1}{2} \log \det \left( I + \frac{\text{SNR}}{} HH^T \right) \]

\[ = \frac{1}{2} \log \left( (1 + \text{SNR}) (1 + \epsilon^2 \text{SNR}) + (1 + \sqrt{\epsilon})^2 \text{SNR} \right) \]

Finally, let us compare the three rates in the setting where \( \text{SNR} \to \infty \), and where the parameter \( \epsilon \) in our channel model tends to zero according\(^5\) to \( \epsilon \sim \frac{1}{\sqrt{\text{SNR}}} \). In that special case, we can observe that

\[ R_{\text{DECORR}} \sim 1 \]

\[ R_{\text{INTEGER}} \sim \frac{1}{2} \log(\text{SNR}) \]

\[ R_{\text{JOINT}} \sim \frac{1}{2} \log(\text{SNR}) \]

Hence, the loss from using the decorrelator instead of the integer-forcing receiver becomes unbounded in this regime as \( \text{SNR} \to \infty \). Furthermore, the integer-forcing receiver achieves the same scaling as the joint decoder.

\(^5\)Recall that \( f(\text{SNR}) \sim g(\text{SNR}) \) implies that \( \lim_{\text{SNR} \to \infty} \frac{f(\text{SNR})}{g(\text{SNR})} = 1 \).
2.4.3 Example 3: Integer-forcing vs. lattice-reduction

In this example, we illustrate the difference between the proposed integer-forcing architecture and the lattice-reduction receiver. First, we note that, unlike the integer-forcing receiver, the lattice-reduction receiver is not required to use a lattice code but it should use a constellation with regular spacing, such as PAM or QAM. However, the key difference is that the effective channel matrix for lattice-reduction receivers is restricted to be unimodular\(^6\) while the effective channel for integer-forcing receivers can be any full-rank integer matrix. In this example, we show that this restriction can result in an arbitrarily large performance penalty.

We consider the \(M \times M\) MIMO channel with channel matrix:

\[
H = \begin{bmatrix}
1 & 0 & 0 & 0 & \cdots & 0 & 0 \\
0 & 1 & 0 & 0 & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \cdots & \vdots & \vdots \\
0 & 0 & 0 & 0 & \cdots & 1 & 0 \\
-1 & -1 & -1 & -1 & \cdots & -1 & 2
\end{bmatrix}
\tag{2.89}
\]

A simple calculation shows that the inverse of this channel matrix is given by

\[
H^{-1} = \begin{bmatrix}
1 & 0 & 0 & 0 & \cdots & 0 & 0 \\
0 & 1 & 0 & 0 & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \cdots & \vdots & \vdots \\
0 & 0 & 0 & 0 & \cdots & 1 & 0 \\
\frac{1}{2} & \frac{1}{2} & \frac{1}{2} & \frac{1}{2} & \cdots & \frac{1}{2} & \frac{1}{2}
\end{bmatrix}
\tag{2.90}
\]

Since \(H^{-1}\) has non-integer entries, \(H\) is not unimodular. The coefficient matrix that maximizes the achievable rate for the exact integer-forcing receiver from Corollary 2.11 is

\[
A_{\text{INTEGER}} = H
\]

leading to an effective noise variance in each stream that satisfies

\[
\sigma^2_{\text{INTEGER}} = 1
\tag{2.91}
\]

By contrast, following the lattice-reduction receiver, we must ensure that the resulting effective channel matrix is unimodular. Using the fact that \((H^T)^{-1}\) is a basis for the body-centered cubic (BCC) lattice, it can be shown that the best choice of matrix is

\[
A_{\text{UNIMODULAR}} = I
\tag{2.92}
\]

\(^6\)Recall that a matrix is \textit{unimodular} if it has integer entries and its inverse has integer entries.
It follows that the effective noise variance in the worst stream is given by

\[
\sigma^2_{\text{unimodular}} = \min_m \| (\mathbf{H}^T)^{-1} \mathbf{a}_{\text{unimodular},m} \|^2
\]

\[(2.93)\]

\[
= \max \{ M/4, 1 \}.
\]

\[(2.94)\]

Hence, as the number of antennas becomes large \((M \to \infty)\), restricting the effective matrix to be unimodular results in an arbitrarily large loss.

### 2.4.4 Example 4: Integer-forcing vs. joint ML decoder

Finally, we illustrate the point that the integer-forcing receiver can sometimes be arbitrarily worse than optimal joint decoding. To see this, we consider a \(2 \times 2\) MIMO channel with the channel matrix:

\[
\mathbf{H} = \begin{bmatrix} 1 & 1 \\ 0 & \epsilon \end{bmatrix}
\]

\[(2.95)\]

where \(0 < \epsilon < 1\). The rate attainable via joint ML decoding is

\[
R_{\text{joint}} = \log((1 + 2\text{SNR})(1 + \epsilon^2\text{SNR}) - \epsilon^2\text{SNR}^2)
\]

\[
\geq \log(1 + 2\text{SNR}).
\]

\[(2.96)\]

\[(2.97)\]

We note that the inverse of the channel matrix is given by

\[
\mathbf{H}^{-1} = \begin{bmatrix} 1 & -\frac{1}{\epsilon} \\ 0 & \frac{1}{\epsilon} \end{bmatrix}.
\]

\[(2.98)\]

We bound the achievable rate of exact integer-forcing from Corollary 2.11 as follows

\[
R_{\text{integer}} = 2 \max_{\mathbf{A} : |\mathbf{A}| \neq 0} \min_{m=1,2} \frac{1}{2} \log \left( \frac{\text{SNR}}{\| (\mathbf{H}^T)^{-1} \mathbf{a}_m \|^2} \right)
\]

\[
= 2 \max_{\mathbf{A} : |\mathbf{A}| \neq 0} \min_{m=1,2} \frac{1}{2} \log \left( \frac{\text{SNR}}{a_{m,1}^2 + (a_{m,2} - a_{m,1})^2 / \epsilon^2} \right)
\]

\[
\leq \max_{a_{m,2} \neq a_{m,1}} \log \left( \frac{\text{SNR}}{a_{m,1}^2 + (a_{m,2} - a_{m,1})^2 / \epsilon^2} \right)
\]

\[
\leq \log \left( \epsilon^2\text{SNR} \right).
\]

\[(2.99)\]

\[(2.100)\]

\[(2.101)\]

\[(2.102)\]

Let \(\epsilon \sim \frac{1}{\sqrt{\text{SNR}}}\) and consider the regime \(\text{SNR} \to \infty\). The gap between the optimal joint receiver and the integer-forcing linear receiver can be arbitrarily large. However, as we will see in Section 2.5, the average behavior of the integer-forcing linear receiver is close to the joint decoder under a Rayleigh fading distribution for medium to high \(\text{SNR}\).
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2.5 Performance for Slow Fading Channels

2.5.1 Model and Definitions

We now demonstrate that integer-forcing receiver nearly matches the performance of the joint ML decoder under a slow fading channel model. Since the integer-forcing receiver can mimic the operation performed by a zero-forcing or MMSE receiver (as well as decode messages via equations), it is not surprising that it offers higher rates. However, these architectures are often coupled with some form of SIC. We will show that the integer-forcing receiver outperforms the following standard SIC architectures:

- **V-BLAST I**: The receiver decodes and cancels the data streams in a predetermined order, irrespective of the channel realization. Each data stream has the same rate. See (2.14) for the rate expression.

- **V-BLAST II**: The receiver selects the decoding order separately for each channel realization in such a way as to maximize the effective SNR for the data stream that sees the worst channel. Each data stream has the same rate. See (2.15) for the rate expression.

- **V-BLAST III**: The receiver decodes and cancels the data streams in a predetermined order. The rate of each data stream is selected to maximize the sum rate. The rate expression is given in Section 2.5.2.

In Sections 2.5.3 and 2.5.4, we compare these schemes through simulations as well as their diversity-multiplexing tradeoffs. For completeness, we also compare integer-forcing to an SIC architecture that allows for both variable decoding order and unequal rate allocation in Appendix A.

We adopt the standard quasi-static Rayleigh fading model where each element of the complex channel matrix is independent and identically distributed according to a circularly symmetric complex normal distribution of unit variance. The transmitter is only aware of the channel statistics while the receiver knows the exact channel realization. As a result, we will have to cope with some outage probability $p_{\text{OUT}}$.

**Definition 2.18.** Assume there exists an architecture that encodes each data stream at the same rate and achieves sum rate $R(H)$. For a target rate $R$, then the outage probability is defined as

$$p_{\text{OUT}}(R) = \Pr(R(H) < R).$$

(2.103)

For a fixed probability $p \in (0, 1]$, we define the *outage rate* to be

$$R_{\text{OUT}}(p) = \sup\{R : p_{\text{OUT}}(R) \leq p\}.$$  

(2.104)
2.5.2 Rate Allocation

We have assumed that each data stream is encoded at the same rate. This is optimal for linear receivers under isotropic fading. However, when SIC is used, rate allocation can be beneficial in an outage scenario. To compare the performance of integer-forcing to SIC with rate allocation, we consider V-BLAST III in this section. V-BLAST III performs SIC with a fixed decoding order and allows for rate allocation among the different data streams. Without loss of generality for Rayleigh fading, if we fix a decoding order, we may take it to be \( \pi = (1, 2, \ldots, 2M) \). From (2.13), the achievable rate for stream \( m \) is

\[
R_{\pi(m)}(H) = \frac{1}{2} \log \left( 1 + \frac{\text{SNR} \| b_m^T h_{\pi(m)} \|^2}{\| b_m \|^2 + \text{SNR} \sum_{i>m} \| b_m^T h_{\pi(i)} \|^2} \right).
\]

(2.105)

Since the streams are decoded in order, the later streams will achieve higher rates on average than the earlier streams. V-BLAST III allocates lower rates to earlier streams and higher rates to later streams. We now generalize Definition 2.18 to include rate allocation.

**Definition 2.19.** Assume an architecture that achieves rate \( R_m(H) \) in stream \( m \). For a target rate \( R \), the outage probability is given by:

\[
p_{\text{OUT}}(R) = \min_{R_1, \ldots, R_M} \left\{ \Pr \left( \bigcup_{m=1}^{2M} \{ R_m(H) < R_m \} \right) \right\}.
\]

(2.106)

For a fixed probability \( p \in (0, 1] \), we define the **outage rate** to be:

\[
R_{\text{OUT}}(p) = \sup \left\{ R : p_{\text{OUT}}(R) \leq p \right\}.
\]

(2.107)

2.5.3 Outage Behavior

We now compare the outage rate and probabilities for the receiver architectures discussed above. It is easy to see that the zero-forcing receiver performs strictly worse than the MMSE receiver and V-BLAST I performs strictly worse than V-BLAST II. We have chosen to omit these two architectures from our plots to avoid overcrowding. Figure 2.6 shows the 1 percent outage rate and Figure 2.7 shows the 5 percent outage rate. In both cases, the integer-forcing receiver nearly matches the rate of the joint ML receiver while the MMSE receiver achieves significantly lower performance. The SIC architectures with either an optimal decoding order, V-BLAST II, or an optimized rate allocation, V-BLAST III, improve the performance of the MMSE receiver significantly but still achieve lower rates than the integer-forcing receiver from medium SNR onwards. Our simulations suggest that the outage rate of the integer-forcing receiver remains within a small gap from the outage rate of the joint ML receiver. However, we recall from the example given in Subsection 2.4.4 that it is not true that the integer-forcing receiver is uniformly near-optimal for all fading realizations. Figure
2.8 shows the outage probability for the target sum rate $R = 6$. We note that the integer-forcing receiver achieves the same slope as the joint decoder. In the next subsection, we characterize the diversity-multiplexing tradeoff of the integer-forcing receiver and compare it with the diversity-multiplexing tradeoff of traditional architectures that are considered in [54]. We show that the integer-forcing receiver attains the optimal diversity multiplexing-tradeoff in the case where each transmit antenna sends an independent data stream.

![Figure 2.6](image)

**Figure 2.6.** 1 percent outage rates for the $2 \times 2$ complex-valued MIMO channel with Rayleigh fading.

### 2.5.4 Diversity-Multiplexing Tradeoff

The diversity-multiplexing tradeoff (DMT) provides a rough characterization of the performance of a MIMO transmission scheme at high SNR [54].

**Definition 2.20.** A family of codes is said to achieve spatial multiplexing gain $r$ and diversity gain $d$ if the total data rate and the average probability of error satisfy

\[
\lim_{\text{SNR} \to \infty} \frac{R(\text{SNR})}{\log \text{SNR}} \geq r \tag{2.108}
\]

\[
\lim_{\text{SNR} \to \infty} \frac{\log P_e(\text{SNR})}{\log \text{SNR}} \leq -d. \tag{2.109}
\]

In the case where each transmit antenna encodes an independent data stream, the joint encoding across the antennas is permitted, then a better DMT is achievable. See [54] for more details.

---

7If joint encoding across the antennas is permitted, then a better DMT is achievable. See [54] for more details.
optimal DMT is

$$d_{\text{joint}}(r) = N \left( 1 - \frac{r}{M} \right)$$ (2.110)

where \( r \in [0, M] \) and can be achieved by joint ML decoding [54]. The DMTs achieved by the decorrelator and SIC architectures are as follows [54]:

$$d_{\text{decorr}}(r) = \left( 1 - \frac{r}{M} \right)$$ (2.111)

$$d_{\text{V-BLAST I}}(r) = \left( 1 - \frac{r}{M} \right)$$ (2.112)

$$d_{\text{V-BLAST II}}(r) \leq (N - 1) \left( 1 - \frac{r}{M} \right)$$ (2.113)

$$d_{\text{V-BLAST III}}(r) = \text{piecewise linear curve connecting points } (r_k, n - k)$$ (2.114)

where \( r_0 = 0, r_k = \sum_{i=0}^{k-1} \frac{k-i}{n-i}, 1 \leq k \leq n \)

The decorrelator chooses the matrix \( B \) to cancel the interference from the other data streams. As a result, the noise is heavily amplified when the channel matrix is near singular and the performance is limited by the minimum singular value of the channel matrix. In the integer-forcing linear receiver, the effective channel matrix \( A \) is not limited to be the identity matrix but can be any full-rank integer matrix. This additional freedom is sufficient to recover the same DMT as the joint ML decoder.
Theorem 2.21. For a MIMO channel with $M$ transmit, $N \geq M$ receive antennas, and Rayleigh fading, the achievable diversity-multiplexing tradeoff for the integer-forcing receiver is given by

$$d_{\text{INTEGER}}(r) = N \left( 1 - \frac{r}{M} \right)$$

where $r \in [0, M]$.

The proof of Theorem 2.21 is given in Appendix B. Figure 2.9 illustrates the DMT for a $4 \times 4$ MIMO channel. The integer-forcing receiver achieves a maximum diversity of 4 while the decorrelator and V-BLAST I achieve can only achieve a diversity of 1 since their performance is limited by the worst data stream. V-BLAST II achieves a higher DMT than V-BLAST I but a lower diversity than the integer-forcing receiver since its rate is still limited by the worst stream after the optimal decoding order is applied. V-BLAST III achieves the optimal diversity at the point $r = 0$ since only one data stream is used in transmission. For values of $r > 0$, the achievable diversity is suboptimal.

2.5.5 Discussion

As noted earlier, receiver architectures based on zero-forcing face a rate penalty when the channel matrix is ill-conditioned. Integer-forcing circumvents this issue by allowing the
receiver to first decode equations whose coefficients are matched with those of the channel. From one perspective, the resulting gains are of a similar nature as those obtained by lattice-reduction receivers. One important difference is that integer-forcing applies a modulo operation at the receiver prior to decoding, which retains the linear structure of the codebook. This allows us to derive closed-form rate expressions analogous to those for traditional linear receiver. Typically, lattice reduction is used at the symbol level followed by a decoding step\[^{55}\]. While this form of lattice reduction can be used to obtain the full receive diversity\[^{56}\], it does not seem to suffice in terms of rate.

Another key advantage of integer-forcing is that it completely decouples the spatial aspect of decoding from the temporal aspect. That is, the search for the best integer matrix $A$ to approximate the channel matrix $H$ is completed before we attempt to decode the integer combinations of codewords. Thus, apart from the search\[^{8}\] for the best $A$, which in a slow-fading environment does not have to be executed frequently, the complexity of the integer-forcing receiver is similar to that of the zero-forcing receiver.

From our outage plots, it is clear that the integer-forcing receiver significantly outperforms the basic MMSE receiver. Moreover, integer-forcing beats more sophisticated SIC-based V-BLAST architectures, even when these are permitted to optimize their rate allocation while integer-forcing is not. We note that it is possible to develop integer-forcing schemes that permit unequal rate allocations\[^{31}\] as well as a form of interference cancellation\[^{60}\].

\[^{8}\]This search can be considerably sped up in practice through the use of a sphere decoding algorithm.
this is beyond the scope of the present chapter.

Integer-forcing also attains the full diversity-multiplexing tradeoff, unlike the V-BLAST architectures discussed above. Earlier work developed lattice-based schemes that attain the full DMT \cite{57, 58} but, to the best of our knowledge, ours is the first that decouples spatial decoding from temporal decoding. The caveat is that the DMT result presented in the current chapter only applies if there is no spatial coding across transmit antennas, whereas the DMT results of \cite{57, 58} apply in general. Characterizing the DMT of integer-forcing when there is coding across transmit antennas is an interesting subject for future study.
Chapter 3
Mitigating Interference with IF Receivers

We have studied the performance of the integer-forcing (IF) linear receiver under the standard MIMO channel and found that it achieves outage rates close those of the joint ML decoder as well as the same DMT. In this section, we show that integer-forcing architectures are also successful at dealing with a different kind of channel disturbance, namely interference. We assume that the interfering signal is low-dimensional (compared to the number of receive antennas), and we are most interested in the case where the variance of this interfering signal increases (at a certain rate) with the transmit power. We show that the integer-forcing architecture can be used to perform “oblivious” interference mitigation. By oblivious, we mean that the transmitter and receiver are unaware of the codebook of the interferer (if there is one). However, the receiver knows which subspace is occupied by the interference. By selecting equation coefficients in a direction that depends both on the interference space and on the channel matrix, the integer-forcing receiver reduces the impact of interference and attains a significant gain over traditional linear receivers. We will characterize the generalized degrees-of-freedom show that it matches that of the joint ML decoder.

Remark 3.1. Oblivious receivers have been thoroughly studied in the context of cellular systems [61] and distributed MIMO [62].

3.1 Problem Definition

For ease of notation and tractability, the discussion presented in this section is limited to channels whose channel matrix is square, i.e., with equal number of transmit and receive antennas. Recall that the real-valued representation of the $M \times M$ complex-valued MIMO
chapter (see Definition 2.5) is given by

\[ Y = HX + Z \]  

(3.1)

where \( Y \in \mathbb{R}^{2M \times n} \) is the channel output, \( H \in \mathbb{R}^{2M \times 2M} \) is the real-valued representation of the fading matrix, \( X^{2M \times n} \) is the channel input, and the noise \( Z \in \mathbb{R}^{2M \times n} \) has i.i.d. Gaussian entries with unit variance. In this section, we extend the standard MIMO channel to include the case of interference. The generalized model has channel output

\[ Y = HX + JV + Z \]  

(3.2)

where \( H \) is the channel matrix, \( X \) is the channel input, and \( Z \) is the noise, all as in the previous model. An external interferer adds \( V \in \mathbb{R}^{2K \times n} \) in the direction represented by the column space of \( J \in \mathbb{R}^{2M \times 2K} \). We assume that each element of \( V \) is i.i.d. Gaussian with variance \( \text{INR} \). We assume that \( J \) is fixed during the whole transmission block and known only to the receiver.

The definition for messages, rates, encoders, and decoders follow along similar lines as those for the standard MIMO channel (see Definitions 2.1, 5.4, 5.5, and 2.3 in Section 2.1).

### 3.2 Traditional Linear Receivers

As in the case without interference, traditional linear receivers process the channel output \( Y \) by multiplying it by a \( 2M \times 2M \) matrix \( B \) to arrive at the effective output

\[ \tilde{Y} = BY \]  

(3.3)

and recover the message \( w_m \) using only the \( m^{th} \) row of the matrix \( \tilde{Y} \). By analogy to (2.12), the achievable sum rate can be expressed as

\[ R_{\text{LINEAR}}(H, J, B) = \min_m 2MR_m(H, J, B). \]  

(3.4)

where \( R_m(H, J, B) \) represents the achievable rate for the \( m^{th} \) data stream (using Gaussian codebooks),

\[ R_m(H, J, B) = \frac{1}{2} \log \left( 1 + \frac{\text{SNR} \|b_m h_m\|^2}{\|b_m\|^2 + \text{INR} \|J^T b_m\|^2 + \text{SNR} \sum_{i \neq m} \|b_m h_i\|^2} \right), \]

Again, let us discuss several choices of the matrix \( B \). The decorrelator, given by \( B = H^{-1} \), removes the interference due to other data streams but does not cancel the external interference \( J \) (except in the very special case where the subspace spanned by \( J \) is orthogonal to the subspace spanned by \( H^{-1} \)). Alternatively, if we choose \( B = J^\perp \), where \( J^\perp \) is the \( 2K \times 2M \) matrix whose rowspace is orthogonal to the columnspace of \( J \), then the external
interference term is indeed nulled. The resulting output $J^\perp Y$ can then be processed by a traditional linear receiver. This scheme achieves good performance in high INR regimes but does not perform well in high SNR regimes since the interference due to the other data streams is mostly unresolved. The MMSE receiver improves the performance of the both architectures by choosing $B = H \left( \frac{1}{\text{SNR}} I + \frac{\text{INR}}{\text{SNR}} JJ^T + HH^T \right)^{-1}$. However, since there are $2M$ data streams and the interference is of dimension $2K$, it is impossible to cancel both the interference from other data streams and the external interference with any matrix $B$. One way out of this conundrum is to reduce the number of transmitted streams to $2M - 2K$. For this scenario, the MMSE receiver can be applied to mitigate both the external interference and the interference from other data streams.

Complexity permitting, we can again improve performance by resorting to successive interference cancellation architectures. The achievable rate for V-BLAST I in the standard MIMO channel from (2.14) becomes

$$R_{\text{SIC,1}}(H) = \min_m 2MR_{\pi(m)}(H). \quad (3.5)$$

where

$$R_{\pi(m)}(H) = \frac{1}{2} \log \left( 1 + \frac{\text{SNR} \| b_m^T h_{\pi(m)} \|^2}{\| b_m \|^2 + \text{INR} \| J^T b_m \|^2 + \text{SNR} \sum_{i>m} \| b_m^T h_{\pi(i)} \|^2} \right) \quad (3.6)$$

and $b_m = \left( \frac{1}{\text{SNR}} I + \frac{\text{INR}}{\text{SNR}} + H_{\pi(m)} H_{\pi(m)}^T \right)^{-1} h_{\pi(m)}$. The achievable rate for V-BLAST II follows by maximizing the rate in (3.5) over all decoding orders $\pi \in \Pi$.

### 3.3 Integer-Forcing Linear Receiver

We apply the integer-forcing linear receiver proposed in Section 2.3 to the problem of mitigating interference (see Figure 3.1). The channel output matrix $Y$ is first multiplied by a fixed matrix $B$ to form the matrix $\tilde{Y}$ whose $m^{th}$ row is the signal fed into the $m^{th}$ decoder. Each such row can be expressed as

$$\tilde{y}_m^T = \sum_{i=1}^{2M} (b_m^T h_i) x_i^T + b_m^T J V + b_m^T Z \quad (3.7)$$

$$= \sum_{i=1}^{2M} \tilde{h}_m^T X + \tilde{v}_m^T + \tilde{z}_m^T \quad (3.8)$$

where $\tilde{h}_m = H^T b_m$ is the effective channel to the $m^{th}$ decoder, $\tilde{v}_m$ is the effective interference with variance $\| J^T b_m \|^2 \text{INR}$, and $\tilde{z}_m$ is the effective noise with variance $\| b_m \|^2$. The next theorem and its following remarks generalize Theorem 2.10, Corollary 2.11, and Corollary 2.12 to include the case with interference.
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Theorem 3.2. Consider the MIMO channel with channel matrix $H \in \mathbb{R}^{2M \times 2M}$ and interference matrix $J \in \mathbb{R}^{2M \times 2K}$. For any full-rank integer matrix $A \in \mathbb{Z}^{2M \times 2M}$ and any $2M \times 2M$ matrix $B = [b_1 \cdots b_{2M}]^T$, the following sum rate is achievable using the integer-forcing linear receiver:

$$R(H, J, A, B) < \min_m 2MR(H, J, a_m, b_m)$$ (3.9)

where $R(H, J, a_m, b_m)$ is given by

$$R(H, J, a_m, b_m) = \frac{1}{2} \log \left( \frac{\text{SNR}}{\|b_m\|^2 + \|J^T b_m\|^2 \text{INR} + \|H^T b_m - a_m\|^2 \text{SNR}} \right)$$

Remark 3.3. Exact integer-forcing selects $B = AH^{-1}$. The achievable rate can be expressed more concisely as

$$R < \min_m M \log \left( \frac{\text{SNR}}{\|HH^T + J(J^T H^{-1})^T a_m\|^2 \text{INR}} \right).$$ (3.10)

Remark 3.4. The optimal projection matrix that maximizes the achievable rate in Theorem 3.2 is given by

$$B_{\text{opt}} = AH^T \left( HH^T + J(J^T H^{-1})^T a_m \right)^{-1} \text{INR} + I \frac{1}{\text{SNR}}. $$ (3.11)

3.4 Geometric Interpretation

In the case without interference, the equation coefficients $a_1, \ldots, a_M$ should be chosen in the direction of the maximum eigenvector of $H^T H$ to minimize the effective noise (see Figure...
2.4). When the interference is large, the equations coefficients should instead be chosen as close to orthogonal to the effective interference as possible. Consider the (suboptimal) rate expression in (3.10). The “effective” noise variance in the $m$th stream is

$$\sigma_{\text{EFFEC},m} = \|(H^{-1})^T a_m\|^2 + \|J^T (H^{-1})^T a_m\|^2 \text{INR}.$$  

Let $\lambda_{\text{MAX}}$ be the maximum singular value of $H^{-1}$ and $\bar{J} = H^{-1} J$. The effective noise variance can be bounded by

$$\sigma_{\text{EFFEC},m} \leq \lambda_{\text{MAX}}^2 \|a_m\|^2 + \|\bar{J}^T a_m\|^2 \text{INR}.$$  

In the high interference regime ($\text{INR} \gg 1$), the equation coefficients should be chosen orthogonal to the direction of the “effective” interference $\bar{J}$ to minimize the effective noise variance. This is illustrated in Figure 3.2. In the case of traditional linear receivers, the equation coefficients are fixed to be the unit vectors: $a_1 = [1 \ 0 \ \cdots \ 0]^T, a_2 = [0 \ 1 \ \cdots \ 0]^T, \ldots, a_{2M} = [0 \ 0 \ \cdots \ 1]^T$. As a result, the interference space spanned by $\bar{J}$ has significant projections onto at least some of the decoding dimensions $a_m$. By contrast, in the case of the integer-forcing linear receiver, since $a_1, \ldots, a_{2M}$ need only be linearly independent, we can choose all of the decoding dimensions $a_m$ to be close to orthogonal to $\bar{J}$.

### 3.5 Fixed Channel Example

To illustrate the impact of choosing equation coefficients in a fashion suitable to mitigate external interference, we consider the $2 \times 2$ MIMO channel with channel matrix $H$ and one-dimensional interference space $J$ given by

$$H = \frac{1}{3} \begin{bmatrix} 2 & 1 \\ 1 & 2 \end{bmatrix}, \quad J = \frac{1}{3} \begin{bmatrix} L + 2 \\ 2L + 1 \end{bmatrix}.$$  

**Figure 3.2.** The decorrelator (left) fixes the equations to be $a_1 = [1 \ 0]^T$ and $a_2 = [0 \ 1]^T$. The integer-forcing Linear Receiver (right) allows for any choice of linearly independent equations. Equations should be chosen in the direction orthogonal to $\bar{J} = H^{-1} J$. 
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In the high interference regime ($\text{INR} \gg 1$), the equation coefficients should be chosen orthogonal to the direction of the “effective” interference $\bar{J}$ to minimize the effective noise variance. This is illustrated in Figure 3.2. In the case of traditional linear receivers, the equation coefficients are fixed to be the unit vectors: $a_1 = [1 \ 0 \ \cdots \ 0]^T, a_2 = [0 \ 1 \ \cdots \ 0]^T, \ldots, a_{2M} = [0 \ 0 \ \cdots \ 1]^T$. As a result, the interference space spanned by $\bar{J}$ has significant projections onto at least some of the decoding dimensions $a_m$. By contrast, in the case of the integer-forcing linear receiver, since $a_1, \ldots, a_{2M}$ need only be linearly independent, we can choose all of the decoding dimensions $a_m$ to be close to orthogonal to $\bar{J}$.
where $L \in \mathbb{N}$. In the case of the decorrelator, we invert the channel to arrive at the effective output:

$$
\tilde{Y} = X + \frac{1}{3} \begin{bmatrix} 2 & -1 \\ -1 & 2 \end{bmatrix} \begin{bmatrix} L + 2 \\ 2L + 1 \end{bmatrix} V + \tilde{Z}
$$

(3.15)

$$
= X + \begin{bmatrix} 1 \\ L \end{bmatrix} V + \tilde{Z}
$$

(3.16)

where $\tilde{Z} = H^{-1}Z$. For $\text{INR} \gg 1$, the effective noise variances scale as

$$
\sigma^2_{\text{DECORR,1}} \sim \text{INR}
$$

(3.17)

$$
\sigma^2_{\text{DECORR,2}} \sim L^2\text{INR}
$$

(3.18)

Using the integer-forcing linear receiver with the choice of equations $a_1 = [1 \ 0]^T$ and $a_2 = [-L \ 1]^T$, the effective channel output to the second decoder is

$$
\begin{bmatrix} -L & 1 \end{bmatrix} \tilde{Y} = -Lx_1^T + x_2^T + \begin{bmatrix} -L & 1 \end{bmatrix} \tilde{Z}
$$

(3.19)

where $x_\ell$ is the codeword sent by the $\ell$th antenna. It follows that the effective noise variances are

$$
\sigma^2_{\text{INT,1}} \sim \text{INR}
$$

(3.20)

$$
\sigma^2_{\text{INT,2}} \sim C
$$

(3.21)

where $C$ is a constant that does not scale with $\text{INR}$. In this example, the integer-forcing linear receiver is able to completely cancel the effect of interference in the second stream by choosing equation coefficients appropriately.

### 3.6 Generalized Degrees of Freedom

We evaluate the generalized degrees of freedom for the $M \times M$ complex MIMO channel with $K$-dimensional interference. We specify the interference-to-noise ratio through the parameter $\alpha$ where

$$
\alpha = \lim_{\text{SNR} \to \infty} \frac{\log \text{INR}}{\log \text{SNR}}
$$

(3.22)

and consider the case where $0 \leq \alpha \leq 1$. The generalized degrees of freedom are defined as follows (see [63]):

**Definition 3.5.** (Generalized Degrees-of-Freedom) For a given channel matrix $H$ and interference matrix $J$, the generalized degrees-of-freedom of a scheme is

$$
d(H, J) = \lim_{\text{SNR} \to \infty} \frac{R(\text{SNR}, H, J)}{\log \text{SNR}}
$$

(3.23)

where $R(\text{SNR}, H, J)$ is the achievable sum rate of the scheme.
Definition 3.6. (Rational Independence) We call a matrix $T^{M \times N}$ rationally independent if for all $q \in \mathbb{Q}^N \setminus 0$, we have that

$$Tq \neq 0$$  \hspace{1cm} (3.24)

We consider the set of matrices $(H, J)$ such that $H^{-1}J$ is rationally independent. It can be seen that this set has Lebesgue measure one. In the next theorem, we show that for this class of matrices, the integer-forcing linear receiver achieves the same number of generalized degrees of freedom as the joint decoder, and is thus optimal.

**Theorem 3.7.** Consider the $M \times M$ complex MIMO channel with $K$ dimensional interference. The integer-forcing linear receiver achieves the generalized degrees of freedom

$$d_{\text{INT}} = M - K\alpha$$  \hspace{1cm} (3.25)

for a set of $H, J$ that have Lebesgue measure one.

A straightforward derivation shows that the optimal joint decoder with $2M$ streams of data achieves the following generalized degrees of freedom

$$d_{\text{JOINT}} = M - K\alpha$$  \hspace{1cm} (3.26)\hspace{1cm} (3.27)

for all full-rank channel matrices $H, J$. The linear MMSE receiver with $2M$ data streams and the linear MMSE receiver with $2M - 2K$ data streams achieve the following degrees of freedom for all full-rank channel matrices $H, J$:

$$d_{\text{MMSE,2M}} = M - M\alpha$$  \hspace{1cm} (3.28)

$$d_{\text{MMSE,2M-2K}} = M - K$$  \hspace{1cm} (3.29)

When $2M$ data streams are transmitted (on the real-valued representation of the complex MIMO channel), the MMSE receiver does not achieve the optimal number of degrees of freedom since it treats the interference as noise at high $\text{SNR}$ while the integer-forcing linear receiver mitigates the interference. When only $2M - 2K$ data streams are transmitted, the linear MMSE receiver can first cancel the interference and then separate the data streams to achieve a degree of freedom of $2M - 2K$. However, this is suboptimal for all regimes $\alpha < 1$ (see Figure 12). A straightforward calculation shows that when the number of transmitted data streams is between $2M - 2K$ and $2M$, the performance is strictly suboptimal in terms of degrees of freedom.

Our proof of Theorem 3.7 uses the following Theorem 4.13 in Chapter 4.

**Proof.** (Theorem 3.7) To establish this result, we use the (generally suboptimal) choice of the matrix $B$ that we have referred to as exact integer-forcing, i.e., from (3.10). The achievable rate of this version of the integer-forcing linear receiver is given by

$$R < \max_{A : |A| \neq 0} \min_m M \log \left( \frac{\text{SNR}}{\| (H^{-1})^T a_m \|^2 + \| J^T (H^{-1})^T a_m \|^2 \text{INR}} \right).$$  \hspace{1cm} (3.30)
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Figure 3.3. Generalized degrees of freedom for the complex-valued 16 × 16 MIMO channel with 8-dimensional interference (M = 16, K = 8).

With INR ∼ SNR^α, the effective noise in the worst data stream can be expressed as

\[ \sigma^2 = \min_{A:|A|\neq 0} \max_m \| (H^{-1})^T a_m \|^2 + \| J^T (H^{-1})^T a_m \|^2 \text{SNR}^\alpha \]  \hspace{1cm} (3.31)

\[ \leq \min_{A:|A|\neq 0} \max_m \lambda_{\text{MAX}}^2 (H^{-1})^T a_m \|^2 + \| \tilde{J}^T a_m \|^2 \text{SNR}^\alpha , \]  \hspace{1cm} (3.32)

where \( \lambda_{\text{MAX}} (H^{-1}) \) is the maximum singular value of \( H^{-1} \) and we use the shorthand \( \tilde{J} = H^{-1}J \).

Let us partition \( \tilde{J}^T \) into two parts,

\[ \tilde{J}^T = [S_1, S_2] , \]  \hspace{1cm} (3.33)

where \( S_1 \in \mathbb{R}^{2K \times (2M-2K)} \) and \( S_2 \in \mathbb{R}^{2K \times 2K} \). Observe that with probability one, \( \tilde{J}^T \) has rank \( 2K \) (hence, is full-rank). This implies that we can permute the columns of \( \tilde{J}^T \) in such a way as to ensure that its last \( 2K \) columns are linearly independent. If we use the same permutation on the coefficients of the vector \( a_m \), our upper bound on the effective noise variance given in (3.32) will remain unchanged. Therefore, without loss of generality, we may assume that \( S_2 \) has rank \( 2K \). We define \( T = -S_2^{-1}S_1 \). Then, we can write

\[ S_2^{-1} \tilde{J}^T = [S_2^{-1}S_1, S_2^{-1}S_2] \]

\[ = [-T, I_{2K}]. \]  \hspace{1cm} (3.35)
Let the coefficients for the \(m\)th equation be given by \(a_m = [q_m^T, p_m^T]^T\) where \(q_m \in \mathbb{Z}^{2M-2K}\) and \(p_m \in \mathbb{Z}^{2K}\). We use (3.35) to bound \(\|J^T a_m\|\):

\[
\|J^T a_m\|^2 = \|S_2 S_2^{-1} J^T a_m\|^2
\]

\[
= \|S_2 [-T, I_{2K}] a_m\|^2
\]

\[
\leq \lambda_{\text{max}}^2(S_2) \|[T, 0] a_m\|^2
\]

\[
= \lambda_{\text{max}}^2(S_2) \|Tq_m - p_m\|^2
\]

where \(\lambda_{\text{max}}(S_2)\) the maximum singular value of \(S_2\). Combining (3.39) with (3.32), the effective noise variance is bounded as follows:

\[
\sigma^2 \leq \min_{A: \|A\| \neq 0} \max_m \lambda_{\text{max}}^2(H^{-1}) \|a_m\|^2 + \lambda_{\text{max}}^2(S_2) \|Tq_m - p_m\|^2 \text{SNR}^\alpha.
\]

We proceed to bound the quantity \(\|Tq_m - p_m\|^2\). We decompose \(T\) into its integer and fractional parts:

\[
T = T_I + T_F
\]

where \(T_I\) represents the integer part of \(T\) and \(T_F\) represents the fractional part of \(T\). We define

\[
\tilde{p}_m = p_m - T_I q_m
\]

\[
\tilde{a}_m = [q_m, \tilde{p}_m]^T
\]

\[
\tilde{A} = [\tilde{a}_1 \cdots \tilde{a}_{2M}]^T
\]

\[
G = \begin{pmatrix} I_{2M-2K} & 0 \\ -T_I & I_{2K} \end{pmatrix}
\]

Since \(G\) is a \(2M \times 2M\) lower triangular matrix with non-zero diagonal elements, it has rank \(2M\). We note that

\[
a_m = G^{-1} \tilde{a}_m.
\]

Since \(G\) is invertible, it follows that if the matrix formed by the coefficient vectors \(a_1, \ldots, a_{2M}\) is full-rank, then the matrix formed by \(\tilde{a}_1, \ldots, \tilde{a}_{2M}\) is full-rank and vice versa. From (3.41), it have that

\[
\|Tq_m - p_m\| = \|T_F q_m - (p_m - T_I q_m)\|
\]

\[
= \|T_F q_m - p_m\|
\]

and, from (3.46), we have that

\[
\|a_m\|^2 = \|G^{-1} \tilde{a}_m\|^2
\]

\[
\leq \lambda_{\text{max}}^2(G^{-1}) \|\tilde{a}_m\|^2.
\]
From (3.40), (3.48), and (3.50), the effective noise variance can be upper bounded by

\[ \sigma^2 \leq \min_{\mathbf{A}} \max_m \lambda_{\mathbf{A}}^2 (\mathbf{H}^{-1}) \lambda_{\mathbf{G}}^2 (\mathbf{G}^{-1}) \| \mathbf{a}_m \|^2 + \lambda_{\mathbf{S}}^2 \| \mathbf{T}_F \mathbf{q}_m - \mathbf{p}_m \|^2 \text{SNR}^\alpha \]  

(3.51)

From Theorem 4.13, there exists a \( Q' \) such that for all \( Q > Q' \), there exist \( 2M \) linearly independent vectors:

\[ \mathbf{a}_m = [\mathbf{q}_m^T, \mathbf{p}_m^T]^T \in \mathbb{Z}^{2M-2K} \times \mathbb{Z}^{2K} \text{ for } m = 1, \ldots, 2M \]  

(3.52)

satisfying the following two inequalities:

\[ \| \mathbf{q}_m \| \leq C (\log Q)^2 Q \]  

(3.53)

\[ \| \mathbf{T}_F \mathbf{q}_m - \mathbf{p}_m \| \leq \frac{C (\log Q)^2}{Q^{\frac{M-K}{K}}} \]  

(3.54)

where \( C \) is some constant independent of \( Q \). For sufficiently large \( Q \), we observe that \( \frac{C (\log Q)^2}{Q^{\frac{M-K}{K}}} \leq 1 \). Using (3.53) and (3.54), we bound the norm of \( \mathbf{a}_m \) as follows:

\[ \| \mathbf{a}_m \| = \sqrt{\| \mathbf{q}_m \|^2 + \| \mathbf{p}_m \|^2} \leq \| \mathbf{q}_m \| + \| \mathbf{p}_m \| \]  

(3.55)

\[ \leq \| \mathbf{q}_m \| + \| \mathbf{T}_F \mathbf{q}_m \| + \| \mathbf{T}_F \mathbf{q}_m - \mathbf{p}_m \| \]  

(3.56)

\[ \leq \| \mathbf{q}_m \| + \| \mathbf{T}_F \mathbf{q}_m \| + \| \mathbf{T}_F \mathbf{q}_m - \mathbf{p}_m \| \]  

(3.57)

\[ \leq \| \mathbf{q}_m \| + \| \mathbf{T}_F \mathbf{q}_m \| + \| \mathbf{p}_m - \mathbf{T}_F \mathbf{q}_m \| \]  

(3.58)

\[ \leq \| \mathbf{q}_m \| + \| \mathbf{T}_F \mathbf{q}_m \| + \frac{C (\log Q)^2}{Q^{\frac{M-K}{K}}} + 1 \]  

(3.59)

\[ \leq \| \mathbf{q}_m \| + \| \mathbf{T}_F \mathbf{q}_m \| + 1 \]  

(3.60)

\[ \leq \| \mathbf{q}_m \| + \lambda_{\mathbf{max}}(\mathbf{T}_F) \| \mathbf{q}_m \| + 1 \]  

(3.61)

\[ \leq C (\log Q)^2 Q (1 + \lambda_{\mathbf{max}}(\mathbf{T}_F)) + 1 \]  

(3.62)

Combining (3.54) and (3.62), the effective noise variance from (3.51) is bounded by

\[ \sigma^2 \leq \lambda_{\mathbf{max}}^2 (\mathbf{H}^{-1}) \lambda_{\mathbf{max}}^2 (\mathbf{G}^{-1}) \left[ C (\log Q)^2 Q (1 + \lambda_{\mathbf{max}}(\mathbf{T})) + 1 \right]^2 + \lambda_{\mathbf{max}}^2 (\mathbf{S}_2) \text{SNR}^\alpha \left( \frac{C (\log Q)^2}{Q^{\frac{M-K}{K}}} \right)^2 \]  

(3.63)

Let \( Q \) scale according to \( Q^2 \sim \text{SNR}^\gamma \). It follows that

\[ \sigma^2 \leq \Theta (\log \text{SNR}) \left( \text{SNR}^\gamma + \text{SNR}^{\alpha-\gamma(\frac{M-K}{K})} \right). \]  

(3.64)
Setting $\gamma = \frac{K}{M} \alpha$, we find that the generalized degrees-of-freedom are

\[
\begin{align*}
    d_{\text{INT}} &= \lim_{\text{SNR} \to \infty} 2M^{\frac{1}{2}} \log \left( \frac{\text{SNR}}{\sigma^2} \right) \log \text{SNR} \\
    &= \lim_{\text{SNR} \to \infty} M \log \left( \frac{\text{SNR}}{\text{SNR}^{\alpha K / M}} \right) \\
    &= M \left( 1 - \alpha K \right) \\
    &= M - K \alpha ,
\end{align*}
\]

which concludes the proof of Theorem 3.7. □
Chapter 4

Diophantine Approximations

This chapter provides a partial overview of some basic techniques in Diophantine approximations. In the first section, we review some classical results for finding a single integer approximations in Theorems 4.3 - 4.7 and multiple integer approximations in Theorems 4.9 and 4.11. Then, in the second section, we present a new result in Theorem 4.13. Our result shows that finding a set of full rank integer approximations for a matrix is only slightly worse than finding a single approximation in the limit. We note that diophantine approximation techniques have also been useful for other problems in information theory, including alignment interference over fixed channels and charactering the degrees of freedom for compute-and-forward [43, 44].

4.1 Some Classical Results

We first define the unit ball and successive minima in the sequel.

Definition 4.1 (Unit Ball). Let $h : \mathbb{R}^M \rightarrow \mathbb{R}$ be a norm. The unit ball with respect to $h$ is denoted by

$$B_h = \{ x \in \mathbb{R}^M : h(x) \leq 1 \}$$

the volume of $B_h$ is denoted by $V_h$.

Definition 4.2 (Successive Minima). Let $h : \mathbb{R}^M \rightarrow \mathbb{R}$ be a norm and $B_h$ be the unit ball with respect to $h$. The $m^{th}$ successive minima $\epsilon_m$ where $0 < m \leq M$ is given by

$$\epsilon_m = \min \{ \epsilon : \exists \ m \text{ linearly independent integer points } v_1, \ldots, v_m \in \mathbb{Z}^M \cap \epsilon B_h \}$$

In Theorem 4.3 and Corollary 4.4 below, we state Minkowski’s upper bound on the first successive minimum.
Theorem 4.3 (Minkowski Successive Minima I). Let $\mathcal{R}$ be a convex body in $\mathbb{R}^M$ that is symmetric about 0 and with volume $V_\mathcal{R} > 2^M$. There exists $z \in \mathbb{Z}^M \setminus 0$ that is contained in $\mathcal{R}$.

Corollary 4.4. Let $h : \mathbb{R}^M \to \mathbb{R}$ be a norm and $\epsilon_1$ be the 1st successive minima with respect to $h$. The following inequality is satisfied

$$\epsilon_1^M V_h \leq 2^M \quad (4.2)$$

Corollary 4.4 follows directly from Theorem 4.3 by letting $\mathcal{R} = \epsilon_1 \mathcal{B}_h$. Since $\mathcal{B}_h$ is the unit ball with respect to the $h$ norm, $\mathcal{R}$ is a close convex region symmetric about the origin with volume $Vol(\mathcal{R}) = \epsilon_1^M V_h$. In the sequel, we state Blichfeldt’s Lemma, which is used in the proof of Theorem 4.3.

Lemma 4.5 (Blichfeldt). If $\mathcal{R} \subset \mathbb{R}^M$ is a bounded set with volume greater than 1, then there exists $x, y \in \mathcal{R}$ such that $x - y \in \mathbb{Z}^M$.

Proof. ([64]) Let $C$ denote the open-half unit hypercube given by

$$C = \{ x \in \mathbb{R}^M : 0 \leq x_i < 1 \text{ for } i = 1, \ldots, n \} \quad (4.3)$$

For $z \in \mathbb{Z}^M$, let $C_z$ represent $C$ translated by $z$, i.e:

$$C_z = \{ z + x : x \in C \} \quad (4.4)$$

and let $\mathcal{R}_z$ be given by

$$\mathcal{R}_z = \mathcal{R} \cap C_z \quad (4.5)$$

We note that the sets $\mathcal{R}_z$ are disjoint and their union equals the space $\mathcal{R}$, i.e:

$$\mathcal{R}_z \cap \mathcal{R}_{z'} \text{ for } z \neq z' \quad (4.6)$$

$$\bigcup_{z \in \mathbb{Z}^M} \mathcal{R}_z = \mathcal{R} \quad (4.7)$$

Let $\mathcal{R}_z - z = \{ x - z : x \in \mathcal{R}_z \}$. We note that $\mathcal{R}_z - z \subseteq C$ for all $z \in \mathbb{Z}^M$ and that $Vol(\mathcal{R}_z - z) = Vol(\mathcal{R}_z)$. Hence, it follows that

$$\sum_{z \in \mathbb{Z}^n} Vol(\mathcal{R}_z - z) = \sum_{z \in \mathbb{Z}^n} Vol(\mathcal{R}_z) = Vol(\mathcal{R}) > 1 \quad (4.8)$$

Since $\mathcal{R}_z - z \subseteq C$ and $Vol(C) = 1$, (4.8) implies that there exists $z, z' \in \mathbb{Z}^M$ with $z \neq z'$ such that $\mathcal{R}_z - z \cap \mathcal{R}_{z'} - z' = \emptyset$. Hence, there exists $x \in \mathcal{R}_z - z \cap \mathcal{R}_{z'} - z'$ such that $x = x_{z'} - z = x_{z'} - z'$ for some $x_{z'} \in \mathcal{R}_{z'}$ and $x_z \in \mathcal{R}_z$. Note that $x_{z'}, x_z \in \mathcal{R}$ and that $x_{z'} - x_z = z - z' \in \mathbb{Z}^M$. \qed
Proof. (Theorem 4.3) Let $R' = \left\{ \frac{1}{2} x : x \in \mathbb{R}^M \right\}$. The volume of $R'$ is bounded as follows

$$Vol(R') = \frac{1}{2^M} Vol(R) > 1$$  \hspace{1cm} (4.9)

Since $R'$ is a scaled version of $R$, it is also closed, convex and symmetric about the origin. From Lemma 4.5, there exists $x, y \in R'$ such that $x - y \in \mathbb{Z}^M$. We now show that $x - y \in R$. Note that since $R' = \left\{ \frac{1}{2} x : x \in \mathbb{R}^M \right\}$, we have that $2x, 2y \in R$. Since $R$ is symmetric about the origin, we have that $2y \in R$. Since $R$ is convex, we have that $\frac{1}{2}(2x) + \frac{1}{2}(-2y) \in R$. Hence, $x - y \in R$. \hfill \square

**Theorem 4.6 (Minkowski Linear Forms).** Let $T \in \mathbb{R}^{M \times M}$ be a full rank matrix. There exists $M$ integers $a_1, \cdots, a_M$ that satisfy the following inequalities:

$$\left| \sum_{j=1}^{M} t_{1,j} a_j \right| \leq c_1$$ \hspace{1cm} (4.10)

$$\left| \sum_{j=1}^{M} t_{i,j} a_j \right| < c_i \text{ for } i = 2, \cdots, M$$ \hspace{1cm} (4.11)

as long as

$$c_1 \cdots c_n \geq |\det(T)|.$$ \hspace{1cm} (4.12)

Proof. ([64]) We first consider the case where (4.12) is satisfied with strict inequality. We define the region

$$R = \left\{ x \in \mathbb{R}^M : \left| \sum_{j=1}^{M} t_{1,j} x_j \right| \leq c_1, \left| \sum_{j=1}^{M} t_{i,j} x_j \right| < c_i \text{ for } i = 2, \cdots, M \right\}$$ \hspace{1cm} (4.13)

It can be easily shown using elementary calculus that this region is symmetric, convex and has volume

$$V_R = 2^M |\det(T^{-1})| c_1 \cdots c_M$$ \hspace{1cm} (4.14)

$$= \frac{2^M}{|\det(T)|} c_1 \cdots c_M$$ \hspace{1cm} (4.15)

Using the fact that (4.12) is satisfied with equality, it follows that

$$V_R = \frac{2^M}{|\det(T)|} c_1 \cdots c_M$$ \hspace{1cm} (4.16)

$$> \frac{2^M}{|\det(T)|} |\det(T)|$$ \hspace{1cm} (4.17)

$$> 2^M$$ \hspace{1cm} (4.18)
The result then follows by applying Theorem 4.3. We now consider the case where \((4.12)\) is satisfied with equality. For each \(\epsilon \in 0 < \epsilon < 1\), we define the region \(R_\epsilon\) as follows:

\[
R_\epsilon = \left\{ x \in \mathbb{R}^M : \left| \sum_{j=1}^{M} t_{1,j} x_j \right| \leq c_1 + \epsilon, \left| \sum_{j=1}^{M} t_{i,j} x_j \right| < c_i + \epsilon \text{ for } i = 2, \cdots, M \right\}
\]

and note that \(R_\epsilon \subset R_{\epsilon'}\) if \(\epsilon < \epsilon'\). Let \(T' = T^{-1}\) and \(y_i = \sum_{j=1}^{M} t_{i,j} x_j\). It can be easily seen that the region \(R_\epsilon\) is bounded by some \(R\) that is independent of \(\epsilon\) since

\[
|x_i| = \left| \sum_{j} t'_{i,j} y_i \right| \leq \sum_{j} |t'_{i,j}| |y_i| \leq \sum_{j} |t'_{i,j}| c_i + \epsilon \leq \sum_{j} |t'_{i,j}| (c_i + 1) \leq R
\]

Since \(R_\epsilon\) is bounded by some \(R\) for all \(0 < \epsilon < 1\), \(R_\epsilon\) contains only a finite number of integer points. Furthermore, for all \(\epsilon > 0\), \(R_\epsilon\) must contain some non-zero integer point. Hence, there exists some \(z \in \mathbb{Z} \setminus 0\) such that \(z \in R_\epsilon\) for all \(\epsilon\) arbitrarily small. The result then follows by taking \(\epsilon\) to be arbitrarily small.

Next, we state a foundational result in Diophantine approximations.

**Theorem 4.7** (Dirichlet). For any \(T \in \mathbb{R}^{K \times (M-K)}\) and any \(Q \in \mathbb{N}\), there exists a \((q, p) \in (\mathbb{Z}^{M-K} \times \mathbb{Z}^K) \setminus 0\) such that

\[
\|q\|_\infty \leq Q \quad \text{(4.25)}
\]
\[
\|Tq - p\|_\infty < \frac{1}{Q^{\frac{M-K}{K}}} \quad \text{(4.26)}
\]

**Remark 4.8.** For the scalar case \((K = 1, M = 2)\), Dirichlet’s theorem implies that every real number has a sequence of good rational approximations.

**Proof.** We define the following constants:

\[
c_i = Q \text{ for } i = 1, \cdots, M - K \quad \text{(4.27)}
\]
\[
c_i = \frac{1}{Q^{\frac{M-K}{K}}} \text{ for } i = M - K + 1, \cdots M \quad \text{(4.28)}
\]
and note that \( \Pi_i c_i = 1 \). Let the matrix \( X \in \mathbb{R}^{M \times M} \) be given as follows

\[
X = \begin{bmatrix}
T & -I_K \\
I_{M-K} & 0
\end{bmatrix}
\]

Since exchanging rows of a matrix only affects the sign of its determinant, we have that

\[
|\det(X)| = |\det\left( \begin{bmatrix}
I_{M-K} & 0 \\
T & -I_K
\end{bmatrix} \right)|. \tag{4.29}
\]

Now we use the fact that the determinant of a lower triangular matrix is just the product of its diagonal entries,

\[
|\det(X)| = 1. \tag{4.30}
\]

The proof then follows by Theorem 4.6. \( \square \)

**Theorem 4.9** (Khintchine-Groshev). Fix a decreasing function \( \Psi : \mathbb{N} \to \mathbb{R}^+ \). If

\[
\sum_{q=1}^{\infty} q^{M-K-1} \Psi(q)^K < \infty, \tag{4.31}
\]

then for almost all \( T \in \mathbb{R}^{K \times (M-K)} \) with \( |T_{i,j}| \leq 1 \) for all \( i, j \), there are only a finite number of solutions \( (q, p) \in \mathbb{Z}^{M-K} \times \mathbb{Z}^K \) to the following inequality

\[
\|Tq - p\|_{\infty} < \Psi(\|q\|_{\infty}) \tag{4.32}
\]

**Remark 4.10.** As a result of Theorem 4.9,

\[
\|Tq - p\|_{\infty} < \frac{1}{\|q\|_{\infty} \log \|q\|_{\infty}} \tag{4.33}
\]

has infinitely many solutions for almost all \( T \); while

\[
\|Tq - p\|_{\infty} < \frac{1}{\|q\|_{\infty} \log (\|q\|_{\infty})^2} \tag{4.34}
\]

has infinitely many solutions for almost no \( T \).

The proof of Theorem 4.9 follows along the same lines as the Borel-Cantelli Lemma and can be found in [64, 65].

**Theorem 4.11** (Minkowski II). Let \( h : \mathbb{R}^M \to \mathbb{R} \) be a norm and \( \epsilon_1, \ldots , \epsilon_M \) be the successive minima with respect to \( h \). The following inequality is satisfied

\[
\epsilon_1 \cdots \epsilon_M V_h \leq 2^M \tag{4.35}
\]

**Remark 4.12.** Since \( \epsilon_1 \leq \epsilon_2 \cdots \leq \epsilon_M \), Theorem 4.11 implies Theorem 4.3.

The proof of Theorem 4.11 can be found in [64] and involves many properties of convex bodies. We now state our result on diophantine approximations.
4.2 A New Result: Full-Rank Approximations

**Theorem 4.13.** Let \( T \in \mathbb{R}^{2K \times (2M-2K)} \) be rationally independent and assume \(|t_{i,j}| \leq 1 \) for all \( i, j \). There exists a \( Q' \in \mathbb{N} \) such that all for \( Q > Q' \), there exist \( M \) linearly independent integer vectors \((q_1, p_1), \ldots (q_M, p_M) \in \mathbb{Z}^{M-K} \times \mathbb{Z}^K \) that satisfy

\[
\|q_m\| \leq C(Q \log Q)^2 \tag{4.36}
\]

\[
\|Tq_m - p_m\| \leq \frac{C(\log Q)^2}{Q^{M-K}} \tag{4.37}
\]

where \( C \) is a constant that is independent of \( Q \).

**Proof.** For any vector \( v \in \mathbb{Z}^{2M} \), we denote the first \( 2M - 2K \) components by \( q \) and the remaining \( 2K \) components by \( p \), and will thus write

\[
v = \begin{bmatrix} q \\ p \end{bmatrix} \tag{4.38}
\]

From the statement of the theorem, \( T = [t_1 \cdots t_{2K}]^T \) is a (rationally independent) \( 2K \times (2M - 2K) \) real-valued matrix with \(|t_{i,j}| \leq 1 \) for all \( i, j \). For a fixed \( T \), we define the semi-norms \( f, g \) as follows:

\[
f(v) = \|Tq - p\| \tag{4.39}
\]

\[
g(v) = \|q\| \tag{4.40}
\]

For a fixed \( Q \geq 2M \), we let \( \lambda_1 \) denote the minimum value of \( f(v) \) under the constraint \( g(v) \leq Q \),

\[
\lambda_1 = \min_{v \in \mathbb{Z}^{2M\setminus\{0\}}, g(v) \leq Q} f(v) \tag{4.41}
\]

\[
= \min_{q \in \mathbb{Z}^{2M - 2K}, \|q\| \leq Q} \min_{p \in \mathbb{Z}^K, (q^T, p^T)^T \neq 0} \|Tq - p\| \tag{4.42}
\]

\( v_1 \in \mathbb{Z}^{2M} \) denote an integer vector that achieves \( \lambda_1 \)

\[
v_1 = \arg\min_{v \in \mathbb{Z}^{2M\setminus\{0\}}, g(v) \leq Q} f(v) \tag{4.43}
\]

\( q_1 \in \mathbb{Z}^{2M - 2K} \) be the first \( 2M - 2K \) components of \( v_1 \), and \( \mu_1 \) be the value of \( v \) evaluated by \( g \),

\[
\mu_1 = g(v_1) = \|q_1\| \tag{4.44}
\]
We note that for large enough $Q$, $\lambda_1 < 1$ and $\mu_1 > 0$.

From now on, we assume that $Q$ is sufficiently large so that $\lambda_1 < 1$ and $\mu_1 > 0$. Based on the seminorms $f$ and $g$, we define the function $h : \mathbb{R}^{2M} \to \mathbb{R}$ as follows:

$$h(v) = \left( f^2(v) + \frac{\lambda_1^2}{\mu_1^2} g^2(v) \right)^{1/2}$$

$$= \left( \| Tq - p \|^2 + \frac{\lambda_1^2}{\mu_1^2} \| q \|^2 \right)^{1/2}. \quad (4.46)$$

In the sequel, we show that $h$ is a norm. We define the $2M \times 2M$ matrix $\Gamma$ as follows:

$$\Gamma = \begin{bmatrix} \frac{\lambda_1}{\mu_1} I_{2M-2K} & -I_{2K} \\ \frac{\mu_1}{\lambda_1} I_{2M-2K} & 0 \end{bmatrix}.$$ 

Note that we can rewrite the function $h$ using $\Gamma$:

$$h(v) = \| \Gamma v \|. \quad (4.47)$$

Since exchanging rows of a matrix only affects the sign of its determinant, we have that

$$| \det(\Gamma) | = \left| \det \left( \begin{bmatrix} \frac{\lambda_1}{\mu_1} I_{2M-2K} & 0 \\ \frac{\mu_1}{\lambda_1} I_{2M-2K} & -I_{2K} \end{bmatrix} \right) \right|. \quad (4.48)$$

Now we use the fact that the determinant of a lower triangular matrix is just the product of its diagonal entries,

$$| \det(\Gamma) | = \left( \frac{\lambda_1}{\mu_1} \right)^{2M-2K}. \quad (4.49)$$

Since $T$ is rationally independent, it follows that $\lambda_1 > 0$. Since $\mu_1 > 0$ by assumption, we have that $\frac{\lambda_1}{\mu_1} > 0$. Since $\Gamma$ is full-rank and thus injective, $h$ is a norm.

Let $V_h$ be the volume of the $h$-unit ball. Let $u = \Gamma v$. It follows that:

$$V_h = \int_{\{v : \| rv \| \leq 1 \}} dv$$

$$= \int_{\{u : \| u \| \leq 1 \}} | \det(\Gamma^{-1}) | du$$

$$= \frac{1}{| \det(\Gamma) |} \int_{\{u : \| u \| \leq 1 \}} du$$

$$= \frac{1}{| \det(\Gamma) |} V_{2M}$$

$$= \left( \frac{\mu_1}{\lambda_1} \right)^{2M-2K} V_{2M}, \quad (4.50)$$
where $V_{2M}$ is the volume of the unit ball with respect to the Euclidean norm (in $2M$ dimensional space).

Let $\epsilon_1, \ldots, \epsilon_{2M}$ be the successive minima with respect to $h$ (see Definition 4.2). Let $y_1, \ldots, y_{2M} \in \mathbb{Z}^{2M}$ be linearly independent integer points that achieve the successive minima, i.e:

$$h(y_i) = \epsilon_i. \tag{4.56}$$

Using Minkowski’s 2nd Theorem on successive minima (Theorem 4.11), we have that:

$$V_h \prod_{i=1}^{2M} \epsilon_i \leq 2^{2M}, \tag{4.57}$$

where $V_h$ is the volume of the $h$-unit ball. Using (4.55), we have that:

$$\left(\frac{\mu_1}{\lambda_1}\right)^{2M-2K} \prod_{i=1}^{2M} \epsilon_i \leq 2^{2M}. \tag{4.58}$$

Rewriting the above, we have that

$$\left(\frac{\mu_1}{\lambda_1}\right)^{2M-2K} \prod_{i=1}^{2M} \epsilon_i \leq C, \tag{4.59}$$

where $C$ is a constant that depends only on $2M$. Rearranging (4.59), we arrive at the following:

$$\epsilon_{2M} \leq C \left(\frac{\lambda_1 \cdots \lambda_1}{\epsilon_1 \cdots \epsilon_{2M-2K}}\right) \left(\frac{1}{\epsilon_{2M-2K+1} \cdots \epsilon_{2M-1}}\right) \left(\frac{1}{\mu_1^{2M-2K}}\right) \tag{4.60}$$

$$= C \left(\frac{\lambda_1 \cdots \lambda_1}{\epsilon_1 \cdots \epsilon_{2M-2K}}\right) \left(\frac{\lambda_1}{\epsilon_{2M-2K+1} \cdots \epsilon_{2M-1}}\right) \left(\frac{\lambda_1}{\mu_1^{2M-2K} \lambda_1^{2K-1}}\right) \tag{4.61}$$

$$= C \left(\frac{\lambda_1 \cdots \lambda_1}{\epsilon_1 \cdots \epsilon_{2M-1}}\right) \left(\frac{\lambda_1}{\mu_1^{2M-2K} \lambda_1^{2K-1}}\right) \tag{4.62}$$

$$= C \left(\frac{\lambda_1 \cdots \lambda_1}{\epsilon_1 \cdots \epsilon_{2M-1}}\right) \left(\frac{\lambda_1}{\mu_1^{2M-2K} \lambda_1^{2K-1}}\right). \tag{4.63}$$

For all $v \in \mathbb{Z}^{2M} \setminus \{0\}$, we have that $h(v) \geq \lambda_1$. To see this, we can consider the case where $\|q\| < \mu_1$ and $\|q\| \geq \mu_1$ separately. When $\|q\| \geq \mu_1$, $h$ can be bounded as follows

$$h(v) = \left(\|Tq - p\|^2 + \frac{\lambda_1^2}{\mu_1^2} \|q\|^2\right)^{1/2} \tag{4.64}$$

$$\geq \frac{\lambda_1}{\mu_1} \|q\| \tag{4.65}$$

$$\geq \lambda_1. \tag{4.66}$$
We now consider the case where \( \|q\| < \mu_1 \). We first bound \( h \) as follows
\[
h(v) = \left( \|Tq - p\|^2 + \frac{\lambda_1^2}{\mu_1^2} \|q\|^2 \right)^{1/2}
\geq \|Tq - p\|.
\]
(4.67)

Recall that \( \mu_1 = \|q_1\| \) and \( \lambda_1 = \min_{p \in \mathbb{Z}^2} \|Tq_1 - p\| \). Assume that there exists a \( q \) with \( \|q\| < \|q_1\| \) such that
\[
\min_{p} \|Tq - p\| < \min_{p} \|Tq_1 - p\|
\]
(4.69)

then the definition of \( q_1 \) in (4.43) is violated. Hence, in this case, \( h(v) \geq \|Tq - p\| \geq \lambda_1 \).

Since \( \epsilon_j = h(y_j) \) for some \( y_j \in \mathbb{R}^{2M} \), it follows that
\[
\epsilon_j \geq \lambda_1 \text{ for all } j = 1, \ldots, 2M.
\]
(4.71)

Combining the above with (4.63), it follows that
\[
\epsilon_{2M} \leq C \frac{\lambda_1}{\mu_1^{2M-2K} \lambda_1^{2K}}.
\]
(4.72)

From the definition of \( h \), \( \epsilon_{2M} \), and \( y_1 \cdots y_{2M} \), we have that
\[
h(y_j) \leq \epsilon_{2M} \text{ for } j = 1 \cdots 2M.
\]
(4.73)

By the construction of \( h \) (see (4.46)), we have that:
\[
f(y_j) \leq h(y_j) \leq \epsilon_{2M} \leq C \frac{\lambda_1}{\lambda_1^{2K} \mu_1^{2M-2K}}
\]
(4.74)

\[
\frac{\lambda_1}{\mu_1} g(y_j) \leq h(y_j) \leq \epsilon_{2M} \leq C \frac{\lambda_1}{\lambda_1^{2K} \mu_1^{2M-2K}},
\]
(4.75)

for \( j = 1, \cdots, 2M \). The above equations imply that
\[
f(y_j) \leq C \frac{\lambda_1}{\lambda_1^{2K} \mu_1^{2M-2K}}
\]
(4.76)

\[
g(y_j) \leq C \frac{\mu_1}{\lambda_1^{2K} \mu_1^{2M-2K}},
\]
(4.77)

for \( j = 1, \ldots, 2M \).

Recall that \( \lambda_1, \mu_1 \) are defined with respect to a fixed \( Q \). We now show that for all sufficiently large \( Q \),
\[
\lambda_1(Q)^{2K} \mu_1(Q)^{2M-2K} \geq \frac{1}{\log(\mu_1(Q))^2}.
\]
(4.78)
We define the function $\Psi : \mathbb{Z} \rightarrow \mathbb{R}$ as follows

$$\Psi(q) = 1 \quad \text{for} \quad q = 1 \quad (4.79)$$

$$\Psi(q) = \frac{1}{q^{2M-2K}(\log q)^{2K}} \quad \text{for} \quad q > 1. \quad (4.80)$$

We note that with this choice of $\Psi$, it follows that

$$\sum q^{2M-2K-1}\Psi(q)^{2K} < \infty. \quad (4.81)$$

Applying Theorem 4.9, we have that for rationally independent $T \in \mathbb{R}^{2K \times (2M-2K)}$, there are only a finite number of integer solutions $\mathbf{q}^T, \mathbf{p}^T \in \mathbb{Z}^{2M-2K} \times \mathbb{Z}^{2K}$ that satisfy the following condition:

$$\|T\mathbf{q} - \mathbf{p}\|_\infty < \frac{1}{\|\mathbf{q}\|_\infty^{2M-2K}(\log \|\mathbf{q}\|_\infty)^{2K}}. \quad (4.82)$$

We rewrite this condition as follows

$$\|\mathbf{q}\|_\infty^{2M-2K}\|T\mathbf{q} - \mathbf{p}\|_\infty^{2K} < \frac{1}{(\log \|\mathbf{q}\|_\infty)^{2}}. \quad (4.83)$$

We first fix an rationally independent $T \in \mathbb{R}^{2K \times (2M-2K)}$. Recall from (4.43) that $\mathbf{q}_1(Q)$ is the integer vector that achieves $\lambda_1(Q)$ for a given $Q$. Clearly, $\{\|\mathbf{q}_1(Q)\|_\infty\}_Q$ is a non-decreasing integer sequence (in $Q$). Assume that $\|\mathbf{q}_1(Q)\|_\infty$ is unbounded as $Q \rightarrow \infty$. By Theorem 4.9, we know that there are only a finite number of integers $\mathbf{q}$ that satisfy the condition in (4.83). Let $\mathbf{q}'$ be the integer with the largest $L_\infty$ norm that satisfies the condition in (4.83). This suggests that for all $Q$ where $\|\mathbf{q}_1(Q)\|_\infty > \|\mathbf{q}'\|_\infty$, $\mathbf{q}_1(Q)$ does not satisfying the condition in (4.83). Since $\{\|\mathbf{q}_1(Q)\|_\infty\}_Q$ is an unbounded non decreasing sequence, there exists some $Q'$ such that for all $Q > Q'$, $\mathbf{q}_1(Q)$ does not satisfy the condition in (4.83). Note that (4.78) follows since any $\mathbf{q}, \mathbf{p}$ that satisfies

$$\|\mathbf{q}\|_\infty^{2M-2K}\|T\mathbf{q} - \mathbf{p}\|_\infty^{2K} \geq \frac{1}{(\log \|\mathbf{q}\|_\infty)^{2}} \quad (4.84)$$

also satisfies

$$\|\mathbf{q}\|_\infty^{2M-2K}\|T\mathbf{q} - \mathbf{p}\|_\infty^{2K} \geq \frac{1}{(\log \|\mathbf{q}\|_\infty)^{2}}. \quad (4.85)$$

Finally, for any rationally independent $T \in \mathbb{R}^{2K \times (2M-2K)}$, we prove that sequence $\{\|\mathbf{q}_1(Q)\|_\infty\}_Q$ is unbounded as $Q \rightarrow \infty$. We prove this by contradiction. That is, assume that there exists
some $C \in \mathbb{Z}_+$ such that $\|q_1(Q)\|_\infty \leq C$ for all $Q$. This implies that $q_1(Q)$ takes only a finite set of values. Hence, there exists a $C'$ such that

$$
\min_{p \in \mathbb{Z}^{2K}} \|Tq_1(Q) - p\|_\infty \geq C'
$$

(4.86)

for all $Q$. However, by definition of $\lambda_1(Q)$ and Dirichlet’s theorem (Theorem 4.7) we have that

$$
\min_{p \in \mathbb{Z}^{2K}} \|Tq_1(Q) - p\|_\infty \leq \frac{1}{Q^{2M-2K}}
$$

(4.87)

for all $Q \in \mathbb{N}$. This results in a contradiction with our assumption. Therefore, (4.78) is proved.

Dirichlet’s Theorem (Theorem 4.7) is defined in terms of the $\ell_\infty$ norm and $\lambda_1$ is defined in terms of the $\ell_2$ norm. Using the fact that

$$
\lambda_1 = \min_{q \in \mathbb{Z}^{2M-2K}} \min_{p \in \mathbb{Z}^{2K}} \|Tq - p\|
$$

(4.88)

$$
\leq \sqrt{2K} \min_{q \in \mathbb{Z}^{2M-2K}} \min_{p \in \mathbb{Z}^{2K}} \|Tq - p\|_\infty
$$

(4.89)

and (4.87), we have that

$$
\lambda_1 \leq \frac{\sqrt{2K}}{Q^{2M-2K}}.
$$

(4.90)

By definition, we have that

$$
\mu_1 \leq Q.
$$

(4.91)

Using (4.76), (4.78), (4.90), and (4.91), and assuming that $Q$ is sufficiently large, we bound $f(y_j)$ as follows:

$$
f(y_j) \leq C \frac{\lambda_1}{\lambda_1^2 K \mu_2^{2M-2K}}
$$

(4.92)

$$
\leq C \lambda_1 (\log \mu_1)^2
$$

(4.93)

$$
\leq C' \frac{(\log \mu_1)^2}{Q^{2M-2K}}
$$

(4.94)

$$
\leq C' \frac{(\log Q)^2}{Q^{2M-2K}},
$$

(4.95)

where $C'$ is a constant that does not depend on $Q$. Similarly, we can bound $g(y_j)$ as follows:

$$
g(y_j) \leq C \mu_1 (\log \mu_1)^2 \leq C' Q (\log Q)^2,
$$

(4.96)

which concludes the proof. \qed
Chapter 5

Network Function Computation

In this chapter, we consider linear function computation over multi-hop wired and wireless networks. Currently, function computation over wired and wireless networks remain as two separate areas of research. Function computation in wired networks has been studied in \([8, 9, 10, 66, 67, 68]\) and general results for network with arbitrary topologies were discovered. While wired networks contain noiseless bit pipes, wireless networks include effects such as noisy superposition at the receivers and broadcast at the transmitters. These effects make it difficult to characterize the performance of function computation over networks with complicated topologies. Most existing literature has been focused on networks with simple topologies such as a single multiple-access channel \([31, 69, 70]\). Hence, a natural question that arises is how far the current state of the art techniques can be used to understand function computation over multi-hop wireless networks.

We integrate the study of wired network computation and wireless network computation, and show a connection between the two problems. More precisely, we develop coding strategies for wireless networks by first turning them into wired networks. In addition, we develop new results in both wired and wireless setting and provide a distinction between the set of problems that are solvable using cut-set upper bounds and those are not solvable. It is well known that cut-set upper bounds provide a tight converse for many interesting scenarios in wired networks with arbitrary topologies, including multicast \([11, 12, 71]\) and broadcast settings \([71]\). Meanwhile, the two-unicast problem whose capacity is strictly tighter than cut-set is still open except for special cases \([72]\). Hence, the tightness of the cut-set bound can be a criteria to identify the problems that are “solvable” with the current state of the art.

In the first part of this chapter, we develop an understanding of computation over wired networks via a duality relation with broadcast networks. Duality between multiple-access and broadcast channels was first discovered in single-hop scalar and MIMO wireless networks \([73, 74]\). In \([74]\), the goal was to study MIMO broadcast problems using solutions from multiple-access MIMO channels. Since the computation capacity of the Gaussian multiple-access channel is unknown, this elegant duality relationship cannot be extended to wireless
Figure 5.1. As shown in [7] (Theorem 5), multicast is dual to function computation for orthogonal networks. In the multicast setting in (a), each destination wants messages \(a, b\).

In the function computation setting in (b), the destination wants \(a_1 \oplus b_1, a_2 \oplus b_2\). The same LTI code (with matrix transpose), can be used for both problems.

networks. Instead, a duality relation between multicast and computing the XOR of the data packets over wired multiple-access networks was found in [7]. Figure 5.1 illustrates the relation using the standard butterfly example. In the multiple-access network, source 1 transmits \(a_1, a_2\), source 2 transmits \(b_1, b_2\), and the receiver recovers \(a_1 \oplus b_1, a_2 \oplus b_2\). In the multicast network, the source transmits \(a, b\) and both destinations recover \(a, b\). It is shown that the same linear code works for both problems. In essence, transmitting a common message in the broadcast network is dual to computing a function in the multiple-access network. We generalize this duality relation to arbitrary linear deterministic networks using the algebraic network coding approach based on characterizing the transfer functions of both networks [71, 75, 76]. Using this connection, we identify the scenarios under which cut-set bounds are tight for communicating over the broadcast network and computing over the multiple-access network.

In the second part of this chapter, we apply the results from wired networks to wireless networks. The main idea is to extract insights from the linear deterministic model introduced in [77]. However, the problem considered in [77] is concerned with recovering the individual messages. Since only the rate of information flow matters and structure in the messages is not needed, it was sufficient to use codes without any algebraic structure. By contrast, in computation problems where a particular algebraically structured function of the messages is communicated, it is crucial to keep the algebraic structure of the messages. We use nested lattice codes both for channel coding [16, 31] and source quantization [17, 18, 23, 78, 79]. After applying nested-lattice codes, the wireless network problem can be reduced to a wired network problem. The duality relation can then be used to compute functions...
of discrete sources over linear deterministic networks. Using this approach, we characterize
the distortion for sending the sum of Gaussian sources across a class of relay networks to
within a constant factor of the optimal performance. Furthermore, we discuss the problems
where the cut-set bounds are approximately tight, and give an intuition based on linear
deterministic models.

Our approach can be understood as separating the overall network problem into two
different layers, a physical layer and a network layer, but with different paradigms. First,
the current physical layer requires each node in the network to decode a message which has
an explicit source node. However, in our scheme each node receives a noisy superposition of
the incoming signals and may decode a function of the incoming messages as suggested in
[32]. Second, the current network layer performs routing where the outgoing data packets
are a subset of the incoming data packets. In our scheme, as in standard network coding, the
relays can create a new packet by taking a linear combination of its incoming data packets.
Overall, our scheme separates the physical and the network layers of the network and allows
for computation in both layers. These new paradigms can potentially provide a different
dimension to the design of distributed sensor networks.

5.1 Computation in Deterministic Networks

Our primary problem of interest is linear computation over linear deterministic multiple-
access networks as described in Sections 5.1.1 and 5.1.2 below. Instead of solving the com-
putation problem directly, we define the dual broadcast problem in Sections 5.1.3 and 5.1.4
and prove the equivalence of the two problems in Theorem 5.17. The duality connection
between computation over multiple-access networks and communication over broadcast net-
works provides a means to convert the original problem to one that is well studied in the
literature [11, 71, 80]. In Theorem 5.27, we find a compact expression to describe the situ-
ations under which cut-set bounds are tight by first considering the broadcast scenario and
then applying the solution to the computation situation.

5.1.1 Linear deterministic Multiple-Access Network

A linear deterministic multiple-access network \( N_{\text{DET-MAC}} \) is represented by a set of nodes
\( \{N_i\}_{i \in \Omega} \). A given node \( N_i \) contains \( b_{i,\text{in}} \) input links and \( b_{i,\text{out}} \) output links. Node \( N_i \) inputs
\( X_i \in \mathbb{F}_{p^{b_{i,\text{in}}}} \) into the network and receives outputs \( Y_i \in \mathbb{F}_{p^{b_{i,\text{out}}}} \) from the network. We assume
that the underlying finite field is \( \mathbb{F}_p \) with prime \( p \). We divide the set of all node indices into
source nodes \( S \), relay nodes \( R \) and a single destination node \( D \). We let the source node
indices be \( S = \{1, \ldots, m\} \). We assume that \( Y_i = \mathbf{0} \) for all \( i \in S \) and \( X_i = \mathbf{0} \) for \( i \in D \).
Hence, the source nodes do not receive any information from the network and the destination
node does not input any information into the network. The channel matrix from \( N_i \) to \( N_j \)
is denoted by \( H_{i,j} \in \mathbb{F}_p^{b_{i,\text{out}} \times b_{i,\text{in}}} \). The output of node \( Y_j \) is given by
\[
Y_j = \sum_{i \in \Omega} H_{i,j} X_i
\] (5.1)
with all operations over \( \mathbb{F}_p \).

**Definition 5.1 (Cut).** We call a subset \( \Gamma \subseteq \Omega \) a cut. The channel matrix for cut \( \Gamma \) is denoted by the matrix \( H_{\Gamma,\Gamma^c} \) and the information-flow value of cut \( \Gamma \) is given by
\[
C^{\text{DET-MAC}}_{\Gamma} = \max_{p(x_{\Omega})} I(X_{\Gamma}; Y_{\Gamma^c}|X_{\Gamma^c}).
\] (5.2)

**Remark 5.2.** It can be easily shown that in the linear deterministic network with input-output structure given by (5.1), \( \max_{p(x_{\Omega})} I(X_{\Gamma}; Y_{\Gamma^c}|X_{\Gamma^c}) = \text{rank}(H_{\Gamma,\Gamma^c}) \log_2 p \).

### 5.1.2 Computation over Multiple-Access Networks

We consider sending \( \ell \) linear functions of discrete sources across the deterministic multiple-access network.

**Definition 5.3 (Source Information).** Node \( N_i \) for \( i \in S \) observes information \( U_i = (U_{i,1}, \ldots, U_{i,\ell}) \) where \( U_{i,j} \) are drawn i.i.d uniformly from the prime-sized finite field \( \mathbb{F}_p \). We assume that \( U_i = 0 \) for all \( i \in S^c \).

**Definition 5.4 (Encoders).** At time \( t \), node \( N_i \) uses encoder \( E_{i,t} \) to map its received signals \( Y_{i,t-1} \) and information \( U_i \) to \( X_{i,t} \):
\[
E_{i,t} : \mathbb{F}_p^{k_1} \times \cdots \times \mathbb{F}_p^{k_{\ell}} \times \mathbb{F}_p^{b_{i,\text{out}} \times (t-1)} \rightarrow \mathbb{F}_p^{b_{i,\text{in}}}
\] (5.3)
\[
X_{i,t} = E_{i,t}(U_i, Y_{i,t-1})
\] (5.4)
for \( t = 1, \ldots, n \). The symbol \( X_{i,t} \) is input into the network.

**Definition 5.5 (Decoder).** The destination observes \( Y_i^n \) for \( i \in D \) and reconstructs \( \hat{V}_1^k, \ldots, \hat{V}_\ell^k \) using decoder \( G \):
\[
G : \mathbb{F}_p^{b_{i,\text{out}} \times n} \rightarrow \mathbb{F}_p^{k_1} \times \cdots \times \mathbb{F}_p^{k_{\ell}}
\] (5.5)
\[
\left( \hat{V}_1^k, \ldots, \hat{V}_\ell^k \right) = G \left( Y_i^n \right)
\] (5.6)
where \( \hat{V}_j^k \) is an estimate for the linear function \( V_j^{k_1} = \sum_{i=1}^m \alpha_{i,j} U_{j,i}^{k_1} \) with coefficients \( \alpha_{i,j} \in \mathbb{F}_p \) and all operations over \( \mathbb{F}_p \).
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Definition 5.6 (Computation Rates). The computation rate tuple \((R_1, \cdots, R_\ell)\) where \(R_i = \frac{k_i}{n} \log_2 p\) is achievable if for any \(\epsilon > 0\), there exist \(n\), encoders \(\{E_{i,t}\}_{t=1}^n \forall i \in \Omega\) and a decoder \(G\) such that

\[
\Pr \left( \left( \tilde{V}_{k_1}^{k_1}, \cdots, \tilde{V}_{k_\ell}^{k_\ell} \right) \neq \left( V_{k_1}^{k_1}, \cdots, V_{k_\ell}^{k_\ell} \right) \right) \leq \epsilon. \tag{5.7}
\]

We find it useful to define the computation demands of the multiple-access network, which will be used to establish the duality connection with the broadcast network.

Definition 5.7 (Computation Demands). The set \(Q = \{Q_1, \ldots, Q_\ell\}\) specifies the computation demands of the network. The element \(Q_j \subseteq S\) denotes the non-zero coefficient indices of function \(V_j^{k_j}\):

\[
Q_j = \{i \in \{1, \ldots, m\} : \alpha_{j,i} \neq 0\} \tag{5.8}
\]

Remark 5.8. \(Q = \{\{1, \ldots, m\}\}\) corresponds to case where the destination recovers a single linear function: \(V_1^{k_1} = \sum_{i=1}^m \alpha_{1,i} U_{1,i}^{k_1}\) with \(\alpha_{1,i} \neq 0\) for all \(i\).

Remark 5.9. \(Q = \{\{1\}, \{2\}, \ldots, \{m\}\}\) corresponds to case where the destination recovers independent information from each source node: \(U_{1,1}^{k_1}, U_{2,2}^{k_2}, \ldots, U_{m,m}^{k_m}\).

Figure 5.1 shows that sending a single linear function is connected to multicast, and the same linear code can be used for both cases. We extend this relation to arbitrary linear deterministic networks and general computation demands. We first define the dual broadcast network and describe its communication demands in 5.1.3, 5.1.4. Then, we describe duality relation in Section 5.1.5.

5.1.3 Dual Broadcast Network

Consider a linear deterministic multiple-access network \(N_{\text{DET-MA}}\) defined in Section 5.1.1 with nodes \(\{N_i\}_{i \in \Omega}\), source nodes \(S_{\text{MAC}}\), destination node \(D_{\text{MAC}}\), and channel matrices \(\{H_{\text{MAC},i,j}\}\). The dual broadcast network \(N_{\text{DET-BC}}\) is represented by the same set of nodes \(\Omega\) but with all the links reversed. The channel matrices of \(N_{\text{DET-BC}}\) are given by

\[
H_{\text{BC},i,j} = H_{\text{MAC},j,i}^T \quad \text{for all } i, j \in \Omega \tag{5.9}
\]

As a result of the reversal, the source nodes of the multiple-access network becomes the destination nodes of the broadcast network: \(D_{\text{BC}} = S_{\text{MAC}} = \{1, \ldots, m\}\). Similarly, the destination node of the multiple-access network becomes the source node of the dual broadcast network: \(S_{\text{BC}} = D_{\text{MAC}}\).

Similar to case of the multiple-access network, the value of cut \(\Gamma \subseteq \Omega\) of a linear deterministic broadcast network \(N_{\text{DET-BC}}\) is given by \(c_{\Gamma}^{\text{DET-BC}} = \max_{p(x_\Omega)} I(X_{\Gamma}; Y_{\Gamma^c}|X_{\Gamma^c})\). Furthermore, from Remark 5.2 and (5.9), the cut values of a pair of dual networks \((N_{\text{DET-MA}}, N_{\text{DET-BC}})\) satisfy the following condition:

\[
c_{\Gamma}^{\text{DET-MA}} = c_{\Gamma}^{\text{DET-BC}} \quad \forall \ \Gamma \subseteq \Omega. \tag{5.10}
\]
5.1.4 Communication Across Broadcast Networks

Consider sending $\ell$ linear functions across the multiple-access network $N_{\text{DET-MAC}}$ with computation demands $Q = \{Q_1, \ldots, Q_\ell\}$ as described in Section 5.1.2. We re-map this to the problem of transmitting $\ell$ messages across the dual broadcast network $N_{\text{DET-BC}}$ with communication demands dictated by $Q$. We first provide some definitions and then show the equivalence of these two problems in the next Section.

**Definition 5.10 (Messages).** Node $N_i$ for $i \in S_{BC}$ has a set of $\ell$ independent messages $W_i = \{w_1, \ldots, w_\ell\}$ where message $w_j$ is drawn independently and uniformly from $\mathcal{W} = \{0, \ldots, p^{k_i} - 1\}$. We assume that $W_i = 0$ for all $i \in S_{c_{BC}}$.

**Definition 5.11 (Encoders).** At time $t$, Node $N_i$ uses encoder $E_{i,t}$ to map its received signals $Y_{i,t-1}$ and message $W_i$ to $X_{i,t}$:

$$E_{i,t} : \mathbb{F}_p^{k_i} \times \cdots \times \mathbb{F}_p^{k_t} \times \mathbb{F}_p^{b_i,\text{out} \times (t-1)} \rightarrow \mathbb{F}_p^{b_i,\text{in}} \quad (5.11)$$

$$X_{i,t} = E_{i,t}(W_i, Y_{i,t-1}) \quad (5.12)$$

for $t = 1, \ldots, n$.

**Definition 5.12 (Decoder).** At destination $i \in D_{BC}$, the output $Y_i^n$ is received and decoder $G_i$ produces an estimate for all messages $w_j$ such that $j \in T_i$ where $T_i = \{j : i \in Q_j\}$:

$$G_i : \mathbb{F}_p^{b_i,\text{out} \times n} \rightarrow \times j \in T_i \mathbb{F}_p^{k_j} \quad (5.13)$$

$$(\hat{w}_{j,i} \text{ s.t } j \in T_i) = G_i(Y_i^n) \quad (5.14)$$

**Definition 5.13 (Achievable Rates).** The rate tuple $(R_1, \ldots, R_\ell)$ where $R_i = \frac{k_i}{n} \log p$ is achievable if for any $\epsilon > 0$, there exist $n$, encoders $\{E_{i,t}\}_{t=1}^n \forall i \in \Omega$ and decoders $G_i \forall i \in D_{BC}$ such that

$$P \left( \bigcup_{i=1}^m \bigcup_{j \in T_i} \{\hat{w}_{j,i} \neq w_j\} \right) \leq \epsilon. \quad (5.15)$$

Similar to the computation demand for a multiple-access network, we find it useful to define the communication demand for a broadcast network.

**Definition 5.14 (Communication Demands).** The set $P = \{P_1, \ldots, P_\ell\}$ dictates the communication demands of the broadcast network. The element $P_j \subseteq D_{BC}$ contains the destinations that desire to recover message $w_j$, i.e destination $i$ recovers messages $w_j$ if $i \in P_j$.

**Remark 5.15.** In the multicast situation, $P = \{\{1, \ldots, m\}\}$.

**Remark 5.16.** In the case with no common message, $P = \{\{1\}, \ldots, \{m\}\}$ since each destination only recovers a message uniquely sent to it by the source.
5.1.5 Duality Relation

We extend the relation observed in the butterfly network in Figure 5.1 to arbitrary linear deterministic networks general computation demands. We show that a linear time-invariant code used for computation across $N_{\text{DET-MAC}}$ also can be used for communication in the dual $N_{\text{DET-BC}}$. As a result, the problem of function computation is equivalent to the problem of broadcast and the solution of one problem can be used to solve the other problem. This approach is useful since broadcast networks are well studied in the literature and cases where cut-set is tight have been characterized [11, 71].

Since we limit our discussion to linear time-invariant codes, each encoder $E_i$ and decoder $G_i$ can be written as matrices over the underlying finite field $F_p$. As observed in [71], the finite field $F_p$ has to be extended to achieve the multicast capacity. However, this approach may lead to a mismatch in function computation since the relays operate in the extended field while the destination recovers a linear function over the original field. Instead, we extend the underlying field $F_p$ to the rational function field $F_p[z]$, which can be viewed as a $z$-transform [81]. Extending the original field size is then equivalent increasing the memory along the lines of [82]. Therefore, the encoders and decoder can be simply written as matrices $K_i(z)$ where each elements of the matrices comes from $F_p[z]$. For notational simplicity, we write $K_i$ instead of $K_i(z)$.

**Theorem 5.17.** Consider a pair of dual linear deterministic networks $N_{\text{DET-MAC}}, N_{\text{DET-BC}}$ with demands $Q$ and $P$ respectively where $P = Q$. If the linear time-invariant code $\{K_i\}_{i \in \Omega}$ achieves computation rates $(R_1, \ldots, R_\ell)$ for $N_{\text{DET-MAC}}$ with any $\{\alpha_{i,j}\}_{i,j}$ then $\{K_i^T\}_{i \in \Omega}$ achieves the same rates for $N_{\text{DET-BC}}$.

**Proof.** See Appendix C

**Remark 5.18.** Without loss of generality, we can consider the case where $\alpha_{i,j} = 1$ if $\alpha_{i,j} \neq 0$ since we can precode and replace $U_{i,j}$ by $\alpha_{i,j} U_{i,j}$.

**Corollary 5.19.** Consider a pair of dual linear deterministic networks $N_{\text{DET-MAC}}, N_{\text{DET-BC}}$ with demands $Q$ and $P$ respectively where $P = Q$. If the cut-set is achievable using linear time-invariant codes in $N_{\text{DET-MAC}}$, then cut-set is achievable in $N_{\text{DET-BC}}$.

**Proof.** Let $\{K_i\}_{i \in \Omega}$ be a linear time-invariant code that achieves computation rates $R_1, \ldots, R_\ell$ on $N_{\text{DET-MAC}}$ with computation demands $Q$. By assumption, the computation rates $R_1, \ldots, R_\ell$ meet the cut-set bounds for $N_{\text{DET-MAC}}$. By Theorem 5.17, $\{K_i^T\}_{i \in \Omega}$ is a linear time invariant code that achieves rates $R_1, \ldots, R_\ell$ for $N_{\text{DET-BC}}$ for communication demands $P = Q$. By (5.10), the rates $R_1, \ldots, R_\ell$ also meets the cut-set bounds for $N_{\text{DET-BC}}$.

**Remark 5.20.** Theorem 5.17 implies that the solution of multicast can be used for computing a single linear function: $V_1 = \sum_{i=1}^m \alpha_{1,i} U_i$. 
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Figure 5.2. In the network in (a), more message destinations are added in addition to the original butterfly network in 5.1. The same linear time invariant code achieves the rates given by the cut-set bounds in both the broadcast network in (a) and the dual multiple-access network in (b).

Remark 5.21. It is well known that cutset is achievable using linear time-invariant codes in the multicast scenario [12]. Combining this with Remark 5.20 and Corollary 5.19, cutset is tight for sending a single linear function across $N_{\text{DET-MAC}}$. Hence, any computation rate satisfying the following is achievable:

$$R \leq \min_{i \in S} \min_{\Gamma \subseteq \Omega: i \in \Gamma} C^{\text{DET-MAC}}_\Gamma$$ (5.16)

We illustrate the duality concept through a series of simple examples in the next Section. The examples show that the same linear code can be used for both function computation and broadcast.

5.1.6 Examples of Dual Networks

1 Broadcast with Multicast Users. The dual networks in Figure 5.2 is an extension of the butterfly networks in Figure 5.1 with additional users. The multiple-access network in (b) has four source nodes. Source 1 observes $a_1, a_2$, source 2 observes $b_1, b_2$, source 3 observes $c$ and source 4 observes $d$ where each element is drawn i.i.d uniformly from $\mathbb{F}_2$. The destination desires to recover two linear functions: $a_1 \oplus b_1 \oplus c$, $a_2 \oplus b_2 \oplus d$. Figure 5.2 provides a linear time invariant code that achieves computation rate pairs $(R_1, R_2) = (1, 1)$, which satisfy the cut-set bounds. The source node in the dual broadcast network in (a) observes symbols $a, b$. Destination 3 desires to recover $a$, destination 2 and 3 desire to recover $a, b$, and destination 4 desires to recover $b$. Figure 5.2 shows that the same linear time invariant code used in the multiple-access network can be used in the dual broadcast network to achieves rates $(R_1, R_2) = (1, 1)$. 
II Two-User Broadcast with a Common Message. The multiple-access network in Figure 5.3 (a) contains two source nodes. Source 1 observes $a_1, a_2$ and source 2 observes $b_1, b_2$ where each element is drawn i.i.d uniformly from $\mathbb{F}_2$. The destination desires to recover $a_1, b_1, a_2 \oplus b_2$. The computation rate tuple $(R_1, R_2, R_3) = (1, 1, 1)$ is achievable using linear time invariant codes and meets the cut-set upper bounds. Figure 5.3 (b) is a two-user broadcast network with a common message. The source observes $a, b, c$ and sends $a$ to destination 1, $c$ to destination 2, and $b$ to both destinations. The same linear code used for the multiple-access network can be used for the broadcast network to achieve the rates given by the cut-set upper bounds. So far, we have considered two examples where cut-set bounds are tight. Next, we examine a situation where this is not true.

III Three-User Broadcast with a Common Message. Consider the dual linear deterministic network pairs in Figure 5.4. The broadcast network has three destinations and transfer functions:

$$H_{S,D_1} = \begin{bmatrix} 1 & 0 \end{bmatrix}, \quad H_{S,D_2} = \begin{bmatrix} 0 & 1 \end{bmatrix}, \quad H_{S,D_3} = \begin{bmatrix} 1 & 0 \\ 1 & 1 \end{bmatrix}$$

(5.17)

The source of the broadcast network in Figure 5.4 (a) observes $a, b$ drawn i.i.d uniformly from $\mathbb{F}_2$ and desires to send $a$ to all destinations and $b$ to only destination 3. The rate tuple $(R_1, R_2) = (1, 1)$ satisfies the cut-set upper bounds. However, it is not achievable since both destinations 1 and 2 desire to recover $a$ but the source communicates with these two destinations through different input links. Hence, if $a$ is transmitted on both input links then $b$ cannot be sent. We show in Lemma D.1 in Appendix D that cut-set upper bounds are not tight for this example. Figure 5.4 provides a linear time invariant code that achieves rates $(R_1, R_2) = (1, 0)$ in the broadcast network and computation rates $(R_1, R_2) = (1, 0)$ for the dual multiple-access network in (b). Hence, duality
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The duality relation between function computation and broadcast in linear deterministic networks was illustrated in Examples 1-3 in the previous section. Cut-set was shown to be tight in Examples 1 and 2 but not tight in Example 3. In this section, we characterize the scenarios under which the cut-set bounds are tight. We first provide the notion of universal tightness in Definition 5.22. We then focus on the broadcast network and find the communication demands under which cut-set is universally tight. Finally, the duality relation is used to apply the results from broadcast to function computation.

Definition 5.22 (Universally Tight). We call the cutset bound “universally tight” under communication demands \( \mathcal{P} \) if it is achievable for all broadcast networks with computation demands \( \mathcal{P} \). Similarly, cutset bound is “universally tight” under computation demands \( \mathcal{Q} \) if it is achievable for all multiple-access networks with computation demands \( \mathcal{Q} \).

Remark 5.23. When cut-set is universally tight under communication demands \( \mathcal{P} \), then every network with communication demands \( \mathcal{P} \) achieves cut-set. When the cut-set is not universally tight under communication demands \( \mathcal{P} \), then there exist a network with communication demands \( \mathcal{P} \) for which the cut-set bound is not achievable.

Definition 5.24 (Equivalent Communication Demands). The communication demands \( \mathcal{P} \) and \( \mathcal{P}' \) are equivalent if there exists an bijective mapping \( f : \mathcal{P} \rightarrow \mathcal{P}' \) such that the cardinality of arbitrary unions and intersections are the preserved:

\[
\left| \bigcup_{\gamma \in \Psi} \bigcap_{\gamma' \in \Phi} \mathcal{P}_{\gamma} \right| = \left| \bigcup_{\gamma \in \Psi} \bigcap_{\gamma' \in \Phi} f(\mathcal{P}_{\gamma}) \right| \quad (5.18)
\]

for all \( \Psi, \Phi \subseteq \mathcal{P} \).
Definition 5.25 (Sub-demands). We call $P_{\text{sub}}$ a sub-demand of the communication demands $P$ if it is the resulting communication demand after removing users and/or messages from the broadcast network with communication demands $P$.

Remark 5.26. Let $P = \{\{1, 2\}, \{2, 3\}, \{1, 3\}\}$. We note that demands $\{\{1\}, \{3\}, \{1, 3\}\}$ and $\{\{2, 3\}, \{1, 3\}\}$ are sub-demands of $P$ but $\{\{1, 2\}, \{2, 3\}, \{3\}\}$ is not a sub-demand.

Theorem 5.27. The set of all communication demands under which cut-set is universally tight are equivalent to the following demands and their sub-demands:

$$P_{\text{TIGHT}, 1}^{(\ell)} = \{\{1\} \cup \{\ell, \ldots, m\}, \ldots, \{\ell-1\} \cup \{\ell, \ldots, m\}, \{\ell, \ldots, m\}\} \quad \text{for } \ell = 2, \ldots, m \quad (5.19)$$

$$P_{\text{TIGHT}, 2} = \{\{1\}, \{2\}, \ldots, \{m\}\} \quad (5.20)$$

$$P_{\text{TIGHT}, 3} = \{\{1, 3, \ldots, m\}, \{2, 3, \ldots, m\}, \{1, 2, 3, \ldots, m\}\} \quad (5.21)$$

Furthermore, linear time invariant codes are sufficient to achieve cut-set for communication the demands in (D.1) to (D.3).

Theorem 5.27 states that there are essentially only two types of communication demands for which cut-set is universally tight since $P_{\text{TIGHT}, 2}$ for $m$ users is a subset of $P_{\text{TIGHT}, 1}^{(m+1)}$ for $m + 1$ users. The first type, $P_{\text{TIGHT}, 1}^{(\ell)}$, $P_{\text{TIGHT}, 2}$, is broadcast with multicast users as shown in Example 5.2. The second type, $P_{\text{TIGHT}, 3}$, is two-user broadcast with a common message and multicast users as shown in Example 5.3. Theorem 5.27 implies that for all other communication demands except those given in (D.1) to (D.3), there exists a broadcast network under which cut-set is not achievable. Example 3 illustrates such a case.

Proof. See Appendix D.

5.1.8 Discussion

In this section, we studied function computation in linear deterministic multiple-access networks. We first considered the dual broadcast problem and then applied the solutions of broadcast to function computation. We characterized the communication demands under which cut-set upper bounds are tight for all broadcast networks. By the duality connection, this maps into a set of computation demands under which cut-set upper bounds are tight for function computation over all multiple-access networks. In the broadcast setting, we examined only the case where the destinations demand a subset of the messages and leave the general case where the destinations may be interested in functions of messages to future work.
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5.2 Sum Computation in Networks of Gaussian MACs

Based on the insight from the linear deterministic model in Section 5.1, we consider function computation over wireless multi-hop networks. The proposed approach converts the original problem into one with discrete sources and a linear deterministic network and applies the duality relation from Section 5.1 to solve the deterministic network problem. We illustrate the scheme in Figure 5.5 (a). Here, the goal is to transmit the sum of Gaussian sources \( U, U' \) across the multiple-access network. In the network, all links are orthogonal with capacity \( \log \left| \mathbb{F}_p \right| \) except for the wireless Gaussian MAC from \( S_1, S_2 \) to \( D \). This example differs from the butterfly network in Figure 5.1 in two main aspects: Gaussian sources and a Gaussian MAC from \( S_1, S_2 \) to \( R_1 \). The Gaussian MAC is converted into a linear deterministic MAC over \( \mathbb{F}_p \) using nested lattice codes for physical layer computation \([31]\). The Gaussian sources are mapped into finite field symbols \( u_1, u_2, u'_1, u'_2 \) using nested-lattice based quantization \([23, 78]\). After the conversion, the goal is to compute the finite-field sum \( u_1 \oplus_p u'_1, u_2 \oplus_p u'_2 \) over the linear deterministic network in (b). Applying the duality relation in Theorem 5.17, the solution from the dual broadcast network in (c) is used for function computation in (b). Since the linear time-invariant code achieves the cut-set upper bounds for multicast, it also achieves the cut-set upper bounds for computing the finite-field sum. Hence, the finite field sum \( u_1 \oplus u'_1, u_2 \oplus u'_2 \) is recovered with optimal rate in (b). The destination then forms an estimate for \( U + U' \) based on \( u_1 \oplus u'_1, u_2 \oplus u'_2 \).

Using the approach above, we characterize the distortion for sending the sum of \( m \) Gaussian sources across a class of relay networks in Theorem 5.34. We show that it is within a constant fraction of the optimal performance in Theorem 5.35 and Corollary 5.36. In the sequel, we first provide the problem setup in Sections 5.2.1 and 5.2.2 and illustrate the gain from performing computation over the physical and network layers through examples in Section 5.2.3.

5.2.1 Channel Model

A network of Gaussian multiple-access channels \( N_{\text{GAUSS-MAC}} \) is represented by a set of nodes \( \{N_i\}_{i \in \Omega} \). As in the deterministic network, we divide the set of all node indices into those for source nodes \( S \), relay nodes \( R \) and a single destination node \( D \), and let the source node indices be given by \( S = \{1, \ldots, m\} \). We assume that \( Y_i = 0 \) for all \( i \in S \) and \( X_i = 0 \) for \( i \in D \). In our network model, we assume that node \( N_i \) communicates with node \( N_j \) and \( N_{j'} \) on orthogonal links for all \( j' \neq j \). A given node \( N_i \) has \( b_i \) input links into the network. At time \( t \), Node \( N_i \) inputs signal \( (X_{i,1}[t], \ldots, X_{i,b_i}[t]) \in \mathbb{R}^{b_i} \), satisfying the symmetric power constraint:

\[
\frac{1}{n} \sum_{t=1}^{n} X_{i,j}^2[t] \leq \frac{\text{SNR}}{b_i} \quad \forall j
\]  
(5.22)
Figure 5.5. The goal is to send the sum of Gaussian sources $U, U'$ across the multiple-access network in (a). All links are orthogonal with capacity $\log |\mathbb{F}_p|$ except for the wireless Gaussian MAC from $S_1, S_2$ to $D$. The Gaussian sources are converted to discrete sources through quantization and the Gaussian MAC is converted into a linear deterministic MAC through physical layer computation as shown in (b). The goal is to transmit the finite field sum of discrete source symbols across a linear deterministic network. The duality from Theorem 5.17 is applied and the solution from the dual broadcast network is used.
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and receives output $Y_i[t] \in \mathbb{R}$ given by

$$Y_j[t] = \sum_{i \in \Omega} h_{i,j} X_i[t] + Z_j[t]$$

(5.23)

where $h_{i,j} \in \mathbb{R}$ is the fading coefficient on the link from node $N_i$ to node $N_j$ and $\{Z_j[t]\}_{t=1}^n$ is an independent Gaussian process with unit variance.

**Definition 5.28 (Cut).** We call a subset $\Gamma \subseteq \Omega$ a cut. The value of cut $\Gamma$ is given by

$$C_{\Gamma}^{\text{GAUSS-MAC}} = \max_{p(x_{\Omega}) : \mathbb{E}[X_{\Omega}^2] \leq \frac{\text{SNR}}{n}} I(X_{\Gamma}; Y_{\Gamma_c}|X_{\Gamma^c}).$$

(5.24)

We define the degree of the network, which represents the maximum number of users in any given multiple-access channel in the network. This will be useful in characterizing the achievable distortion.

**Definition 5.29 (Degree).** The degree of the MAC with output $Y_j = \sum_{i \in \Omega} h_{i,j} X_i + Z_i$ is given by

$$d_j = \sum_{i \in \Omega} 1 \{h_{i,j} \neq 0\}$$

(5.25)

The degree of the network $\mathcal{N}_{\text{GAUSS-MAC}}$ is $d = \max_{j \in \Omega} d_j$ and represents the maximum degree over all MACs in the network.

**5.2.2 Computation over Networks of Gaussian MACs**

We provide the details to the problem of sending the sum of Gaussian sources across a class of relay networks with Gaussian MACs described in the previous section.

**Definition 5.30 (Source Information).** Node $N_i$ where $i \in \mathcal{S}$ observes a length $k$ sequence $U_i^k = (U_{i,1}, \cdots U_{i,k})$ where $U_{i,j} \sim \text{i.i.d } \mathcal{N}(0,1)$. We assume that $U_i^k = 0$ for all $i \in \mathcal{S}^c$.

**Definition 5.31 (Encoders).** At time $t$, node $N_i$ encodes its received signal $\{Y_i[j]\}_{j=1}^{t-1}$ and information $U_i^k$ into $b_i$ length $n$ codewords using the mapping:

$$\mathcal{E}_{i,t} : \mathbb{R}^k \times \mathbb{R}^{(t-1)} \rightarrow \mathbb{R}^{b_i}$$

(5.26)

$$X_i[t] = \mathcal{E}_{i,t} \left( U_i^k, \{Y_i[j]\}_{j=1}^{t-1} \right)$$

(5.27)

We assume that $n = qk$ for some $q \in \mathbb{Q} \setminus \{0\}$. Each $\{X_{i,j}[t]\}_{t=1}^n$ must satisfy the power constraint given in (5.22).
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Definition 5.32 (Decoder). The destination observes \( \{ Y_i[t] \}_{t=1}^n \) for \( i \in \mathcal{G} \) and recovers the estimate \( \hat{V}^k \) for the sum of the source observations \( V^k = \sum_{i=1}^m U_i^k \) using decoder \( \mathcal{G} \):

\[
\mathcal{G} : \mathbb{R}^n \rightarrow \mathbb{R}^k
\]

\[
\hat{V}^k = \mathcal{G}(\{ Y_i[t] \}_{t=1}^n). \tag{5.29}
\]

The quality of the estimate \( \hat{V}^k \) is measured by the standard squared error distortion:

\[
D = \frac{1}{k} \sum_{i=1}^k \mathbb{E} \left[ (V_i - \hat{V}_i)^2 \right]. \tag{5.30}
\]

Definition 5.33 (Achievable Distortion). A distortion \( D \) is achievable if all for \( \epsilon > 0 \) and large \( n \), there exists encoders \( \{ E_{i,t} \}_{t=1}^n \) \( \forall i \in \Omega \) satisfying power constraint \( \text{SNR} \) and a decoder \( \mathcal{G} \) that outputs an estimate \( \hat{V}^k \) such that

\[
\frac{1}{k} \sum_{i=1}^k \mathbb{E} \left[ (V_i - \hat{V}_i)^2 \right] \leq D + \epsilon. \tag{5.31}
\]

5.2.3 Illustrative Examples

Our approach separates the physical and network layers and performs computation over the physical layer using nested lattice codes and computation over the network layer using network codes. We illustrate the gain from performing computing in both layers through two simple examples.

I Network Layer Computation We show the importance of computation in the network layer instead of routing by considering the example in Figure 5.6. In this two-hop network, each Gaussian point to point channel has signal to noise ratio \( \text{SNR} \). The goal is to transmit the sum of independent Gaussian sources \( U \) and \( U' \) to the destination. Each point-to-point Gaussian channel can be trivially converted to a finite field link through the use of channel codes. The Gaussian sources can also be converted to finite field symbols through lattice-based quantization. The destination can reconstruct an estimate for the real sum \( U + U' \) based on the finite field sum \( U_Q \oplus_p U'_Q \) as shown in [23, 78]. The relay receives the quantized symbols \( U_Q, U'_Q \). It is advantageous to compute and retransmit the finite field sum \( U_Q \oplus_p U'_Q \) as shown in Figure 5.6 (a). However, if routing is used instead, then the relay has to time share between sending \( U_Q, U'_Q \) as shown in (b). This results in inefficiency of channel usage and causes the Gaussian symbols \( U, U' \) to be estimated individually instead. We compare the achievable distortions of the different approaches with the cut-set lower bounds:

\[
D_{\text{COMP}} = \frac{4\sigma^2}{1 + \text{SNR}}, \quad D_{\text{ROUTING}} = \frac{2\sigma^2}{\sqrt{1 + \text{SNR}}}, \quad D_{\text{CUT-SET}} \geq \frac{\sigma^2}{1 + \text{SNR}} \tag{5.32}
\]
Figure 5.6. Each Gaussian point-to-point channel is converted into a finite field link. The Gaussian sources $U, U'$ are quantized into finite-field symbols $U_Q, U'_Q$. In (a), the relay receives $U_Q, U'_Q$ and computes $U_Q \oplus_p U'_Q$ for retransmission. Based on the finite field sum $U_Q \oplus_p U'_Q$, an estimate for the $U + U'$ is reconstructed. The achievable distortion $D_{COMP}$ in (5.32) is within a constant gap of the cut-set lower bounds $D_{cut-set}$ in (5.32). If routing is performed instead as in (b), the relay has to time share between sending symbols $U_Q, U'_Q$ and an estimate for each Gaussian source $U, U'$ is formed. As a result, the achievable distortion $D_{ROUTING}$ in (5.32) can be arbitrarily large from the cut-set lower bounds.
and find that $D_{\text{COMP}}$ is within a constant fraction of $D_{\text{CUT-SET}}$ while $D_{\text{ROUTING}}$ can be an arbitrary fraction larger as $\text{SNR} \to \infty$.

II. Physical Layer Computation. We show the importance of physical layer computation in transmitting the sum of independent Gaussian sources across a Gaussian MAC with per user signal to noise ratio $\text{SNR}$ as shown in Figure 5.7 and in [27]. As in Example I, the Gaussian sources can be converted to finite field symbols through lattice-based quantization and the destination can reconstruct an estimate for the real sum $U + U'$ based on the finite field sum $U_Q \oplus_p U_Q'$. The key in this example is the conversion of the Gaussian MAC to a finite-field channel. Algebraically structured lattice codes are used to communicate the finite-field sum $U_Q \oplus_p U_Q'$ across the Gaussian MAC in (a). This process can be viewed as converting the Gaussian MAC into a linear deterministic MAC. If the individual quantized symbols $U_Q, U_Q'$ are sent directly instead as in (b), this can be viewed as converting the Gaussian MAC into two finite field links as shown. However, the rate on each link is approximately half the rate of the deterministic MAC in (a). Furthermore, this scheme causes the estimates for $U$ and $U'$ to be formed separately since both the quantized source symbols are recovered by the destination. We compare the achievable distortion of the different approaches with the cutset lower bounds:

$$D_{\text{COMP}} = \frac{4\sigma^2}{\text{SNR}}, \quad D_{\text{NO-COMP}} = \frac{2\sigma^2}{\sqrt{1 + \text{SNR}}}, \quad D_{\text{CUT-SET}} \geq \frac{\sigma^2}{1 + \text{SNR}}. \quad (5.33)$$

and find that $D_{\text{COMP}}$ is within a constant fraction of $D_{\text{CUT-SET}}$ while $D_{\text{NO-COMP}}$ can be an arbitrary fraction larger as $\text{SNR} \to \infty$.

5.2.4 Upper and Lower Bounds on Distortion

Previously, the gain from computation in the physical and the network layer seen in two simple networks. Here, we apply our approach to a network of Gaussian MACs and characterize the achievable distortion for computing the sum of Gaussian sources across the network in Theorem 5.34. The achievable distortion is compared with the cut-set lower bounds in Theorem 5.35 and found to be within a constant ratio of the optimal performance in Corollary 5.36.

**Theorem 5.34.** The achievable distortion for sending the sum of Gaussian sources with variance $\sigma^2$ across the network $\mathcal{N}_{\text{GAUSS-MAC}}$ with nodes $\Omega$ and degree $d$ satisfies

$$D_{\text{ACHIEVABLE}} \leq \sigma^2 m^2 2^{2q\alpha} \max_{i \in S} 2^{-q(\min_{i \in F} C_{\Gamma}^{\text{GAUSS-MAC}})} \quad (5.34)$$

where $q = \frac{n}{k}$ is the number of channel uses per source symbol, $C_{\Gamma}^{\text{GAUSS-MAC}}$ is the value of cut $\Gamma$ given in Definition 5.28, and $\alpha$ is the constant:

$$\alpha = |\Omega|((d + 1) \log (d + 2) + 2 \log d + 1). \quad (5.35)$$
Figure 5.7. Similar to example I, the Gaussian sources are quantized and the destination recovers an estimate for $U + U'$ based on the finite field sum $U_Q \oplus_p U'_Q$. In (a), computation is performed in the physical layer using nested lattice codes. This can be viewed as converting the Gaussian MAC into a linear deterministic MAC. The achievable distortion $D_{\text{COMP}}$ in (5.33) is within a constant gap of the cut-set lower bound $D_{\text{cut-set}}$ in (5.33). Instead of performing computation in the physical layer, both symbols $U_Q, U'_Q$ are sent to the destination in (b). This can be viewed as converting the Gaussian MAC into two finite field links each with approximately only half the sum rate of the deterministic MAC in (a). The achievable distortion $D_{\text{NO-COMP}}$ in (5.33) can be arbitrarily large from the cut-set lower bounds.
The proof of Theorem 5.34 is given in Sections 5.2.7. Next, we provide the cut-set lower bound on distortion.

**Theorem 5.35.** The optimal distortion $D_{\text{OPT}}$ for sending the sum of Gaussian sources with variance $\sigma^2$ across the network $N_{\text{GAUSS-MAC}}$ satisfies the following cut-set bound:

$$D_{\text{OPT}} \geq \sigma^2 \max_{i \in S} 2^{-2q \left( \min_{\Gamma \subseteq \Omega : i \in \Gamma} C_{\text{GAUSS-MAC}}^\Gamma \right)}.$$  \hspace{1cm} (5.36)

*Proof.* See Appendix E.

**Corollary 5.36.** The ratio between the achievable distortion $D_{\text{ACHIEVABLE}}$ and the optimal distortion $D_{\text{OPT}}$ is bounded by $\frac{D_{\text{ACHIEVABLE}}}{D_{\text{OPT}}} \leq 2^{2(\log m + q\alpha)}$ where $\alpha$ is the constant in (5.35).

*Proof.* Follows directly from Theorem 5.34 and Theorem 5.35.

Corollary 5.36 shows that the ratio between the achievable and optimal distortion can be bounded by the number and the degree of the network independent from the network topology.

**Remark 5.37.** The extension beyond Gaussian sources is feasible. Theorem 5.35 can be generalized to non-Gaussian sources using Shannon’s lower bound [1] and Theorem 5.34 can be generalized as long as the source is contained inside a ball of an appropriate radius in $L_2$ sense.

The rest of this Section is devoted to providing the underlying tools and the proof of Theorem 5.34, which involves channel coding and source quantization. First, nested-lattice code constructions are given in Section 5.2.5. The use of nested-lattices for channel coding is shown in Section 5.2.6 and for source quantization in Section 5.2.7. It is shown that the Gaussian sources are mapped to symbols on the finite field using nested-lattice based quantization. The Gaussian network is converted into a linear deterministic network using nested-lattice channel codes. The finite-field sum of the quantized source symbols are transmitted across the converted linear deterministic network. An estimate for the sum of the Gaussian sources is reconstructed based on the finite-field sum of the quantized points.

### 5.2.5 Code Construction: Nested Lattices

Nested-lattice codes were proposed in [16, 17, 18, 22] and used for computation in [31] and quantization in [23, 78]. We use a different nested-lattice construction than those in [31]. Instead of scaling and rotating the coarse lattice to generate the fine lattice as in [31], we concatenate the generator matrices as shown in (5.37). We find this construction provides eases the analysis and provides a simpler mapping between the nested-lattice and the finite field.
We first show the construction of nested-lattices. We use the same notation as that in [31] and use • to denote multiplication in the finite field $\mathbb{F}_p$. A pair of nested lattices $(\Lambda_C, \Lambda_F)$ is constructed as follows:

\[
\Lambda_C = \left\{ p^{-1}(G_1 \cdot w_1) + Z^n : w_1 \in \mathbb{F}_p^{k_1} \right\}
\]

\[
\Lambda_F = \left\{ p^{-1}(G_1 \cdot w_1 \oplus_p G_2 \cdot w_2) + Z^n : w_1 \in \mathbb{F}_p^{k_1}, w_2 \in \mathbb{F}_p^{k_2} \right\}
\]

where $\mathbb{F}_p$ is a finite-field with $p$ prime, $G_1 \in \mathbb{F}_p^n \times \mathbb{F}_p^{k_1}$, $G_2 \in \mathbb{F}_p^n \times \mathbb{F}_p^{k_2}$ with each element drawn i.i.d uniformly from $\mathbb{F}_p$. If $p, n, k_1, k_2$ are chosen to scale appropriately, the matrix $[G_1, G_2]$ becomes full rank with high probability and the lattices $\Lambda_C, \Lambda_F$ are simultaneously good for covering, quantization and AWGN coding (see [17] for definitions and proofs).

Some definitions based on those in [16] are given in the sequel followed by key properties of the nested lattices.

**Definition 5.38** (Coset). Given a lattice $\Lambda$, a coset of $\Lambda$ in $\mathbb{R}^n$ is any translated version of it. For example, for any $x \in \mathbb{R}^n$, the set $\{ \lambda + x : \lambda \in \Lambda \}$ is a coset of $\Lambda$.

**Definition 5.39** (Fundamental Voronoi Region). The fundamental Voronoi region $V$ of $\Lambda$ is a subset of $\mathbb{R}^n$ that contains the minimum Euclidean norm coset representatives of the cosets of $\Lambda$. Every $x \in \mathbb{R}^n$ can be uniquely written as

\[
x = \lambda + r
\]

with $\lambda \in \Lambda, r \in V$, where $\lambda = Q_V(x)$ is a nearest neighbor of $x$ in $\Lambda$, and $r = x - Q_V(x)$ is the error.

**Lemma 5.40.** $|\Lambda_F \cap V_C| = p^{k_2}$

**Proof.** Using the fact that we can rewrite any $x \in \mathbb{R}^n$ as $x = p\cdot z + r$ where $z \in \mathbb{Z}^n$ and $r \in \mathbb{F}_p^n$, we have that

\[
\Lambda_F = \left\{ p^{-1}(G_1 \cdot w_1 \oplus_p G_2 \cdot w_2) + Z^n : w_1 \in \mathbb{F}_p^{k_1}, w_2 \in \mathbb{F}_p^{k_2} \right\}
\]

\[
= \left\{ p^{-1} \left( G_1 \cdot w_1 + G_2 \cdot w_2 + pz \right) + Z^n : w_1 \in \mathbb{F}_p^{k_1}, w_2 \in \mathbb{F}_p^{k_2} \right\}
\]

\[
= \left\{ p^{-1} \left( G_1 \cdot w_1 + G_2 \cdot w_2 \right) + Z^n : w_1 \in \mathbb{F}_p^{k_1}, w_2 \in \mathbb{F}_p^{k_2} \right\}
\]

\[
= \Lambda_C + \left\{ p^{-1} \left( G_2 \cdot w_2 \right) : w_2 \in \mathbb{F}_p^{k_2} \right\}
\]

The above suggest that $\Lambda_F$ is composed of $p^{k_2}$ cosets of $\Lambda_C$. We show that these cosets are unique. Assume there exists $c, c' \in \Lambda_F$ with $c = c'$. It can be shown that

\[
c - c' = p^{-1} \left( (G_1 \cdot (w_1 - w'_1)) \oplus (G_2 \cdot (w_2 - w'_2)) \right) + z
\]

(5.45)
where \( z \in \mathbb{Z}^n \). Since the \( n \times (k_1 + k_2) \) matrix \([G_1, G_2]\) is full rank and

\[
p^{-1} (G_1 \cdot (w_1 - w_1') \oplus G_2 \cdot (w_2 - w_2')) \in \left\{ 0, \frac{1}{p}, \ldots, \frac{p-1}{p} \right\}^n
\]  

(5.46)

it follows that \( c - c' = 0 \) implies that

\[
[w_1 - w_1', w_2 - w_2']^T \mod p = 0
\]

(5.47)

Hence, we have

\[
c = c' \Rightarrow w_2 = w_2'
\]

(5.48)

and it follows that

\[
w_2 \neq w_2' \Rightarrow c \neq c'
\]

(5.49)

This shows that each \( w_2 \in \mathbb{F}_p^{k_2} \) generates a unique coset. As a result, \(|\Lambda_F \cap \mathcal{V}_C| = p^{k_2}\). \(\square\)

**Definition 5.41.** By construction, for each \( c \in \Lambda_F \), we have that

\[
c = p^{-1} (G_1 \cdot w_1 \oplus G_2 \cdot w_2) + z
\]

(5.50)

for some \( w_1 \in \mathbb{F}_p^{k_1}, w_2 \in \mathbb{F}_p^{k_2}, \) and \( z \in \mathbb{Z}^n \). We define the mapping \( w_2 : \Lambda_F \cap \mathcal{V}_C \rightarrow \mathbb{F}_p^{k_2} \) where

\[
w_2(c) = w_2.
\]

(5.51)

**Lemma 5.42.** The mapping \( w_2 \) is a group isomorphism from \((\Lambda_F \cap \mathcal{V}_C, \mod \Lambda_C)\) to \((\mathbb{F}_p, \mod p)\).

**Proof.** We first show that \( w_2 \) is an injection. Combining this fact with Lemma 5.40, it follows that \( w_2 \) is a bijection. We assume that there exists \( c, c' \in \Lambda_F \cap \mathcal{V}_C \) with \( c \neq c' \) and \( w_2 = w_2' \). It follows that

\[
c - c' = p^{-1} (G_1 \cdot w_1 \oplus G_2 \cdot w_2) + z - p^{-1} (G_1 \cdot w_1' \oplus G_2 \cdot w_2') + z'
\]

(5.52)

\[
= p^{-1} (G_1 \cdot w_1 \oplus G_2 \cdot w_2) - p^{-1} (G_1 \cdot w_1' \oplus G_2 \cdot w_2') + z + z'
\]

(5.53)

\[
= p^{-1} (G_1 \cdot w_1 \oplus G_2 \cdot w_2) + p^{-1} (G_1 \cdot -w_1' \oplus G_2 \cdot -w_2') + z + z'
\]

(5.54)

\[
= p^{-1} (G_1 \cdot w_1 \oplus -w_1' \oplus G_2 \cdot w_2 \oplus G_2 \cdot -w_2' + p z'') + z + z'
\]

(5.55)

\[
= p^{-1} (G_1 \cdot (w_1 \oplus -w_1') \oplus G_2 \cdot (w_2 \oplus -w_2')) + z'' + z + z'
\]

(5.56)

\[
= p^{-1} (G_1 \cdot (w_1 \oplus -w_1')) + z'' + z + z'
\]

(5.57)

Hence, \( c - c' \in \Lambda_C \). We define the set \( \Gamma \) as follows

\[
\Gamma = \{ c - c' : c, c' \in \Lambda_F \cap \mathcal{V}_C, c \neq c' \}.
\]

(5.58)
We show that $\Gamma \cap \Lambda_C = \{0\}$. Without loss of generality, we assume that there exists $c, c' \in \Lambda_F \cap \mathcal{V}_C$ with $c \neq c'$ and $c - c' \in \Lambda_C \setminus \{0\}$. We can rewrite $c$ in two different ways:

$$c = 0 + c$$  \hspace{1cm} (5.59)
$$c = c - c' + c'$$  \hspace{1cm} (5.60)

where $0, c - c' \in \Lambda_C$ with $c - c' \neq 0$ and $c \in \mathcal{V}_C$. This contradicts the definition of the fundamental voronoi region. Hence, the mapping $w_2$ is injective.

So far, we have shown that $w_2$ is a bijection. We show that the following are true.

$$\forall \ c \in \Lambda_F, w_2(c) = w_2(c \mod \Lambda_C)$$  \hspace{1cm} (5.61)
$$\forall \ c, c' \in \Lambda_F, w_2(c + c') = w_2(c) + w_2(c').$$  \hspace{1cm} (5.62)

We first show (5.61). Given $c \in \Lambda_F$, we can rewrite it as follows:

$$c = \lambda_C + (c \mod \Lambda_C)$$  \hspace{1cm} (5.63)

for some $\lambda_C \in \Lambda_C$. By construction, it follows that

$$\lambda_C = p^{-1}(G_1 \cdot w_1) + z$$  \hspace{1cm} (5.64)
$$c \mod \Lambda_C = p^{-1}(G_1 \cdot w'_1 \oplus G_2 \cdot w'_2) + z'$$  \hspace{1cm} (5.65)

for some $w_1, w'_1 \in \mathbb{F}_p^{k_1}, w'_2, z, z' \in \mathbb{Z}^n$. It follows that

$$c = \lambda_C + (c \mod \Lambda_C)$$  \hspace{1cm} (5.66)
$$= p^{-1}(G_1 \cdot w_1) + z + p^{-1}(G_1 \cdot w'_1 \oplus G_2 \cdot w'_2) + z'$$  \hspace{1cm} (5.67)
$$= p^{-1}(G_1 \cdot w_1) + p^{-1}(G_1 \cdot w'_1 \oplus G_2 \cdot w'_2) + z + z'$$  \hspace{1cm} (5.68)
$$= p^{-1}(G_1 \cdot w_1 + G_1 \cdot w'_1 \oplus G_2 \cdot w'_2) + z + z'$$  \hspace{1cm} (5.69)
$$= p^{-1}(G_1 \cdot w_1 + G_1 \cdot w'_1 \oplus G_2 \cdot w'_2 + p z'') + z + z'$$  \hspace{1cm} (5.70)
$$= p^{-1}(G_1 \cdot (w_1 \oplus w'_1) \oplus G_2 \cdot w'_2) + z'' + z + z'$$  \hspace{1cm} (5.71)

for some $z'' \in \mathbb{Z}^n$. Hence, we have that $w_2(c) = w'_2 = w_2(c \mod \Lambda_C)$. We now show (5.62). Given $c, c' \in \Lambda_F$, it follows that

$$c = p^{-1}(G_1 \cdot w_1 \oplus G_2 \cdot w_2) + z$$  \hspace{1cm} (5.72)
$$c' = p^{-1}(G_1 \cdot w'_1 \oplus G_2 \cdot w'_2) + z'$$  \hspace{1cm} (5.73)

for some $w_1, w'_1 \in \mathbb{F}_p^{k_1}, w_2, w'_2 \in \mathbb{F}_p^{k_2}, z, z' \in \mathbb{Z}^n$. We note that $c + c' \in \Lambda_F$. It follows that

$$c + c' = p^{-1}(G_1 \cdot w_1 \oplus G_2 \cdot w_2) + z + p^{-1}(G_1 \cdot w'_1 \oplus G_2 \cdot w'_2) + z'$$  \hspace{1cm} (5.74)
$$= p^{-1}(G_1 \cdot w_1 \oplus G_2 \cdot w_2) + p^{-1}(G_1 \cdot w'_1 \oplus G_2 \cdot w'_2) + z + z'$$  \hspace{1cm} (5.75)
$$= p^{-1}(G_1 \cdot w_1 \oplus G_2 \cdot w_2 \oplus G_1 \cdot w'_1 \oplus G_2 \cdot w'_2) + p z'' + z + z'$$  \hspace{1cm} (5.76)
$$= p^{-1}(G_1 \cdot w_1 \oplus G_2 \cdot w_2 \oplus G_1 \cdot w'_1 \oplus G_2 \cdot w'_2 + p z'') + z + z'$$  \hspace{1cm} (5.77)
$$= p^{-1}(G_1 \cdot (w_1 \oplus w'_1) \oplus G_2 \cdot (w_2 \oplus w'_2)) + z'' + z + z'$$  \hspace{1cm} (5.78)

Hence, $w_2(c + c') = w'_2$.
5.2.6 Proof of Theorem 3: Channel Coding

An achievable computation rate (as given in Definition 5.6) for sending the finite-field sum of discrete sources (as described in Definition 5.3) across a network of Gaussian MACs is given in Lemma 5.43 below. The idea is to use nested-lattice channel codes to convert the Gaussian network $N_{GAUSS-DET}$ into a linear deterministic network $N_{DET-MAC}$ in Section 5.1.1. Applying the duality relation, network coding is used to transmit the finite-field sum of discrete sources across the linear deterministic network as in Section 5.1.

**Lemma 5.43.** Consider a network of Gaussian MACs $N_{GAUSS-MAC}$ with discrete source observations $U_k^1, \ldots, U_k^m$ where each $U_{i,j}$ is drawn i.i.d uniformly from some prime-sized finite field $\mathbb{F}_p$. For all $\epsilon > 0$ and $n, p$ large, there exists encoders $\{E_{i,t}\}_{t=1}^n \forall i \in \Omega$ and a decoder $G$ that produces an estimate $\hat{V}_k^i \in \mathbb{F}_k^p$ such that

$$\Pr(\hat{V}_k^i \neq U_k^1 \oplus_p \cdots \oplus_p U_k^m) < \epsilon$$

(5.79)

as long as the computation rate $R = \frac{k}{n} \log p$ satisfies

$$R < \min_{i \in S} \min_{\Gamma \subseteq \Omega : i \in \Gamma} C_{\Gamma}^{GAUSS-MAC} - \alpha$$

(5.80)

where $\alpha = |\Omega|((d + 1) \log(d + 2) + 2 \log d + 1)$.

**Proof.** The Gaussian network $N_{GAUSS-MAC}$ can be converted into a linear deterministic network $N_{DET-MAC}$ such that each cut value in $N_{DET-MAC}$ is within $\alpha$ of the corresponding cut in $N_{GAUSS-MAC}$. Lemma 5.43 then follows by applying Corollary 5.19. We first show the conversion of a single $m$-user Gaussian MAC into a linear deterministic MAC. The Gaussian MAC contains only source and destination nodes, i.e $\Omega = S \cup D$ where $S = \{1, \ldots, m\}$ and $D = \{m+1\}$. The channel gain from source node $i$ to the destination node is given by $h_i$. Without loss of generality, we assume that $h_i > 0$ and $SNR = 1$. We first assume that the channel gains satisfy the following inequalities:

$$h_i^2 \geq 1, \quad h_i^2 - h_{i-1}^2 \geq (m - (i-2))h_{i-1}^2 + h_{i-2}^2 + \cdots + h_1^2 + 1 \quad \text{for} \quad i > 1$$

(5.81)

We use a superposition nested-lattice scheme similar to that in [31] but with nested generator matrices as described in Section 5.2.5 instead. We choose $m$ nested lattice pairs $(\Lambda_{C_i}, \Lambda_{F_i})$ given by

$$\Lambda_{C_i} = \left\{ p^{-1}(G_{i,1} \cdot w_1) + Z_n : w_1 \in \mathbb{F}_p^{k_{1,i}} \right\}$$

(5.82)

$$\Lambda_{F_i} = \left\{ p^{-1}(G_{i,1} \cdot w_1 \oplus_p G_{i,2} \cdot w_2) + Z_n : w_1 \in \mathbb{F}_p^{k_{1,i}}, w_2 \in \mathbb{F}_p^{k_2} \right\}.$$  

(5.83)

where each element of $G_{i,1}$ and $G_{i,2}$ is drawn i.i.d uniformly from $\mathbb{F}_p$. The variances for the lattices $\Lambda_{C_i}, \Lambda_{F_i}$ are set to be:

$$\sigma^2(\Lambda_{C_i}) = h_i^2 - h_{i-1}^2, \quad \sigma^2(\Lambda_{F_i}) = (m - (i-2))h_{i-1}^2 + h_{i-2}^2 + \cdots + h_1^2 + 1$$

(5.84)
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We define the set of one-to-one mappings $w_{2,i} : \Lambda_{F_i} \cap V_{C_i} \to \mathbb{F}_p^k$ for $i = 1, \ldots, m$ along the lines of Definition 5.51. User $i$ splits message $w_i$ into $i$ parts:

\[ w_i^{(1)}, w_i^{(2)}, \ldots, w_i^{(i)} \text{ where } w_i^{(j)} \in \mathbb{F}_p^k \text{ for } j = 1, \ldots, i \]  

(5.85)

The $j^{th}$ part of message $w_i$ is mapped to a lattice point using the mapping $w_{2,j}^i : c_i^{(j)} = w_{2,j}^{-1}(w_i^{(j)})$. The lattice points are added together, dithered with $d_i^{(j)}$ that is drawn uniformly from $V_{C_j}$ to get the resulting vector:

\[ x_i^{(j)} = \left(\left(c_i^{(j)} + d_i^{(j)}\right) \mod \Lambda_{C_j}\right) \]  

(5.86)

User $i$ transmits the signal $x_i$ given by

\[ x_i = \frac{1}{h_i} \sum_{j=1}^{i} x_i^{(j)} = \frac{1}{h_i} \sum_{j=1}^{i} \left(\left(c_i^{(j)} + d_i^{(j)}\right) \mod \Lambda_{C_j}\right) \]  

(5.87)

The destination receives:

\[ y = \sum_{i=1}^{m} h_i x_i + z \]  

(5.88)

\[ = \sum_{i=1}^{m} \sum_{j=1}^{i} x_i^{(j)} + z \]  

(5.89)

\[ = \sum_{j=1}^{m} \sum_{i=j}^{m} x_i^{(j)} + z \]  

(5.90)

\[ = \sum_{j=1}^{m} \sum_{i=j}^{m} \left(\left(c_i^{(j)} + d_i^{(j)}\right) \mod \Lambda_{C_j}\right) + z \]  

(5.91)

To recover $w_m^{(m)}$, the destination computes:

\[ (y - d_m^{(m)}) \mod \Lambda_{C_m} = \left(\sum_{j=1}^{m} \sum_{i=j}^{m} \left(\left(c_i^{(j)} + d_i^{(j)}\right) \mod \Lambda_{C_j}\right) + z - d_m^{(m)}\right) \mod \Lambda_{C_m} \]  

(5.92)

\[ = \left(c_m^{(m)} + \sum_{j=1}^{m-1} \sum_{i=j}^{m} \left(c_i^{(j)} + d_i^{(j)}\right) \mod \Lambda_{C_j} + z\right) \mod \Lambda_{C_m} \]  

(5.93)
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Let the noise \( z^{(m)} = \sum_{j=1}^{m-1} \sum_{i=j}^{m} (c_i^{(j)} + d_i^{(j)}) \mod \Lambda_j + z \). The destination further computes:

\[
Q_{\Lambda_{F_m}} \left( (y - d^{(m)}) \mod \Lambda_{C_m} \right) \mod \Lambda_{C_m} = Q_{\Lambda_{F_m}} \left( (c_m^{(m)} + z^{(m)}) \mod \Lambda_{C_m} \right) \mod \Lambda_{C_m} 
\]

(5.94)

\[
= Q_{\Lambda_{F_m}} \left( c_m^{(m)} + z^{(m)} \right) \mod \Lambda_{C_m} 
\]

(5.95)

We define the event: \( \mathcal{E}^{(m)} = \{ Q_{\Lambda_{F_m}} \left( c_m^{(m)} + z^{(m)} \right) \mod \Lambda_{C_m} = c_m^{(m)} \mod \Lambda_{C_m} \} \). Under event \( \mathcal{E}_d \), we can reliably recover the message \( w_m^{(m)} \) by the inverse mapping \( w_2^{-1} \):

\[
w_m^{(m)} = w_2^{-1}(c_m^{(m)} \mod \Lambda_{C_m})
\]

(5.96)

as long as \( \frac{\kappa_m}{n} \log m \leq \frac{1}{2} \log(\text{SINR}_m) \) where \( \text{SINR}_m = \frac{\sigma^2(\Lambda_{C_m})}{\sigma^2(\Lambda_{F_m})} = \frac{h_m^2}{h_m^2 + h_{m-2}^2 + \cdots + h_1^2 + 1} \).

If message \( w_m^{(m)} \) is successfully decoded, then \( x_m^{(m)} \) is subtracted from the received signal \( y \). The resulting signal is given by

\[
y^{(m-1)} = y - x_m^{(m)} = \sum_{j=1}^{m-1} \sum_{i=j}^{m} x_i^{(j)} + z
\]

(5.97)

The receiver then computes

\[
\left( y^{(m-1)} - d_m^{(m-1)} - d_m^{(m-1)} \right) \mod \Lambda_{C_m-1}
\]

(5.98)

\[
= \left( \sum_{j=m-1}^{m} (x_j^{(m-1)} - d_j^{(m-1)}) + \sum_{j=1}^{m-2} \sum_{i=j}^{m} x_i^{(j)} + z \right) \mod \Lambda_{C_m-1}
\]

(5.99)

\[
= \left( \sum_{j=m-1}^{m} c_j^{(m-1)} + \sum_{j=1}^{m-2} \sum_{i=j}^{m} x_i^{(j)} + z \right) \mod \Lambda_{C_m-1}
\]

(5.100)

Let the noise \( z^{(m-1)} = \sum_{j=1}^{m-2} \sum_{i=j}^{m} (c_i^{(j)} + d_i^{(j)}) \mod \Lambda_j + z \). The destination further computes:

\[
Q_{\Lambda_{F_m-1}} \left( y^{(m-1)} - \sum_{j=m-1}^{m} d_j^{(m-1)} \right) \mod \Lambda_{C_m-1} \mod \Lambda_{C_m-1}
\]

(5.101)

\[
= Q_{\Lambda_{F_m-1}} \left( \sum_{j=m-1}^{m} c_j^{(m-1)} + z^{(m-1)} \right) \mod \Lambda_{C_m-1} \mod \Lambda_{C_m-1}
\]

(5.102)

\[
= Q_{\Lambda_{F_m-1}} \left( \sum_{j=m-1}^{m} c_j^{(m-1)} + z^{(m-1)} \right) \mod \Lambda_{C_m-1}
\]

(5.103)
Let $E^{(m-1)}$ denote the event:

$$E^{(m-1)} = \left\{ Q_{\Lambda F_{m-1}} \left( \sum_{j=m-1}^{m} c^{(m-1)}_j + z^{(m-1)} \right) \mod \Lambda c_{m-1} = \left( c^{(m-1)}_{m-1} + c^{(m-1)}_m \right) \mod \Lambda c_{m-1} \right\}$$

(5.104)

Under event $E^{(m)} \cap E^{(m-1)}$, we can reliably recover the equation

$$w^{(m-1)}_{m-1} \oplus w^{(m-1)}_d = w^{(m-1)}_2 - \left( c^{(m-1)}_{m-1} + c^{(m-1)}_m \right) \mod \Lambda c_{m-1}$$

(5.105)

with computation rate $\frac{k_{m-1}}{n} \log p \leq \frac{1}{2} \log(\text{SINR}_{m-1})$ where $\text{SINR}_{m-1} = \frac{h^2_{m-2} - h^2_{m-3} - \cdots - h^2_{1} + 1}{3 h^2_{m-2} + h^2_{m-3} + \cdots + h^2_{1} + 1}$.

Each of the remaining $m-2$ layers of the superposition code is decoded in a similar manner. As a result, the Gaussian MAC is converted to a linear deterministic MAC with source nodes $S_{\text{DET}} = \{1, \ldots, m\}$ and destination node $D_{\text{DET}} = \{m+1\}$. The transfer function from source node $i$ to the destination is given by

$$H_i = [I_{R_1} \ldots I_{R_i}, 0 \ldots 0]^T$$

(5.106)

where $R_i$ is the rate for the $i$th layer of the superposition lattice code and is given by $R_i = \frac{1}{2} \log(\text{SINR}_i)$ with $\text{SINR}_i = \frac{h^2_{m-1} - h^2_{m-2}}{(m-(i-2))h^2_{i-1} + h^2_{i-2} + \cdots + h^2_{1} + 1}$. The overall transfer function of the linear deterministic multiple-access channel is given by

$$H = [H_1 \ldots H_m].$$

(5.107)

Let $C^{\text{DET}}_j$ represent the value of the cut $\Gamma = \{ i : i \in S_{\text{DET}}, i \leq j \}$ in the linear deterministic network. It follows that:

$$C^{\text{DET}}_j = \sum_{i=1}^{j} R_i = \frac{1}{2} \sum_{i=1}^{j} \log(\text{SINR}_i)$$

(5.108)

At each step, it can be shown that $\frac{1}{n} \mathbb{E}[\| s^{(i)} \|^2] \leq \sigma^2(\Lambda F_i)$ for $i = 1 \ldots m$. From [16, Theorem 5], it follows that

$$\Pr \left( E^{(m)} \cap E^{(m-1)} \cap \cdots \cap E^{(1)} \right) = 1 - \sum_{i=1}^{m} \Pr(E^{(i)}) \rightarrow 1 \quad \text{as} \ n \rightarrow \infty.$$

(5.109)

We now remove the assumptions on the channel gains in (5.81). Let $r_1 = \min_{h^2_i \leq 1} i$ and define $r_j$ for $j > 1$ recursively as follows:

$$r_j = \min_{h^2_i \geq (m+2)h^2_{j-1}} i \quad \text{for} \ j > 1$$

(5.110)
We terminate when \( r_j \) cannot be defined and let \( r_{\text{MAX}} = \max_i r_i \). For each \( j \in \{1, \ldots, m\} \), we define \( t_j = \arg\max_{i : r_i \leq j} i \). Using a \( r_{\text{MAX}} \) layered superposition code, it can be shown that the cut values of the linear deterministic MAC in (5.108) become

\[
C^\text{DET}_j = \sum_{i=1}^{t_j} \frac{1}{2} \log (\text{SINR}_{r_i}) \quad \text{for} \quad j = 1, \ldots, r_{\text{MAX}}
\]  

(5.111)

where \( \text{SINR}_{r_i} \geq \frac{h_{r_i}^2 - h_{r_{i-1}}^2}{m h_{r_{i-1}}^2 + 1} \). The cut values of the linear deterministic MAC from (5.111) are bounded as follows

\[
C^\text{DET}_j \geq \frac{1}{2} \log \left( h_{r_1}^2 + \sum_{i=2}^{t_j} \frac{1}{2} \log \left( \frac{h_{r_i}^2 - h_{r_{i-1}}^2}{m h_{r_{i-1}}^2 + 1} \right) \right)
\]  

(5.112)

\[
\geq \frac{1}{2} \log \left( h_{r_1}^2 + \sum_{i=2}^{t_j} \frac{1}{2} \log \left( \frac{h_{r_i}^2 (m+1)}{(m+1) h_{r_{i-1}}^2} \right) \right)
\]  

(5.113)

\[
= \frac{1}{2} \log \left( h_{r_{t_j}}^2 \left( \frac{1}{m+2} \right)^{t_j-1} \right)
\]  

(5.114)

\[
\geq \frac{1}{2} \log \left( h_{r_{t_j}}^2 \left( \frac{1}{m+2} \right)^m \right)
\]  

(5.115)

Let \( C^\text{GAUSS}_j \) be the value of the cut \( \Gamma = \{i : i \in S, i \leq j \} \) in the Gaussian MAC. It follows that

\[
C^\text{GAUSS}_j = \frac{1}{2} \log \left( 1 + \left( \sum_{i=1}^{j} h_i \right)^2 \right)
\]  

(5.116)

\[
\leq \frac{1}{2} \log \left( 1 + \left( \sum_{i=1}^{t_j} \sum_{r_{i-1} \leq i < r_i} h_i + \sum_{i=k_{t_j}}^{j} h_i \right)^2 \right)
\]  

(5.117)

\[
\leq \frac{1}{2} \log \left( 1 + \left( j \sqrt{m+2} h_{r_{t_j}} \right)^2 \right)
\]  

(5.118)

\[
\leq \frac{1}{2} \log \left( 1 + m^2 (m+2) h_{r_{t_j}}^2 \right)
\]  

(5.119)

\[
\leq \frac{1}{2} \log \left( 2 m^2 (m+2) h_{r_{t_j}}^2 \right)
\]  

(5.120)
The gap between $C^\text{GAUSS}_j$ and $C^\text{DET}_j$ can be bounded as follows:

$$C^\text{GAUSS}_j - C^\text{DET}_j \leq \frac{1}{2} \log \left(2m^2(m+2)h_{ri}^2\right) - \frac{1}{2} \log \left(h_{ri}^2 \left(\frac{1}{m+2}\right)^m\right) \quad (5.121)$$

$$= \log \left(2m^2(m+2)^{m+1}\right) \quad (5.122)$$

$$= (m+1) \log(m+2) + 2 \log m + 1 \quad (5.123)$$

From the structure of the linear deterministic channel in $(5.106), (5.107)$, it is sufficient to consider only the gaps $C^\text{GAUSS}_j - C^\text{DET}_j$ for $j = 1 \ldots m$. We repeat the described conversion for every Gaussian MAC in the network. For a fixed set $\Gamma \subseteq \Omega$, we consider the cut between $\Gamma$ and $\Gamma^c$. Since the network contains only Gaussian MACs, it is sufficient to consider the MIMO channel with input $x_{\Gamma}$, output $y_{\Gamma^c}$ and channel matrix $H_{\Gamma,\Gamma^c}$. It follows that $y_{\Gamma^c} = H_{\Gamma,\Gamma^c} x_{\Gamma} + z_{\Gamma^c}$. Furthermore, the MIMO channel can be decomposed into a set of MACs with outputs:

$$y_j = \sum_{i,j \in \Gamma} h_{i,j} x_{i,j} + z_j \text{ for } j \in \Gamma^c \quad (5.124)$$

where $h_{i,j}$ are the channel coefficients. Let $d_j$ be degree of the MAC with output $y_j$. The gap between $C^\text{GAUSS-MAC}_\Gamma$ and $C^\text{DET-MAC}_\Gamma$ is given by

$$C^\text{GAUSS-MAC}_\Gamma - C^\text{DET-MAC}_\Gamma \leq \sum_{j \in \Gamma^c} (d_j + 1) \log(d_j + 2) + 2 \log d_j + 1 \quad (5.125)$$

$$\leq |\Gamma^c|((d + 1) \log(d + 2) + 2 \log d + 1) \quad (5.126)$$

$$\leq |\Omega|((d + 1) \log(d + 2) + 2 \log d + 1) \quad (5.127)$$

\[ \square \]

### 5.2.7 Proof of Theorem 5.34: Source Quantization

We illustrate the source quantization scheme based on [23, 78] for the achievable distortion in Theorem 5.34. First, the sources are quantized using a nested lattice code. As in $(5.37)$, a pair of nested lattices $(\Lambda_F, \Lambda_C)$ with the following construction is chosen:

$$\Lambda_C = \left\{ p^{-1}(G_1 \cdot w_1) + \mathbb{Z}^k : w_1 \in \mathbb{F}_p^{k_1} \right\} \quad (5.128)$$

$$\Lambda_F = \left\{ p^{-1}(G_1 \cdot w_1 + G_2 \cdot w_2) + \mathbb{Z}^k : w_1 \in \mathbb{F}_p^{k_1}, w_2 \in \mathbb{F}_p^{k_2} \right\} \quad (5.129)$$

\[ ^{1}\text{If only quantization is concerned, other schemes may outperform the proposed approach. However, in the absence of a bijection between the quantization points and the finite field elements, it is unclear how to transmit the quantized points through networks with arbitrary topologies.} \]
where each element of $G_1 \in \mathbb{F}_p^{k \times k_1}$ and $G_2 \in \mathbb{F}_p^{k \times k_2}$ is drawn i.i.d uniformly from $\mathbb{F}_p$. The lattice variances are chosen to be:

$$
\sigma^2(\Lambda_F) = \frac{D}{m} \left( \frac{m \sigma^2}{m \sigma^2 - D} \right), \quad \sigma^2(\Lambda_C) = m \sigma^2 \left( \frac{m \sigma^2}{m \sigma^2 - D} \right).
$$

Each Gaussian vector $u_i$ is first quantized and dithered with vector $d_i$:

$$
c_i = Q_{\Lambda_F}(u_i + d_i) \mod \Lambda_C \quad \text{for} \quad i = 1 \cdots m \tag{5.131}
$$

where the dithers $d_1, \ldots, d_m$ are drawn i.i.d uniformly from the voronoi region of the coarse lattice $V_C$. We define the one-to-one mapping $w_2 : \Lambda_F \cap V_C \rightarrow \mathbb{F}_p^{k_2}$ as in Definition 5.51 and map each quantized point $c_i$ to a point on the finite field $\mathbb{F}_p^{k_2}$ using the mapping $w_2$. Source node $i$ transmits $w_2(c_i)$ across the Gaussian network $\mathcal{N}_{GAUSS-MAC}$ and the destination recovers the mod sum: $w_2(c_1) \oplus \cdots \oplus w_2(c_m)$. Applying Lemma 5.43, this can be reliably recovered as long as

$$
\frac{k_2}{k} \log p < \frac{n}{k} \min_{i \in S} \min_{\Gamma \subseteq \Omega, i \in \Gamma} C^\Gamma_{GAUSS-MAC} - \alpha \tag{5.132}
$$

where $C^\Gamma_{GAUSS-MAC}$ is the value of cut $\Gamma$ in $\mathcal{N}_{GAUSS-MAC}$ and $\alpha$ is the constant in (5.35). If $w_2(c_1) \oplus_p \cdots \oplus_p w_2(c_m)$ is reliably recovered, the destination maps it back to a point in $\Lambda_F \cap V_C$:

$$
w_2^{-1}(w_2(c_1) \oplus_p \cdots \oplus_p w_2(c_m)) = (c_1 + \cdots + c_m) \mod \Lambda_C \tag{5.133}
$$
Let $\beta = \frac{m\sigma^2 - D}{m\sigma^2}$. The destination recovers an estimate $\hat{v}$ for $v = \sum_{i=1}^{m} u_i$ as follows:

$$
\hat{v} = \beta \left( \left( \sum_{i=1}^{m} c_i \mod \Lambda_c - \sum_{i=1}^{m} d_i \right) \mod \Lambda_C \right)
$$

(5.134)

$$
= \beta \left( \left( \sum_{i=1}^{m} c_i - \sum_{i=1}^{m} d_i \right) \mod \Lambda_C \right)
$$

(5.135)

$$
= \beta \left( \sum_{i=1}^{m} (c_i - d_i) \mod \Lambda_C \right)
$$

(5.136)

$$
= \beta \left( \sum_{i=1}^{m} (Q_{\Lambda_F} (u_i + d_i) \mod \Lambda_c - d_i) \right) \mod \Lambda_C
$$

(5.137)

$$
= \beta \left( \sum_{i=1}^{m} (Q_{\Lambda_F} (u_i + d_i) - d_i) \mod \Lambda_c \right)
$$

(5.138)

$$
= \beta \left( \sum_{i=1}^{m} (u_i + Q_{\Lambda_F} (u_i + d_i) - (u_i + d_i)) \mod \Lambda_C \right)
$$

(5.139)

$$
= \beta \left( \left( v + \sum_{i=1}^{m} (Q_{\Lambda_F} (u_i + d_i) - (u_i + d_i)) \right) \mod \Lambda_C = v + \sum_{i=1}^{m} (Q_{\Lambda_F} (u_i + d_i) - (u_i + d_i)) \right)
$$

(5.140)

We define the event $\mathcal{E}_k$ where

$$
\mathcal{E}_k = \left\{ \left( v + \sum_{i=1}^{m} (Q_{\Lambda_F} (u_i + d_i) - (u_i + d_i)) \right) \mod \Lambda_C = v + \sum_{i=1}^{m} (Q_{\Lambda_F} (u_i + d_i) - (u_i + d_i)) \right\}
$$

(5.141)

The noise $Q_{\Lambda_F} (u_i + d_i) - (u_i + d_i)$ has the same distribution as $-d_i$ and is independent.
of $u_i$ [22, 23]. Using this fact, we have that
\[
\frac{1}{k} \mathbb{E} \left[ \| v + \sum_{i=1}^{m} (Q_{AF}(u_i + d_i) - (u_i + d_i)) \|^2 \right] = \frac{1}{k} \mathbb{E} [\| v \|^2]
\]
(5.142)
\[
+ \frac{1}{k} \sum_{i=1}^{m} \mathbb{E} [\| Q_{AF}(u_i + d_i) - (u_i + d_i) \|^2]
\]
(5.143)
\[
= \frac{1}{k} \mathbb{E} [\| v \|^2] + \sum_{i=1}^{m} \frac{1}{k} \mathbb{E} [\| d_i \|^2]
\]
(5.144)
\[
= m \sigma^2 + m \frac{D}{m} \left( \frac{m \sigma^2}{m \sigma^2 - D} \right)
\]
(5.145)
\[
= m \sigma^2 \left( \frac{m \sigma^2}{m \sigma^2 - D} \right)
\]
(5.146)
\[
= \sigma^2 (\Lambda_C)
\]
(5.147)
Along the same lines as in [16, 23], it can be shown that $\Pr(\mathcal{E}_k) \to 1$ as $k \to \infty$. Under event $\mathcal{E}_k$, the estimate becomes:
\[
\hat{v} = \beta v + \beta \sum_{i=1}^{m} (Q_{AF}(u_i + d_i) - (u_i + d_i)).
\]
By conditioning on the events $\mathcal{E}$ and $\mathcal{E}^c$, the achievable distortion can be bounded as follows:
\[
D_{\text{ACHIEVABLE}} = D_{\text{ACHIEVABLE, E}} \Pr(\mathcal{E}) + D_{\text{ACHIEVABLE, E^c}} \Pr(\mathcal{E}^c)
\]
(5.148)
\[
\leq \frac{1}{k} \mathbb{E} [\| v - \hat{v} \|^2 | \mathcal{E}] \Pr(\mathcal{E}) + m \sigma^2 \Pr(\mathcal{E}^c)
\]
(5.149)
\[
= \frac{1}{k} \mathbb{E} \left[ \|(1 - \beta) v - \beta \sum_{i=1}^{m} (Q_{AF}(u_i + d_i) - (u_i + d_i)) \|^2 \right] + m \sigma^2 \Pr(\mathcal{E}^c)
\]
(5.150)
\[
= (1 - \beta)^2 \frac{1}{k} \mathbb{E} [\| v \|^2]
\]
\[
+ \beta^2 \sum_{i=1}^{m} \frac{1}{k} \mathbb{E} \left[ \| Q_{AF}(u_i + d_i) - (u_i + d_i) \|^2 \right] + m \sigma^2 \Pr(\mathcal{E}^c)
\]
(5.151)
\[
= (1 - \beta)^2 m \sigma^2 + \beta^2 m \frac{D}{m} \left( \frac{m \sigma^2}{m \sigma^2 - D} \right) + m \sigma^2 \Pr(\mathcal{E}^c)
\]
(5.152)
\[
= (1 - \beta)^2 m \sigma^2 + \beta^2 D \left( \frac{m \sigma^2}{m \sigma^2 - D} \right) + m \sigma^2 \Pr(\mathcal{E}^c)
\]
(5.153)
Since $\beta = \frac{m \sigma^2 - D}{m \sigma^2}$, the achievable distortion from (5.154) becomes
\[
D_{\text{ACHIEVABLE}} = (1 - \beta)^2 m \sigma^2 + \beta^2 D \left( \frac{m \sigma^2}{m \sigma^2 - D} \right) + \epsilon
\]
(5.155)
\[
= D + \epsilon
\]
(5.156)
where \( \epsilon \) can be made arbitrarily small as \( k \to \infty \). From the nested lattice constructions and (5.132), we have that

\[
\frac{k^2}{k} \log p = \frac{1}{2} \log \left( \frac{\sigma^2 (\Lambda_C)}{\sigma^2 (\Lambda_F)} \right)
= \frac{1}{2} \log \left( \frac{m^2 \sigma^2}{D} \right)
\leq q \min_{i \in S} \min_{\Gamma \subseteq \Omega_i \subseteq \Gamma} C^\text{GAUSS-MAC}_i - \alpha
\]

(5.157)
(5.158)
(5.159)

where \( \alpha \) is given by (5.35). Hence, (5.159) implies that any distortion \( D \) satisfying

\[
D \geq m^2 \sigma^2 2^{-2\alpha} \max_{i \in S} 2^{-2q \min_{\Gamma \subseteq \Omega_i \subseteq \Gamma} C^\text{GAUSS-MAC}_i}
\]

(5.160)

is achievable.

### 5.3 Extension to Asymmetric Linear Functions

So far, this chapter considered computing symmetric linear functions of Gaussian sources across Gaussian networks. We reduced this problem to computing the sum of discrete sources over linear deterministic networks, which is shown to achieve the cut-set bounds in Remark 5.21. Hence, in the Gaussian case, cut-set is approximately tight and the achievable distortion can be characterized to within a constant ratio of the optimal performance.

The proposed approach can also be applied to the problem of sending an asymmetric function of Gaussian sources across the two-user Gaussian network. Here, source 1 observes \( U_1 \), source 2 observes \( U_2 \) and the destination desires to estimate \( U_1 + \gamma U_2 \) where \( \gamma > 1 \). The corresponding deterministic problem is sending the finite-field sum with an additional private message across the linear deterministic multiple-access network. To see this, consider the case of sending \( 4U_1 + U_2 \). First, \( U_2 \) and \( U_2 \) can be conceptually written as \( 0.b_{11}b_{12} \cdots \) and \( 0.b_{21}b_{22} \cdots \) respectively as in [78]. The asymmetric function \( 4U_1 + U_2 \) can be thought as \( b_{11}b_{12}b_{13} + b_{21}b_{14} + b_{22} \cdots \). Here, we can see the destination wants to decode the private messages \( b_{11}, b_{12} \) and the finite-field sums, \( b_{13} + b_{21}, b_{14} + b_{22}, \ldots \). It is shown in Theorem 5.27 that cut-set is tight for this scenario. Hence, applying a similar approach as that for the symmetric sum, cut-set is approximately tight in the Gaussian case and the achievable distortion is within a constant ratio of the cut-set bounds. We provide the details in the sequel.

#### 5.3.1 Asymmetric Functions over Gaussian Networks

We consider a two-user Gaussian network \( N_{\text{GAUSS-MAC}} \) with source nodes \( S = \{1, 2\} \). Source 1 observes \( U_1 \sim \mathcal{N}(0, \sigma^2) \), Source 2 observes an independent \( U_2 \sim \mathcal{N}(0, \sigma^2) \), and the destination recovers an asymmetric linear function: \( U_1 + \gamma U_2 \). Without loss of generality, the space
of functions to can be limited to $\gamma > 1$. In Theorem 5.44 and 5.45 below, the achievable distortion is characterized to within a constant gap of the optimal performance.

**Theorem 5.44.** Consider sending the linear function $U_1 + \gamma U_2$ across the two-user Gaussian network $N_{\text{MAC}}$. The achievable distortion satisfies

$$D_{\text{ACHIEVABLE}} \leq \max \left\{ 2^{2q\alpha + 4}2^{-2qC_1}, (1 + \gamma^2)\sigma^2 2^{2q\alpha + 9}2^{-2qC_2} \right\}$$

(5.161)

where $C_i = \min_{\Gamma: i \in \Gamma} C^G_{\text{GAUSS-MAC}}$ for $i = 1, 2$ and $\alpha$ is the constant in (5.35).

**Theorem 5.45.** The optimal distortion $D_{\text{OPT}}$ for sending $U_1 + \gamma U_2$ across the network $N_{\text{GAUSS-MAC}}$ satisfies the following cut-set bound:

$$D_{\text{OPT}} \geq \sigma^2 \max \left\{ 2^{-2qC_1}, \gamma^2 2^{-2qC_2} \right\}$$

(5.162)

where $C_i = \min_{\Gamma \subseteq \Omega: i \in \Gamma} C^G_{\text{GAUSS-MAC}}$ for $i = 1, 2$.

**Proof.** Follows along the same lines as Theorem 5.35. 

**Remark 5.46.** The ratio between the achievable distortion and the cut-set lower bounds is bounded by a constant that depends only on $q$, the number of nodes, and the degree of the network. The ratio is independent of the network topology.

**Proof.** (Theorem 5.44). We first state the counterpart of Lemma 5.43 for asymmetric functions in Lemma 5.47. This Lemma provides an achievable rate for sending a finite field sum with a private message across the Gaussian network $N_{\text{GAUSS-MAC}}$.

**Lemma 5.47.** Consider a two-user Gaussian network $N_{\text{GAUSS-MAC}}$ with discrete source observations $U_{1,1}^{k_1}, U_{2,2}^{k_2}$ at source 2 where each $U_{i,j}$ is drawn i.i.d uniformly from some prime-sized finite field $\mathbb{F}_p$. For all $\epsilon > 0$ and $n, p$ large, there exists encoders ${E_i}_{i=1}^n$ and a decoder $G$ that produces an estimates $\hat{V}_1^{k_1} \in \mathbb{F}_p^{k_1}, \hat{V}_2^{k_2} \in \mathbb{F}_p^{k_2}$ such that

$$\Pr \left( \left\{ \hat{V}_1^{k_1} \neq U_1^{k_1} \oplus p U_{1,1}^{k_1} \right\} \cup \left\{ \hat{V}_2^{k_2} \neq U_2^{k_2} \right\} \right) < \epsilon$$

(5.163)

as long as the computation rates $R_1 = \frac{k_1}{n} \log p, R_2 = \frac{k_2}{n} \log p$ satisfy

$$R_1 < \min_{\Gamma \subseteq \Omega: 1 \in \Gamma} C^G_{\text{GAUSS-MAC}} - \alpha$$

(5.164)

$$R_1 + R_2 < \min_{\Gamma \subseteq \Omega: 2 \in \Gamma} C^G_{\text{GAUSS-MAC}} - \alpha$$

(5.165)

where $\alpha$ is given by (5.35).

**Proof.** Follows along the same lines as that for Lemma 5.43.
We now construct the nested-lattices used for source quantization. Let \( \Lambda_C \subset \Lambda_{C'} \subset \Lambda_{C''} \subset \Lambda_F \) be a set of 4 nested lattices from the following construction:

\[
\Lambda_C = \left\{ p^{-1} (G_1 \cdot w_1) + Z^k : w_1 \in \mathbb{F}_p^{k_1} \right\} \quad (5.166)
\]
\[
\Lambda_{C'} = \left\{ p^{-1} (G_1 \cdot w_1 + G_2 \cdot w_2) + Z^k : w_1 \in \mathbb{F}_p^{k_1}, w_2 \in \mathbb{F}_p^{k_2} \right\} \quad (5.167)
\]
\[
\Lambda_{C''} = \left\{ p^{-1} (G_1 \cdot w_1 + G_2 \cdot w_2 + G_3 \cdot w_3) + Z^k : w_1 \in \mathbb{F}_p^{k_1}, w_2 \in \mathbb{F}_p^{k_2}, w_3 \in \mathbb{F}_p^{k_3} \right\} \quad (5.168)
\]
\[
\Lambda_F = \left\{ p^{-1} (G_1 \cdot w_1 + G_2 \cdot w_2 + G_3 \cdot w_3 + G_4 \cdot w_4) + Z^k : w_i \in \mathbb{F}_p^{k_i} \text{ for } i = 1, \ldots, 4 \right\} \quad (5.169)
\]

where \( G_1 \in \mathbb{F}_p^{k \times k_1}, G_2 \in \mathbb{F}_p^{k \times k_1+k_2}, G_3 \in \mathbb{F}_p^{k \times k_1+k_2+k_3}, G_4 \in \mathbb{F}_p^{k \times k_1+k_2+k_3+k_4} \) and each element is drawnly i.i.d from \( \mathbb{F}_p \). If \( p, k, k_1, k_2, k_3, k_4 \) are chosen to scale appropriately, the matrix \([G_1, G_2, G_3, G_4] \) becomes full rank with high probability and the lattices \( \Lambda_C, \Lambda_{C'}, \Lambda_{C''}, \Lambda_F \) are simultaneously good for covering, quantization and AWGN coding (see [17] for definitions and proofs).

The lattices are scaled to have the following variances:

\[
\sigma^2(\Lambda_C) = 2^4(1 + \gamma^2)\sigma^2 \left( \frac{(1 + \gamma^2)\sigma^2}{(1 + \gamma^2)\sigma^2 - D} \right) \quad (5.170)
\]
\[
\sigma^2(\Lambda_{C'}) = 2^4\sigma^2 \left( \frac{(1 + \gamma^2)\sigma^2}{(1 + \gamma^2)\sigma^2 - D} \right) \quad (5.171)
\]
\[
\sigma^2(\Lambda_{C''}) = \sigma^2 \left( \frac{(1 + \gamma^2)\sigma^2}{(1 + \gamma^2)\sigma^2 - D} \right) \quad (5.172)
\]
\[
\sigma^2(\Lambda_F) = \frac{D}{2} \left( \frac{(1 + \gamma^2)\sigma^2}{(1 + \gamma^2)\sigma^2 - D} \right) \quad (5.173)
\]

Before describing the source quantization scheme, we first provide some definitions and lemmas regarding the lattice constructions.

**Lemma 5.48.** \( |\Lambda_F \cap \mathcal{V}_{C'}| = p^{k_3+k_4}, |\Lambda_{C''} \cap \mathcal{V}_{C'}| = p^{k_2+k_3} \)

**Proof.** Follows along similar lines as Lemma 5.40 \( \square \)

**Definition 5.49.** Let \( c \in \Lambda_F \cap \mathcal{V}_{C'} \). By construction, we have that

\[
c = p^{-1} (G_1 \cdot w_1 + G_2 \cdot w_2 + G_3 \cdot w_3 + G_4 \cdot w_4) + z \quad (5.174)
\]

for some \( w_1 \in \mathbb{F}_p^{k_1}, w_2 \in \mathbb{F}_p^{k_2}, w_3 \in \mathbb{F}_p^{k_3}, w_4 \in \mathbb{F}_p^{k_4}, z \in \mathbb{Z}^n \). We define the mapping: \( \phi : \Lambda_F \cap \mathcal{V}_{C'} \rightarrow \mathbb{F}_p^{k_3+k_4} \) where

\[
\phi(c) = (w_3, w_4) \quad (5.175)
\]
Let \( c' \in \Lambda_C'' \cap \mathcal{V}_C \). By construction, we have that
\[
c' = p^{-1} (G_1 \cdot w'_1 \oplus G_2 \cdot w'_2 \oplus G_3 \cdot w'_3) + z'
\] (5.176)
for some \( w'_1 \in \mathbb{F}_p^{k_1}, w'_2 \in \mathbb{F}_p^{k_2}, w'_3 \in \mathbb{F}_p^{k_3}, z' \in \mathbb{Z}^n \). We define the mapping: \( \phi' : \Lambda_C'' \cap \mathcal{V}_C \to \mathbb{F}_p^{k_2+k_3} \) where
\[
\phi'(c') = (w'_2, w'_3)
\] (5.177)

**Lemma 5.50.** The function \( \phi \) is a group isomorphism from \( (\Lambda_C'' \cap \mathcal{V}_C, \mod \Lambda_C'') \) to \( (\mathbb{F}_p^{k_2+k_3}, \mod p) \) and \( \phi' \) is a group isomorphism from \( (\Lambda_C'' \cap \mathcal{V}_C, \mod \Lambda_C) \) to \( (\mathbb{F}_p^{k_2+k_3}, \mod p) \).

*Proof.* Follows along similar lines as Lemma 5.42.

**Lemma 5.51.** \( \{ x + y : x, y \in \mathcal{V}_C'' \} \subseteq \mathcal{V}_C'' \)

*Proof.* Follows from the fact that \( \Lambda_C'', \Lambda_C' \) are both simultaneous good for quantization and AWGN coding and that \( \Lambda_C'' = 2(2\sigma(\Lambda_C''))^2 \).

We provide the details to the source quantization scheme. The vectors \( u_1, \gamma u_2 \) are first dithered and then quantized using the fine lattice \( \Lambda_F \) to get the following quantization points:
\[
c_1 = Q_F(u_1 + d_1)
\] (5.178)
\[
c_2 = Q_F(\gamma u_1 + d_2)
\] (5.179)
where the dithers \( d_1, d_2 \sim \) are drawn i.i.d uniformly from \( \mathcal{V}_F \). We define:
\[
c_{2,r} = c_2 \mod \Lambda_C''
\] (5.180)
\[
c_{2,q} = Q_{C''}(c_2)
\] (5.181)
\[
c'_{2,q} = c_{2,q} \mod \Lambda_C
\] (5.182)
\[
c_{1,r} = c_1 \mod \Lambda_C''
\] (5.183)
We note that \( c_{1,r}, c_{2,r} \in \Lambda_F \cap \mathcal{V}_C'' \subset \Lambda_F \cap \mathcal{V}_C'' \). Source 1 transmits \( w_{1,r} \) where
\[
w_{1,r} = \phi(c_{1,r}).
\] (5.184)
Source 2 transmits \( w_{2,r}, w_{2,q} \), given by
\[
w_{2,r} = \phi(c_{2,r})
\] (5.185)
\[
w_{2,q} = \phi'(c'_{2,q}).
\] (5.186)
Applying Lemma 5.47, \( w_{1,r} \oplus p w_{2,r}, w_{2,q} \) can be reliably recovered as long as

\[
\frac{k'_{3} + k'_{4}}{k} \log p < \frac{n}{k} \min_{k \in \Omega:1 \in \Gamma} C_{\Gamma}^{\text{GAUSS-MAC}} - \gamma
\] (5.187)

\[
\frac{k'_{3} + k'_{4}}{k} + \frac{k'_{2} + k'_{4}}{k} \log p < \frac{n}{k} \min_{k \in \Omega:2 \in \Gamma} C_{\Gamma}^{\text{GAUSS-MAC}} - \alpha
\] (5.188)

where \( C_{\Gamma}^{\text{GAUSS-MAC}} \) is the value of cut \( \Gamma \) in \( \mathcal{N}_{\text{GAUSS-MAC}} \) and \( \alpha \) is the constant in (5.35). Mapping back, we have that:

\[
\phi^{-1}(w_{1,r} \oplus p w_{2,r}) = (c_{1,r} + c_{2,r}) \mod \Lambda_{C'}
\] (5.189)

\[
\phi^{-1}(w_{2,q}) = c_{2,q} \mod \Lambda_{C}
\] (5.190)

Let \( \beta = \frac{(1 + \gamma^{2})\sigma^{2} - D}{(1 + \gamma^{2})\sigma^{2}}. \) The destination computes:

\[
((c_{1,r} + c_{2,r}) \mod \Lambda_{C'} + c_{2,q} \mod \Lambda_{C} - d_{1} - d_{2}) \mod \Lambda_{C}
\] (5.191)

\[
= \beta ((c_{1,r} + c_{2,r}) \mod \Lambda_{C'} + c_{2,q} - d_{1} - d_{2}) \mod \Lambda_{C}
\] (5.192)

\[
= \beta (c_{1,r} + c_{2} - d_{1} - d_{2}) \mod \Lambda_{C}
\] (5.193)

\[
= \beta (u_{1} + \gamma u_{2} + Q_{F}(u_{1} + d_{1}) - (u_{1} + d_{1}) + Q_{F}(u_{2} + d_{2}) - (u_{2} + d_{2})) \mod \Lambda_{C}
\] (5.194)

where \((a)\) follows by Lemma 5.51. Using a similar argument as in the symmetric case, any distortion \( D \) satisfying the following inequalities can be shown to be achievable:

\[
\frac{1}{2} \log \left( \frac{2^{4} \sigma^{2} \left( \frac{(1 + \gamma^{2})\sigma^{2}}{(1 + \gamma^{2})\sigma^{2} - D} \right)}{D_{2} \left( \frac{(1 + \gamma^{2})\sigma^{2}}{(1 + \gamma^{2})\sigma^{2} - D} \right)} \right) \leq q \left( \min_{k \in \Omega:1 \in \Gamma} C_{\Gamma}^{\text{GAUSS-MAC}} - \gamma \right)
\] (5.197)

\[
\frac{1}{2} \log \left( \frac{2^{4}(1 + \gamma^{2})\sigma^{2} \left( \frac{(1 + \gamma^{2})\sigma^{2}}{(1 + \gamma^{2})\sigma^{2} - D} \right)}{\sigma^{2} \left( \frac{(1 + \gamma^{2})\sigma^{2}}{(1 + \gamma^{2})\sigma^{2} - D} \right)} \right) +
\] (5.198)

\[
\frac{1}{2} \log \left( \frac{2^{4} \sigma^{2} \left( \frac{(1 + \gamma^{2})\sigma^{2}}{(1 + \gamma^{2})\sigma^{2} - D} \right)}{D_{2} \left( \frac{(1 + \gamma^{2})\sigma^{2}}{(1 + \gamma^{2})\sigma^{2} - D} \right)} \right) \leq q \left( \min_{k \in \Omega:2 \in \Gamma} C_{\Gamma}^{\text{GAUSS-MAC}} - \gamma \right)
\] (5.199)

Rearranging, it can be shown that

\[
D \geq \sigma^{2} 2^{2^{\alpha + 5} - 2^{C_{1}} - 2 \gamma^{2} - 2^{C_{3}}}
\] (5.200)

\[
D \geq (1 + \gamma^{2}) \sigma^{2} 2^{\alpha + 9} - 2^{C_{2}}
\] (5.201)

(5.202)
where $C_i = \min_{\Gamma \in \Gamma} C_{\Gamma}^{GAUSS-MAC}$ for $i = 1, 2$ and $\alpha$ is the constant in \eqref{eq:5.35}.

Using the same logic, the problem of sending an asymmetric function of three Gaussian sources corresponds to the three user deterministic computation problem with private messages. However, as shown in Theorem 5.27, cut-set is not tight for this deterministic scenario and does not lead to a constant ratio in the Gaussian case.

5.4 Discussion

We studied linear function computation in both linear deterministic and Gaussian networks. In the first part of this chapter, we developed a framework for computing functions of discrete sources over linear deterministic multiple-access networks. We observed a duality relation between broadcast with common messages and multiple-access with computation that extends the well-known broadcast multiple-access duality to various communication demands. The duality relation allows the recasting of a multiple-access network computation problem into a broadcast network problem. This is useful since broadcast problems are well studied and solutions to various cases have been developed. We applied the duality relationship to develop new results regarding computation over multiple-access networks. We focused on characterizing scenarios under which cut-set upper bounds is tight since it is the most common information theoretic bound used in networks. We considered broadcast networks with various message demands and found that there are only two set of demands under which cut-set is tight for all networks.

In the second part of this chapter, we extracted the deterministic model insights and applied it to Gaussian networks. We considered computing the sum of Gaussian sources over a class of relay networks with Gaussian multiple-access channels and proved that the achievable distortion is within a constant ratio of the optimal distortion given by the cut-set lower bounds. Our scheme separates the physical and network layers and uses nested lattices codes for computation over the physical layer and network codes in the network layer. As a result of the separation, we reduced the original problem into one of computing discrete sources over linear deterministic networks and can apply the framework in the first part of the chapter.

In this work, duality and cut-set bounds were proposed as conceptual tools to study function computation over networks. Thus, the natural question is the extent to which these tools can be generalized. The set of computation demands in multiple-access networks can be expanded by generalizing the communication demands of broadcast networks to include cases where the destinations are interested in functions of the messages. In future work, it would be interesting to develop new achievability schemes and converses for cases where the cut-set is shown to be not tight.
Chapter 6

Functional Forwarding of Channel State Information

The lack of global channel state information often results in a significant reduction in capacity in wireless networks. It is well known that non-coherent, fast fading, point-to-point channels lose a fraction of their capacity at high SNR [83], [84], [85]. The knowledge of channel state information at the basestation can increase the sum rate nontrivially in the wireless downlink infrastructure with multiple antennas [86], [87]. In the interference channel, the multiplexing gain is significantly larger when channel state information is known both at the transmitter and the receiver [24, 88]. The optimal multiplexing gain is still achievable even in the case when the transmitter does not know the channel state information but learns it via feedback from the receiver [89]. However, the achievable multiplexing gain decreases significantly when channel state information is completely absent at the transmitter [90]. These results suggest that it is crucial to learn channel state information in networks.

In large networks involving many intermediate relays, the cost of forwarding channel state information is non-trivial. One network that has been studied in the literature is the uplink infrastructure with basestation cooperation [91, 92, 93]. Here, mobiles send their information to a set of nearby basestations, which first process the received information then jointly forward it to the remote central processor. In the case where the channel state information is not known globally, the basestations measure the channel states of their local links through the use of pilot signals at the mobiles but the central processor does not have access to channel state information directly. One obvious strategy is for the basestations to forward the entire channel state information to the receiver. However, this can be inefficient when there is a large number of mobiles and basestations present in the network.

In this chapter we propose a scheme called functional forwarding in which the nodes in the wireless network, rather than sending full information, send only the function of the CSI needed at the decoder. Our research is motivated by the fact that full CSI is often not needed. Instead, a function of the CSI is sufficient. In recent work [27], it was shown that it is sometimes much more efficient to communicate only a function of the information, rather
than the full information. In this chapter, we adapt this approach to the particular problem of efficiently forwarding CSI. Hence, by contrast to [27], we are not interested in an error free forwarding nor in a distorted version, but we have to forward just enough CSI to make decoding successful at the desired rate.

The rest of this chapter is organized as follows. In Section II, we present our channel model, the two-stage fading relay network. We develop a general framework for characterizing the achievable rate for lossless functional forwarding in Section III. We first state the general achievable rate for functional forwarding in Theorem 1 and then consider a series of examples to compare the performance of functional forwarding and full forwarding of CSI. In Section IV, we extend our general framework to the lossy case and consider a Gaussian network example.

### 6.1 Channel Model

Though the concept of functional forwarding of CSI is more widely applicable, in the present chapter we restrict attention to one particular network topology. We consider the two-stage relay network with \( N \) information sources (and we will sometimes refer to them as *users*), \( M \) relays, and a single destination (see Figure 6.1). Each source chooses a message \( w_j \) uniformly from the set \( W_j = \{1, 2, \ldots, M_j\} \). Each message is mapped into a length \( n \) codeword:

\[
E_j : \mathcal{W}_j \to \mathcal{X}_j^n \quad \text{for} \quad j = 1, \ldots, N
\]  

Let \( X_j[i] \) be the channel input from source \( j \) at time \( i \). In the first stage of the network, which we will refer to as the broadcast (BC) stage, the transmitted codewords are broadcasted to the \( M \) relays through the channel characterized by:

\[
Q(y_1, \ldots, y_M|x_1, \ldots, x_N, H)
\]  

where \( H \) is an \( M \times N \) matrix from alphabet \( \mathcal{H} \) denoting the channel state information. We will find it convenient to denote the row vectors of \( H \) by \( h_m^T \), for \( m = 1, 2, \ldots, M \). In the present chapter, we adopt a fast-fading model where the matrix \( H \) changes over time. We use \( i \) to denote the (discrete) time index and will write \( H[i] \) for the matrix at time \( i \). More precisely, \( H[i] \) is drawn i.i.d. each time instant according to some distribution \( P_{\text{csi}}(H) \). We assume \( h_m \) is known locally at relay \( m \) but is not known globally. The transmitters and destination know only the distribution of the CSI.

In the second stage of our network, referred to as the multiple-access (MAC) stage, the relays communicate to the destination through a multiple-access channel. We allow \( \ell \in \mathbb{N} \) uses of the MAC per use of the broadcast channel, meaning that we study the case where the bandwidth of the multiple access section of our network is an integer multiple of the bandwidth of the broadcast section. Each relay encodes its observation \( y_m^n \) and channel state information \( h_m^n \) into a length \( \ell n \) codeword:

\[
R_m : \mathcal{H}_m^n \times \mathcal{Y}_m^n \to \mathcal{X}_{\ell n} \quad \text{for} \quad m = 1, 2, \ldots, M
\]
Figure 6.1. Two-Stage Fading Relay Network. The first stage is the broadcast (BC) stage and the second stage is the multiple-access (MAC) stage. CSI is known locally at the relays but is not known at the destination and the transmitters. We refer to the $N$ encoding nodes labeled $E_j$ as information sources or users, and to the single decoding node labeled $D$ as the destination.

The final destination receives $Y_{MAC}$ and decodes the original transmitted messages:

$$
\mathcal{D} : Y_{MAC}^{fn} \to \mathcal{W}_1 \times \cdots \times \mathcal{W}_N
$$

$$
(\hat{w}_1, \ldots, \hat{w}_M) = D(y_{MAC}^{fn})
$$

We require that the messages be reliably recovered:

$$
Pr((\hat{w}_1, \ldots, \hat{w}_M) \neq (w_1, \ldots, w_M)) \leq \epsilon
$$

for all $\epsilon > 0$ for $n$ large.

### 6.2 Functional Forwarding

In this section, we describe our framework for the relays to send a function of the channel state information to the destination. We first give some key definitions used in our proposed strategy. Next, we describe functional forwarding in detail and provide its achievable rate for the two-stage relay network. Finally, we discuss the choice of forwarding function and show that functional forwarding can be much more effective than full forwarding through a series of examples.

#### 6.2.1 Definitions

The central element in the strategies discussed in this chapter is the so-called “forwarding” function. We define this function as follows.
Definition 6.1. (Forwarding Function): Let $f_F$ be a fixed many-to-one function and $U$ be an alphabet:

$$f_F : \mathcal{Y}_1 \times \mathcal{H}_1 \times \cdots \times \mathcal{Y}_M \times \mathcal{H}_M \to U$$

(6.7)

As shown in the above definition, the value of the forwarding function depends on the relay observations and channel state information: $U = f_F(y_1, h_1, \cdots, y_M, h_M)$. Clearly, in the considered network model, this value is not known to any individual relay. Rather, the forwarding function is sent to the destination in a distributed fashion using a computation code, which we now proceed to define formally.

Definition 6.2. (Computation Code): Given joint sequences $\{Y_1, h_1, \ldots, Y_M, h_M\}^k$ of type $P$ and a fixed multiple-access channel, a $(k, n, \epsilon)$ $f_{F,P}$ computation code consists of

$M$ encoders:

$$R_m : \mathcal{Y}_m^k \times \mathcal{H}_m^k \to \mathcal{X}_{r,m}^n$$

(6.8)

such that

$$X_{r,m}^n = R_m(Y_j^k, h_j^k);$$

(6.9)

a forwarding function

$$U^k = f_{F,P}(Y_1^k, h_1^k, \ldots, Y_M^k, h_M^k);$$

(6.10)

and a decoder

$$D : \mathcal{Y}_{MAC}^n \to U^k;$$

(6.11)

that outputs an estimate $\hat{U}^k$ where

$$\hat{U}^k = D(Y_{MAC}^n)$$

(6.12)

$$Pr(U^k \neq \hat{U}^k) \leq \epsilon.$$ 

(6.13)

Definition 6.3. (Computation Rate): An $f_{F,P}$ computation rate $\kappa = \frac{k}{n}$ is achievable if for all $\epsilon \in (0,1)$, there exists a $(kn, n, \epsilon)$ $f_{F,P}$ computation code for all $n$ greater than some $n_0 \in \mathbb{Z}$.

When the particular function is clear from context, we will often merely refer to computation rate in order to keep the terminology simple. The inverse of the computation rate represents the number of channel uses required for the destination of the multiple-access channel to reliably recover one instance of the forwarding function. For a fixed input distribution, broadcast channel, and channel state distribution, we find it useful to parametrize the multiple-access part of the two-stage fading network by its computation rate for a chosen forwarding function.
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6.2.2 Proposed Scheme

We now proceed to describe our proposed strategy. Each user has a message $w_j$ that is drawn uniformly from the set all of all messages $W_j = \{1, \ldots, M_j\}$ and constructs a random codebook where each element of each codeword is drawn according to distribution $P_j(X)$. Each encoder maps its message to a length $n$ codeword:

$$\mathcal{E}_j : W_j \to \mathcal{X}_j^n \quad \text{for} \quad j = 1 \cdots N$$ (6.14)

The codewords are then transmitted to the relays through the broadcast stage of the network with the channel matrix from Equation (6.2). At time $i$, relay $m$ observes $y_m[i]$, which is a noisy combination of the transmitted signals $x_1[i] \cdots x_N[i]$. Relay $m$ has knowledge of its own channel state information vector $h_m[i]$. We let $x[i] = [x_1[i] \cdots x_M[i]]^T$ be the set of transmitted symbols at time instance $i$, $H[i] = [h_1[i] \cdots h_M[i]]^T$ be the set of channel state information and $y[i] = [y_1[i] \cdots y_M[i]]^T$ be the set of relay observations. We define the induced distribution for the set of relay observations and channel state information.

**Definition 6.4.** For the two-stage relay network under a fixed input distribution of the form $P_1(x_1)P_1(x_2) \cdots P_N(x_N)$, the induced distribution $P_{\text{IND}}$ is defined as follows:

$$P_{\text{IND}}(y, H) = \sum_{x_1, \ldots, x_N} Q(y|H, x)P_{\text{CSI}}(H)P_1(x_1)\cdots P_N(x_N)$$ (6.15)

where $Q$ is the channel distribution for the broadcast part of the network and $P_{\text{CSI}}$ is the distribution for the channel state information.

We first choose a forwarding function $U = f_{F, P_{\text{IND}}}(y_1, h_1, \ldots, y_M, h_M)$. The relays will send $U$ to the destination in a distributed fashion. Using a $(k, n, \epsilon)$ $f_{F, P_{\text{IND}}}$ computation code, each relay encodes its first $k$ observations $y^k_m$ and channel state information $h^k_m$ into a length $\ell n$ codeword:

$$\mathcal{R}_m : \mathcal{H}_m^k \times \mathcal{Y}_m^k \to \mathcal{X}_{\ell n}^{r,m} \quad \text{for} \quad m = 1, 2, \ldots, M$$ (6.16)

where $\ell \in \mathbb{Z}_+$ is the bandwidth expansion of the MAC channel. The destination observes $y_{\text{MAC}}$, which is a noisy combination of the transmitted signals from each relay, and performs decoding in two stages. In the first stage, the forwarding function is recovered:

$$\mathcal{D}_1 : \mathcal{Y}_{\text{MAC}}^{\ell n} \to U^k$$ (6.17)

$\hat{U}^k = \mathcal{D}_1(y_{\text{MAC}}^{\ell n})$ (6.18)

In the second stage the original messages are recovered from the forwarding function:

$$\mathcal{D}_2 : U^k \to W_1 \times \cdots \times W_N$$ (6.19)

$$(\hat{w}_1, \ldots, \hat{w}_M) = D_2(u^k)$$ (6.20)

We require that the messages be reliably recovered:

$$Pr((\hat{w}_1, \ldots, \hat{w}_M) \neq (w_1, \ldots, w_M)) \leq \epsilon$$ (6.21)

for all $\epsilon > 0$ for $n$ large.
6.2.3 Achievable Rate

For the two stage relay network with broadcast channel characterized by \( Q(y|H,x) \) and channel state information distribution \( P_{\text{CSI}}(H) \), we give the achievable rate for functional forwarding in the following theorem.

**Theorem 6.5.** Consider the two-stage relay network under a fixed input distribution \( P_1(x_1) \cdots P_N(x_N) \). For a given forwarding function \( U = f_{F,P_{\text{IND}}}(Y_1, h_1, \ldots, Y_M, h_M) \), let \( \kappa_U \) be an achievable computation rate for the multiple-access channel. The set of rates \((R_1 \cdots R_N)\) are achievable if it satisfies the following inequalities:

\[
\sum_{i \in S} R_i \leq \min \{ \kappa_U, 1 \} I(X_S; U|X_{S^c}) \quad \forall \ S \subseteq \{1, \ldots, N\}
\]

where \( \ell \) is the bandwidth expansion of the multiple-access part of the network.

**Remark 6.6.** Full forwarding corresponds to the case where \( U = (Y_1, h_1, \ldots, Y_M, h_M) \) in Theorem 6.5.

The proof of Theorem 1 is given in Appendix F.

6.2.4 Forwarding Functions

We observe that finding the optimal forwarding function \( f_F \) to maximize the achievable rate in Theorem 1 is non-trivial since the forwarding function appears in both the mutual information term and the computation rate \( \kappa_U \). Furthermore, finding the optimal forwarding function involves first finding the computation rate for a general class of functions over a set of MACs, which is generally an open problem [27]. In this section, we briefly discuss criteria for selecting a good forwarding function and show that it is important to exploit the structure of the MAC.

Consider the single user two-stage relay network. From Theorem 1, the achievable rate using functional forwarding is given by

\[
R = \min \{ \kappa_U, 1 \} I(X; U)
\]

(6.22)

where \( U = f_{F,P_{\text{IND}}}(Y_1, h_1, \ldots, Y_M, h_M) \) is the selected forwarding function and \( \kappa_U \) is the MAC’s \( f_{F,P_{\text{IND}}} \) computation rate. One good candidate for \( U \) is the sufficient statistic for \( X \) given the relay observations and fading information \((Y_1, h_1, \ldots, Y_M, h_M)\). For this choice of forwarding function, no information is lost if the destination knows \( U \) rather than the full channel state information and relay observations. When the structure of the MAC is “perfectly matched” to the sufficient statistic (in a sense that will become clear through the examples in the sequel), then choosing the forwarding function to be the sufficient statistic is exactly optimal.
Example 1. Binary Network with OR MAC

We consider a single user binary network with an OR MAC (see Figure 6.2). The first stage consists of a binary broadcast channel with input: \( X \in \{0, 1\} \) and fading: \( h_m \sim \text{i.i.d } \mathcal{B} \left( \frac{1}{2} \right) \). Relay \( m \) observes \( Y_m = h_m X \) for \( m = 1, 2 \). The MAC in the second stage has binary inputs \( X_{r,m} \in \{0, 1\} \) and output \( Y_{MAC} = X_{r,1} \lor X_{r,2} \) (where \( \lor \) is the OR function). We assume a bandwidth expansion \( \ell = 2 \). The forwarding function \( U_{\text{SUFF}} = (U_{\text{SUFF},1}, U_{\text{SUFF},2}) \) is chosen to be the sufficient statistic

\[
U_{\text{SUFF},1} = Y_1 \lor Y_2 \tag{6.23}
\]

\[
U_{\text{SUFF},2} = h_1 \lor h_2 \tag{6.24}
\]

The relays use uncoded transmission to first send \( U_1 \) and then \( U_2 \) across the MAC in a distributed fashion. The relays first transmit \( X_{r,m}[i] = h_m[i]Y_m[i] \) for \( i = 1, \ldots, n \) and then \( X_{r,m}[i] = h_m[i-n] \) for \( i = n+1, \ldots, 2n \). The destination receives

\[
Y_{MAC}[i] = Y_1[i] \lor \ldots \lor Y_M[i] \quad \text{for} \quad i = 1, \ldots, n
\]

\[
Y_{MAC}[i] = h_1[i-n] \lor \ldots \lor h_M[i-n] \quad \text{for} \quad i = n+1, \ldots, 2n
\]

Thus, via uncoded transmission, we can establish that an achievable computation rate is given by \( \kappa_U = \frac{1}{2} \). We note that since the structure of the MAC is perfectly matched to the sufficient statistic, the final destination receives \( (U_{\text{SUFF},1}, U_{\text{SUFF},2}) \). Plugging the achievable computation rate into Theorem 1, the achievable rate for functional forwarding is given by

\[
R = \frac{1}{2} 2I(X; U_{\text{SUFF},1}, U_{\text{SUFF},2}) \tag{6.25}
\]

\[
= I(X; Y_1, Y_2, h_1, h_2) \tag{6.26}
\]

\[
= 1 - \left( \frac{1}{2} \right)^2 \tag{6.27}
\]

where the last inequality follows by choosing the input distribution \( X \sim \mathcal{B} \left( \frac{1}{2} \right) \). We evaluate the cutset upper bound \([1]\):

\[
C_{\text{Cut-Set}} = \max_{P(x, x_{r,1}, x_{r,2})} \min \{ I(X; Y_1, Y_2, h_1, h_2), 2I(X_{r,1}, X_{r,2}; Y_{MAC}) \} \tag{6.28}
\]

\[
= \max_{P(x)} I(X; Y_1, Y_2, h_1, h_2) \tag{6.29}
\]

\[
= 1 - \left( \frac{1}{2} \right)^2 \tag{6.30}
\]

\[
= 1 - \left( \frac{1}{2} \right)^2 \tag{6.31}
\]

and find that functional forwarding is optimal.
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Forwarding the sufficient statistic is exactly optimal in this network since the sufficient statistic preserves information perfectly and the MAC is exactly matched with the sufficient statistic. However, when the MAC at hand is not matched to the sufficient statistic, then the latter is no longer the best forwarding function. This fact is illustrated in the next example.

Example 2. Binary Network with XOR MAC

We consider the two stage relay network shown in Figure 6.2. The binary broadcast channel in the first stage is the same as that in Example 1 and the sufficient statistic is given by Equation (6.23). The MAC in the second stage is an XOR MAC with inputs $X_{r,m} \in \{0, 1\}$ for all $m = 1, 2$ and output $Y_{MAC} = X_{r,1} \oplus X_{r,2}$. We consider the matched bandwidth case where $\ell = 1$. An achievable computation rate for the sufficient statistic is $\kappa_{SUFF} = 0.286$ (derived from Example 7 in [27]) and the functional forwarding achievable rate if the sufficient statistic is forwarded is given by

$$R_{SUFF} = \kappa_{SUFF} I(X; U_{SUFF})$$

$$= 0.214$$

where $X \sim B\left(\frac{1}{2}\right)$. Here, the achievable rate for functional forwarding is not optimal since the OR MAC cannot compute the XOR function efficiently. Hence, rather than forwarding the sufficient statistic, we forward the XOR function instead. We choose the forwarding function $U_{XOR} = (U_{XOR,1}, U_{XOR,2})$ to be the XOR of the inputs:

$$U_{XOR,1} = Y_1 \oplus Y_2$$

$$U_{XOR,2} = h_1 \oplus h_2$$

Using uncoded transmission separately for each component of $U_{XOR}$ and using two channel uses, we find that an achievable computation rate for forwarding $U_{XOR}$ is $\kappa_{XOR} = \frac{1}{2}$ and thus, using Theorem 1 with input distribution $X \sim B\left(\frac{1}{2}\right)$, we find that the following rate is achievable:

$$R_{XOR} = \kappa_{XOR} I(X; U_{XOR})$$

$$= 0.25$$
where $X \sim \mathcal{B}(\frac{1}{2})$. This example shows that it is not always optimal to send the sufficient statistic. Rather, it is crucial to consider the structure of the MAC when choosing the forwarding function.

![Figure 6.3](image)

**Figure 6.3.** The binary network considered in Example 2, with two relays and binary XOR MAC

6.2.5 Single-User Examples

In this section, we compare the performance of functional forwarding versus full forwarding through a series of examples. Full forwarding corresponds to sending the entire set of relay observations and channel state information. Although our choices for the forwarding functions are not always optimal, we show that functional forwarding can be much more efficient than full forwarding.

We consider the single user two-stage binary network (see Figure 6.4) with different multiple-access channels. The broadcast network in the first stage is same as that of Example 1 but we now consider $M$ relays instead of just two. In the second stage, the relays communicate to the destination through a multiple-access channel.

![Figure 6.4](image)

**Figure 6.4.** The Binary Relay Figure considered in Example 1-3 for varying multiple-access channels (MAC)

Example 1 (Continued).
The capacity region of this multiple-access channel is given by
\[ C = \left\{ (R_1 \cdots R_M) \in \mathbb{R}_+^M : \sum_{m=1}^{M} R_m = 1 \right\} \]  
and the sum capacity \( C_{\text{MAC, SUM}} = 1 \). We choose the forwarding function to be the sufficient statistic: 
\[ U_{\text{SUFF}} = (U_{\text{SUFF,1}}, U_{\text{SUFF,2}}) \] where
\[ U_{\text{SUFF,1}} = y_1 \lor y_2 \cdots \lor y_M \]  
\[ U_{\text{SUFF,2}} = h_1 \lor h_2 \cdots \lor h_M \] 

We observe that exactly as in the case of two users discussed before, uncoded transmission performs well here, attaining a computation rate of \( \kappa_U = \frac{1}{2} \). We compare this to the strategy where the full information is forwarded to the destination from \( M' \) relays. From Theorem 1 (and also Remark 1), it can be shown that the overall achievable rate is given by:
\[ R_{\text{FULL}}(M') = \frac{C_{\text{SUM, MAC}}}{H(Y_1, h_1, \ldots, Y_{M'}, h_{M'})} I(X; Y_1, h_1 \cdots Y_{M'}, h_{M'}) \]  
We choose \( M' \) to maximize the overall sum transmission rate:
\[ M' = \arg \max_{m \leq M} R_{\text{FULL}}(m) \]

Figure 6.6 compares the performance of the different schemes. We note that functional forwarding is exactly optimal while full forwarding is highly suboptimal when the number of relays becomes large. In this case, the total amount of CSI becomes exceedingly large, and thus the MAC from the relays to the destination becomes the main bottleneck.

In Example 1, the sufficient statistic is perfectly matched with the MAC and forwarding the sufficient statistic is optimal. In the next example, we show that even in the case where the MAC is not perfectly matched with the sufficient statistic, forwarding the sufficient statistic still gives a nontrivial gain over full forwarding.
Example 3.

Consider the two-stage binary network where the MAC has inputs $X_{r,m} \in \{0, ..., 4M - 1\}$ for all $m = 1, .., M$ and output $Y_{\text{MAC}} = \sum_{m=1}^{M} X_{r,m} + Z \mod 4M$ where $Z \sim \mathcal{B}\left(\frac{1}{2}\right)$. This is a symmetric MAC with capacity $C_{\text{MAC,SUM}} = \log(4M) - 1$. As in Example 2, we choose the forwarding function to be the sufficient statistics $U_{\text{SUFF}} = (U_{\text{SUFF,1}}, U_{\text{SUFF,2}})$ given by Equation (6.39). Let $V_1 = \sum_{m=1}^{M} Y_m \mod 4M$ and $V_2 = \sum_{m=1}^{M} h_m \mod 4M$. Since $U_{\text{SUFF,1}}, U_{\text{SUFF,2}}$ can be recovered from $(V_1, V_2)$, we use the linear the computation code developed in [27] to send $(V_1, V_2)$ at computation rate $\kappa = \frac{C_{\text{MAC,SUM}}}{H(V_1, V_2)}$. In Figure 6.7, we compare the performance of different relaying strategies when the MAC has matched bandwidth ($\ell = 1$). We find that functional forwarding outperforms other strategies for $M \geq 2$ and is optimal for $M \geq 4$.

6.2.6 Multi-User Example

The previous examples consisted of single user networks. Here, we consider the effect of functional forwarding in the two stage binary network with two users and $M$ relays (see Figure 6.8). At time $i$, each user transmits $X_j[i] \in \{0, 1\}$ for $j = 1, 2$ and the relays observe:

$$Y_m[i] = h_{m,1}[i]X_1[i] \oplus h_{m,2}[i]X_2[i]$$

(6.43)

where $h_{m,1}, h_{m,2} \sim \text{i.i.d } \mathcal{B}\left(\frac{1}{2}\right)$. The relays use a computation code to send the forwarding function to the destination. We consider a binary XOR MAC with inputs $X_{r,m} \in \{0, 1\}$ for all $m = 1, ..., M$ and output $Y_{\text{MAC}} = \oplus_{m=1}^{M} X_{r,m}$. This is a symmetric MAC with capacity $C_{\text{MAC,SUM}} = 1$. We assume a bandwidth expansion $\ell = 4$. The forwarding function $U =$
Figure 6.7. Achievable rates for binary network with mod 4M adder MAC from Example 3. In this case, functional forwarding is optimal when the number of relays is greater than 3.

\[(U_1, U_2)\] is chosen as follows:

\[
U_1 = H^T Y
\]

\[
U_2 = H^T H
\]

where \(H\) is the channel matrix and \(Y = [y_1, y_2]\) consists of the relay observations. We note that all operations are over the binary field. Using uncoded transmission, an achievable computation rate for the forwarding function is \(\kappa_U = 0.2\). Using Theorem 1, the achievable sum rate with functional forwarding is given by

\[
R = 0.8 \mathbb{E} \left[ \text{rank} \left( H^T H \right) \right]
\]

Figure 6.9 shows the performance of different relaying schemes. We observe that although the considered version of functional forwarding is not optimal it outperforms full forwarding when there are three or more relays.

6.3 Extension to a Gaussian Network

In this section, we examine the performance of functional forwarding in a Gaussian Network (see Figure 6.10). We first describe the Gaussian channel model then show that functional forwarding can be much more efficient than full forwarding.
6.3.1 Channel Model

We consider the two-stage Gaussian relay network that consists of a fading broadcast channel followed by a non-fading multiple-access channel (see Figure 6.10). The source chooses a message $w$ uniformly from the set $W = \{1, 2, ..., 2^{nR}\}$ and encodes into into a length $n$ codeword $x$:

$$\mathcal{E}_m : W \rightarrow \mathbb{R}^n$$  \hspace{1cm} (6.47)

We assume the typical power constraint is satisfied at the source:

$$\frac{1}{n} \sum_{i=1}^{n} x^2[i] \leq \text{SNR}_s$$  \hspace{1cm} (6.48)

At time $i$, the source transmits $x[i]$ and relay $m$ observes:

$$y_m[i] = h_m[i]x[i] + z_m[i]$$  \hspace{1cm} (6.49)

The fading coefficients are drawn independently from a Gaussian distribution: $h_m[i]$ i.i.d $\sim \mathcal{N}(0, 1)$ and $\{z_m[i]\}_i$ is a white Gaussian process with unit variance. The fading coefficient $h_m[i]$ is assumed to be known at relay $m$ but unknown at the destination as well as at the other relays. We assume $\ell$ uses of the MAC are allowed per use of the broadcast channel and find it interesting to consider the case of a bandwidth expansion. Relay $m$ encodes its observation $y_m^n$ and channel state information $h_m^n$ into a length $\ell n$ codeword $x_{r,m}^{\ell n}$:

$$\mathcal{R}_m : \mathbb{R}^n \times \mathbb{R}^n \rightarrow \mathbb{R}^{\ell n}$$  \hspace{1cm} (6.50)

We assume a power constraint of $\text{SNR}_r$ at the relays:

$$\frac{1}{\ell n} \sum_{i=1}^{\ell n} x_{r,m}^2[i] \leq \text{SNR}_r$$  \hspace{1cm} (6.51)
At time $i$, relay $m$ transmits signal $x_{r,m}[i]$ to the destination. The destination observes a linear sum of the relay transmissions with additive white Gaussian noise:

$$y_{\text{MAC}}[i] = \sum_{m=1}^{M} x_{r,m}[i] + z_{\text{MAC}}[i],$$

where $\{z_{\text{MAC}}[i]\}_i$ is a Gaussian process with unit variance. The destination decodes the message:

$$\mathcal{D} : \mathbb{R}^{\ell n} \rightarrow \mathcal{W}$$
$$\hat{w} = \mathcal{D}(y_{\text{MAC}}^n).$$

We require that the message be reliably recovered:

$$Pr(\hat{w} \neq w) \leq \epsilon$$

for all $\epsilon > 0$ for $n$ large.

### 6.3.2 Forwarding Function

Let $y = [y_1 \cdots y_M]^T$ represent the vector of relay observations, $h = [h_1 \cdots h_M]^T$ be the vector of the channel state information and $z = [z_1 \cdots z_M]^T$ be the vector of noise noise. It
follows that:
\[ y = hx + z \]  
(6.56)

A sufficient statistic can be formed by projecting the relays’ received signal onto the direction of the fading vector:
\[ h^T y = \|h\|^2 x + \tilde{z} \]  
(6.57)

where \( \tilde{z} \sim \mathcal{N}(0, \|h\|^2 N) \). This reduces the broadcast channel to a point-to-point Gaussian channel with fading coefficient \( \|h\|^2 \). We observe that \((h^T y, \|h\|^2)\) is the sufficient statistic for the transmitted signal given the relay outputs and fading coefficients and have the following Markov Chain:
\[ x \rightarrow (y, h) \rightarrow (h^T y, \|h\|^2) \]  
(6.58)

The vector of channel state information \( h \) is not needed to decode the transmitted signal but rather its norm \( \|h\|^2 \) is sufficient. Given fading coefficients \( h \) and relay observations \( y \), we select the forwarding function to be the sufficient statistic:
\[ U = h^T y \]  
(6.59)
\[ V = \|h\|^2 \]  
(6.60)

The relays use a computation code to first send \( U \) and then \( V \) across the multiple access channel to the destination. Note that \( U \) is linear in \( h_m y_m \) and \( V \) is linear in \( h_m^2 \). Recently, it was shown in \([27]\) that lattice codes can efficiently compute linear functions of Gaussian random variables over the Gaussian MAC. Our computation code is a modified version of that in \([27]\).

### 6.3.3 Achievable Rates

The following theorem gives the achievable rate for the Gaussian network using functional forwarding.
Theorem 6.7. Consider the Gaussian, two-stage relay channel with a bandwidth expansion of \( \ell \). For any \( \ell_1, \ell_2 \in \mathbb{Z}_+ \) such that \( \ell_1 + \ell_2 = \ell \), the following rate is achievable
\[
R = \frac{1}{2} \mathbb{E} \left[ \log \left( 1 + \frac{\hat{V}^2 \text{SNR}_s}{\mathbb{E}[(V - \hat{V})^2|V]\text{SNR}_s + \hat{V} + D_2} \right) \right]
\]
(6.61)
where \( \hat{V} = \mathbb{E}[V|V + Z] \), \( V \) is Chi-Squared with \( M \) degrees of freedom and \( Z \) is zero-mean Gaussian with variance \( D_1 \) given by
\[
D_1 = (2\text{SNR}_s + 1) \left( \frac{1}{\text{SNR}_r} \right)^{\ell_1}
\]
(6.62)
and the constant \( D_2 \) is given by
\[
D_2 = 2 \left( \frac{1}{\text{SNR}_r} \right)^{\ell_2}
\]
(6.63)

In the case where \( \ell_1 = \ell_2 = 1 \), our computation code involves only amplify and forward. In general, we use a modified version of the scheme from [27] that uses lattice codes from [16, 17]. The proof is given in Appendix G. In the following Corollary, we provide a lower bound on the achievable rate.

Corollary 6.8. The functional forwarding achievable rate for the Gaussian two-stage network from Theorem 6.7 can be lower bounded as follows
\[
R \geq \frac{1}{2} \mathbb{E} \left[ \log \left( \frac{V^2 \text{SNR}_s}{D_1 \text{SNR}_s + M + D_2} \right) \right] - 1
\]
(6.64)
\[
R \geq \frac{1}{2} \mathbb{E} \left[ \log \left( \frac{V^2 \text{SNR}_s}{D_1 \text{SNR}_s + M + D_2} \right) \right] - 1
\]
(6.65)
where \( V \) is Chi-Squared with \( M \) degrees of freedom and the constants:
\[
D_1 = (2\text{SNR}_s + 1) \left( \frac{1}{\text{SNR}_r} \right)^{\ell_1}
\]
(6.66)
\[
D_2 = 2 \left( \frac{1}{\text{SNR}_r} \right)^{\ell_2}
\]
(6.67)

Proof. From Theorem 6.7, the achievable rate of the Gaussian Network is given by:
\[
R = \frac{1}{2} \mathbb{E} \left[ \log \left( 1 + \frac{\hat{V}^2 \text{SNR}_s}{\mathbb{E}[(V - \hat{V})^2|V]\text{SNR}_s + \hat{V} + D_2} \right) \right]
\]
(6.68)
where \( \hat{V} = \mathbb{E}[V|V + Z] \), \( V \) is Chi-Squared with \( M \) degrees of freedom and \( Z \) is zero-mean Gaussian with \( D_1 \) given by
\[
D_1 = (2\text{SNR}_s + 1) \left( \frac{N}{\text{SNR}_r} \right)^{\ell_1}
\]
(6.69)
and the constant $D_2$ is given by

$$D_2 = 2 \left( \frac{1}{\text{SNR}_r} \right)^{\ell_2} \quad (6.70)$$

We further bound this mutual information as follows:

$$R = \frac{1}{2} \mathbb{E} \left[ \log \left( 1 + \frac{\hat{V}^2 \text{SNR}_s}{\mathbb{E}[(V - \hat{V})^2 | \hat{V}] \text{SNR}_s + \hat{V} + D_2} \right) \right] \quad (6.71)$$

$$\geq \frac{1}{2} \mathbb{E} \left[ \log \left( 1 + \frac{V^2 \text{SNR}_s}{\mathbb{E}[(V - \hat{V})^2 | \hat{V}] \text{SNR}_s + \hat{V} + D_2} \right) \right] - 1 \quad (6.72)$$

$$\geq \frac{1}{2} \mathbb{E} \left[ \log \left( \frac{V^2 \text{SNR}_s}{\mathbb{E}[(V - \hat{V})^2 | \hat{V}] \text{SNR}_s + \hat{V} + D_2} \right) \right] - 1 \quad (6.73)$$

$$\geq \frac{1}{2} \mathbb{E} \left[ \log \left( \frac{V^2 \text{SNR}_s}{D_1 \text{SNR}_s + M + D_2} \right) \right] - 1 \quad (6.74)$$

In the next section, we compare the achievable rates for the different relaying techniques.

### 6.3.4 Example: Scaling Illustration

In this section, we characterize the performance of different relaying techniques when a large number of relays is in the network. We compare the performance of functional forwarding to full forwarding using compressed and forward at the relays and decode and forward (see [94] for a description of compressed-and-forward and decode-and-forward). We parametrize $\text{SNR}_s, \text{SNR}_r$ and $\ell$ with respect to the number of relays $M$ as follows:

$$\text{SNR}_s = \Theta(M^\alpha) \quad (6.75)$$

$$\text{SNR}_r = \Theta(1) \quad (6.76)$$

$$\ell = \Theta(M^\beta) \quad (6.77)$$

where $\alpha, \beta > 0$. We note that $P_r, N$ are fixed to be constants and we assume that $\frac{P_r}{N} > 1$. Our regime of interest represents a regime of high $\text{SNR}$ and a large number of relay nodes. It is well known that the presence of channel state information is crucial under high $\text{SNR}$. We show that forwarding full channel state information is inefficient when there is a large number of relays.

---

1The notation $f(n) = \Theta(g(n))$ means that there exist constants $C, C' > 0$ such that $f(n) \leq C g(n)$ and $g(n) \leq C' f(n)$
From the standard cut-set bound [1, Theorem 14.10.1], the achievable rate for the Gaussian network must satisfy the following inequalities:

\[ R \leq \min \left\{ \mathbb{E} \left[ \frac{1}{2} \log \left( 1 + \|h\|^2 \text{SNR}_s \right) \right], \frac{\ell}{2} \log \left( 1 + M^2 \text{SNR}_r \right) \right\} \]

\[ \leq \mathbb{E} \left[ \frac{1}{2} \log \left( 1 + \|h\|^2 \text{SNR}_s \right) \right] \quad (6.78) \]

\[ \leq \frac{1}{2} \log \left( 1 + \mathbb{E}[\|h\|^2] \text{SNR}_s \right) \quad (6.79) \]

\[ \leq \frac{1}{2} \log \left( 1 + M \text{SNR}_s \right) \quad (6.80) \]

\[ \leq \frac{1}{2} \log(M M^\alpha) + \Theta(1) \]

\[ = \frac{(1 + \alpha)}{2} \log M + \Theta(1) \quad (6.81) \]

We let \( R_{\text{UPPER}} \) denote an upper bound to the Gaussian network

\[ R_{\text{UPPER}} = \frac{(1 + \alpha)}{2} \log M + \Theta(1) \quad (6.82) \]

The achievable rate using decode and forward is given by

\[ R_{\text{DECODE}} = \mathbb{E} \left[ \frac{1}{2} \log \left( 1 + \|h_1\|^2 \text{SNR}_s \right) \right] \quad (6.83) \]

We define \( r_{\text{DECODE}} \) to be the ratio of \( R_{\text{DECODE}} \) and \( R_{\text{UPPER}} \) in our scaling regime of interest:

\[ r_{\text{DECODE}} = \lim_{M \to \infty} \frac{R_{\text{DECODE}}}{R_{\text{UPPER}}} \quad (6.84) \]

From Equations (6.82), (6.83), it follows that:

\[ r_{\text{DECODE}} \leq \lim_{M \to \infty} \frac{\frac{1}{2} \log(M^\alpha) + \Theta(1)}{(1 + \alpha) \log M + \Theta(1)} \]

\[ = \frac{\alpha}{1 + \alpha} \quad (6.85) \]

Compared to the upper bound, we note that the decode and forward rate is suboptimal. This suggest that it is important for the destination to know the channel state information and relay observations from multiple relays before recovering the user’s message.
CHAPTER 6. FUNCTIONAL FORWARDING OF CHANNEL STATE INFORMATION

Using the rate of functional forwarding given in Theorem 2, we evaluate the performance of functional forwarding compared against the upper bound as follows:

\[ r_{\text{FUNCTION}} = \lim_{M \to \infty} \frac{R_{\text{FUNCTION}}}{R_{\text{UPPER}}} \]

\[ \geq \frac{\frac{1}{2} \log \left( \frac{M^2 M^\alpha}{M^\alpha \left( \frac{\alpha}{M} \right)^M + M} \right) - \Theta(1)}{(1+\alpha) \frac{\log M}{2} + \Theta(1)} \]

\[ = 1 \]

We note that functional forwarding is optimal in our regime of interest. Finally, we compare the performance of full forwarding as a function of the upper bound. Using compress and forward to send the fading coefficients and relay observations individually, it can be shown that

\[ r_{\text{FULL}} = \lim_{M \to \infty} \frac{R_{\text{FULL}}}{R_{\text{UPPER}}} \]

\[ \geq \frac{\min \left\{ \frac{1+\alpha}{2}, \frac{\beta+\alpha}{1+\alpha} \right\} \log M + \Theta(1)}{(1+\alpha) \frac{\log M}{2} + \Theta(1)} \]

\[ = \min \left\{ 1, \frac{\beta + \alpha}{1 + \alpha} \right\} \]

The scaling results are summarized in Table 6.1 and displayed in Figure 11. We note that functional forwarding is optimal in our scaling regime of interest while full forwarding is suboptimal when the MAC does not have enough bandwidth (in the case where \( \beta < 1 \)). In this regime, there are \( M \) fading coefficients to be sent over the MAC but only \( M^\beta \) channel uses. Since sending multiple coefficients at once causes interference, full forwarding allows only \( M^\beta \) of the relays to send their information.

| Table 6.1: Scaling results \( r = \frac{R}{R_{\text{UPPER}}} \) for Single User Gaussian Network |
|-----------------------------------|-----------------|
| Functional Forwarding            | 1               |
| Full Forwarding                   | \( \min \left\{ 1, \frac{\beta+\alpha}{1+\alpha} \right\} \) |
| Decode and Forward                | \( \frac{\alpha}{1+\alpha} \) |

6.4 Conclusion

We propose a framework to forward a function of the channel state information for the two-stage fading network. We applied our framework to a series of examples and showed
that functional forwarding of channel state information can be much more efficient than full forwarding.
Chapter 7

Conclusion

In this thesis, we demonstrated the role of structured codes in information theory and focused on three MIMO and network settings. First, while considering a MIMO channel, it was shown that structured lattice codes can improve linear receiver design. Traditional linear receivers recover the individual data streams transmitted across the MIMO channel. Although these types of architectures are low in complexity, they experience a high performance loss compared to the theoretically optimal joint receiver. To bridge this performance gap, the proposed integer-forcing linear receiver instead recovers linear equations of the data streams. Standard random coding arguments are insufficient since equations of data streams are recovered, and lattice codes are used for their algebraic structure. The proposed receiver architecture achieves much better performance than traditional linear receivers at the cost of only slightly higher complexity. Second, we leveraged lattice codes to connect problems of computation over wireless networks to those of computation across wireline networks. By using lattice codes for both source quantization and source coding, the wireless network problem is converted into a deterministic wireline network problem. Tools from computation over wireline networks can then be applied. As a result, we characterized the distortion for transmitting the sum of Gaussian sources across a class of wireless relay-networks to within a constant gap of the optimal distortion. Finally, lattice codes can be used to transmit a function of the channel state information in relay networks where only partial channel state information is available. This is shown to be much more efficient than transmitting the full channel state information.

It is known that lattice codes achieve the optimal performance in many point-to-point settings and provide non-trivial gains over standard random codes in many network settings. This thesis further highlights the advantages of lattice codes through three network scenarios. A natural question that arises is the development of algebraically structured codes beyond lattice codes and their application to wireless network scenarios. Currently, lattice codes with similar encoding and decoding constructions are applied universally across many network settings. Although they are shown to be advantageous over random codes in many network scenarios, their optimality still remains to be proven for most cases. An interesting direction
for future research would be the development of algebraically structured codes specifically suited for particular network scenarios. Furthermore, the formal definition of a structured code and a random code remain to be determined. An interesting question would be to characterize the difference between the two and categorize problems based on the type of coding needed.
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Appendix A

Integer-Forcing vs. V-Blast IV

Recall that V-BLAST II performs decoding in the optimal order and V-BLAST III allows for rate allocation. In this appendix, we introduce V-BLAST IV, which allows for both rate allocation and an optimized decoding order. Under V-BLAST IV, the data streams are decoded with respect to the ordering

$$\pi^* = \arg\max_{\pi \in \Pi} \min_m 2M R_{\pi(m)}(H).$$

(A.1)

where $R_{\pi(m)}(H)$ is given by (3.6). We compare the behavior of V-BLAST IV to that of the integer-forcing linear receiver in Figures A.1, A.2, A.3. The results show although V-BLAST IV achieves good performance for low to medium SNR, the integer-forcing linear achieves higher outage rates and lower outage probabilities in the medium to high SNR regime.

Figure A.1. 1 percent outage rates for the $2 \times 2$ complex-valued MIMO channel with Rayleigh fading.
Figure A.2. 5 percent outage rates for the $2 \times 2$ complex-valued MIMO channel with Rayleigh fading.

Figure A.3. Outage probability for the $2 \times 2$ complex-valued MIMO channel with Rayleigh fading for a target sum rate of $R = 6$. 
Appendix B

Proof of Theorem 2.21

In order to establish Theorem 2.21, we need a few key facts about lattices.

**Definition B.1 (Lattice).** A lattice $\Lambda \subset \mathbb{R}^{2M}$ is a set of points that satisfy the following properties:

i) $0 \in \Lambda$ \hspace{1cm} (B.1)

ii) if $x, y \in \Lambda$ then $x + y \in \Lambda$. \hspace{1cm} (B.2)

We call the rank-$L$ matrix $G$ a generator matrix for $\Lambda$ if

$$\Lambda = \{ Gd : d \in \mathbb{Z}^{2M} \}$$ \hspace{1cm} (B.3)

We use the definition of dual lattices from [95].

**Definition B.2 (Dual Lattice).** Given a lattice $\Lambda \subset \mathbb{R}^{2M}$ with a rank-$L$ generator matrix $G$, the dual lattice $\Lambda^*$ has generator matrix $(G^T)^\dagger$,

$$\Lambda^* = \left\{ (G^T)^\dagger d : d \in \mathbb{Z}^{2M} \right\}.$$ \hspace{1cm} (B.4)

To prove Theorem 2.21, we consider *successive minima* for the involved lattices, a standard concept from the Diophantine approximation literature (see e.g. [64, 96, 97]), defined as follows.

**Definition B.3 (Successive Minima).** Let $\mathcal{B} = \{ x \in \mathbb{R}^{2M} : \| x \| \leq 1 \}$ be the unit ball. Given a lattice $\Lambda \subset \mathbb{R}^{2M}$ with a rank-$L$ generator matrix, the $m$th successive minimum $\epsilon_m(\Lambda)$ where $1 \leq m \leq L$ is given by

$$\epsilon_m(\Lambda) = \{ \min \epsilon : \exists \ m \text{ linearly independent lattice points } v_1, \ldots, v_m \in \Lambda \cap \epsilon \mathcal{B} \}$$

**Remark B.4.** Definition B.3 implies that $\epsilon_1(\Lambda) \leq \epsilon_2(\Lambda) \leq \cdots \leq \epsilon_L(\Lambda)$ for any lattice $\Lambda$. 
The following basic property linking the successive minima of a lattice with those of its dual lattice is key to our proof.

**Lemma B.5** ([95, Proposition 3.3]). Let \( \Lambda \subset \mathbb{R}^{2M} \) be an arbitrary lattice with a rank-\( L \) generator matrix and \( \Lambda^* \) be its dual lattice. The successive minima for \( \Lambda \) and \( \Lambda^* \) satisfy the following inequality:

\[
\epsilon_k^2(\Lambda^*) \epsilon_1^2(\Lambda) \leq \frac{m^2(m + 3)}{4} \quad \text{for } m = 1, 2, \ldots, L.
\] (B.5)

Finally, we also need the following result concerning a random Gaussian lattice.

**Lemma B.6** ([98, Lemma 3]). Let \( H \in \mathbb{R}^{2N \times 2M} \) be the real-valued decomposition of a \( N \times M \) complex Gaussian matrix with i.i.d. Rayleigh entries. Let \( \Lambda = \{ Hd : d \in \mathbb{Z}^{2M} \} \) be the lattice generated by \( H \). Then

\[
\Pr(\epsilon_1(\Lambda) \leq s) = \begin{cases} 
\gamma s^{2N}, & M < N, \\
\delta s^{2N} \max \left\{ -(\ln s)^{N+1}, 1 \right\}, & M = N.
\end{cases}
\]

where \( \gamma \) and \( \delta \) are constants independent of \( s \).

We now provide the proof of Theorem 2.21. Let \( R = r \log \text{SNR} \) be the target rate where \( r \in [0, M] \). For a fixed set of equations \( A = [a_1, \ldots, a_2M]^T \) and a fixed preprocessing matrix \( B = [b_1, \ldots, b_{2M}]^T \), the outage probability is given by

\[
p_{\text{OUT}}(r, A, B) = \Pr \left( R(H, A, B) < r \log \text{SNR} \right)
= \Pr \left( \min_m R(H, a_m, b_m) < \frac{r}{2M} \log \text{SNR} \right)
= \Pr \left( \max_m \|b_m\|^2 + \text{SNR}\|H^Tb_m - a_m\|^2 > \text{SNR}^{1 - \frac{r}{M}} \right)
\]

For a fixed set of equations \( A \), we are free to choose any projection matrix \( B \), resulting in the following bound:

\[
p_{\text{OUT}}(r, A) = \min_B p_{\text{OUT}}(r, A, B)
\leq p_{\text{OUT}}(r, A, AH^\dagger)
= \Pr \left( \max_m \|\left(H^\dagger\right)^{\dagger}a_m\|^2 > \text{SNR}^{1 - \frac{r}{M}} \right)
\]
We then choose the best set of full-rank equations by optimizing (B.6) over all integer matrices $A \in \mathbb{Z}^{2M \times 2M}$ with non-zero determinant:

$$ p_{\text{OUT}}(r) = \min_{A : |A| > 0} p_{\text{OUT}}(r, A) $$

$$ \leq \min_{A : |A| > 0} \Pr \left( \max_m \left\| (H^T)^\dagger a_m \right\|^2 > \text{SNR}^{1 - \frac{r}{M}} \right) $$

$$ = \Pr \left( \min_{A : |A| > 0} \max_m \left\| (H^T)^\dagger a_m \right\|^2 > \text{SNR}^{1 - \frac{r}{M}} \right) $$

We use properties of dual lattices to bound (B.8). For a fixed $H$, let $\Lambda_{\text{CHANNEL}}$ be the lattice generated by $H$ and $\Lambda_{\text{DUAL}}$ be the dual lattice generated by $(H^T)^\dagger$,

$$ \Lambda_{\text{CHANNEL}} = \{ Hd : d \in \mathbb{Z}^{2M} \} $$

$$ \Lambda_{\text{DUAL}} = \{ (H^T)^\dagger d : d \in \mathbb{Z}^{2M} \} . $$

Using the definition of successive minima (Definition B.3), it follows that

$$ \min_{A : |A| > 0} \max_m \left\| (H^T)^\dagger a_m \right\|^2 = \max_{m=1, \ldots, 2M} \epsilon_m(\Lambda_{\text{DUAL}}) $$

$$ = \epsilon_{2M}(\Lambda_{\text{DUAL}}). $$

We now express (B.8) in terms of the successive minima of $\Lambda_{\text{DUAL}},$$

$$ p_{\text{OUT}}(r) \leq \Pr \left( \min_{A : |A| > 0} \max_m \left\| (H^T)^\dagger a_m \right\|^2 > \text{SNR}^{1 - \frac{r}{M}} \right) $$

$$ = \Pr \left( \epsilon_{2M}^2(\Lambda_{\text{DUAL}}) > \text{SNR}^{1 - \frac{r}{M}} \right) $$

Using Lemma B.5, we can bound the successive minima of $\Lambda_{\text{DUAL}}$ in terms of the successive minima of $\Lambda_{\text{CHANNEL}},$

$$ \epsilon_{2M}^2(\Lambda_{\text{DUAL}}) \leq \frac{2M^3 + 3M^2}{\epsilon_1^2(\Lambda_{\text{CHANNEL}})} . $$

Combining (B.14) and (B.15), the outage probability is upper bounded by

$$ p_{\text{OUT}}(r) \leq \Pr \left( \frac{2M^3 + 3M^2}{\epsilon_1^2(\Lambda_{\text{CHANNEL}})} > \text{SNR}^{1 - \frac{r}{M}} \right) $$

$$ = \Pr \left( \epsilon_1^2(\Lambda_{\text{CHANNEL}}) < \frac{2M^3 + 3M^2}{\text{SNR}^{1 - \frac{r}{M}}} \right) $$
This probability can in turn be upper bounded using Lemma B.6. For large SNR, we find that

\[
p_{\text{out}}(r) \leq \frac{\max\{\gamma, \delta\} (2M^3 + 3M^2)^N (\ln \text{SNR})^{N+1}}{\text{SNR}^{N(1-r/M)}}.
\]

where \(\gamma, \delta\) are constants independent of SNR. The achievable diversity for multiplexing gain \(r\) is thus

\[
d(r) = \lim_{\text{SNR} \to \infty} -\frac{\log p_{\text{out}}(r)}{\text{SNR}} \geq \lim_{\text{SNR} \to \infty} \frac{N (1 - \frac{r}{M})}{\text{SNR}} - \frac{o(\text{SNR})}{\text{SNR}} = N \left(1 - \frac{r}{M}\right)
\]

\[(B.18)\]

\[(B.19)\]

\[(B.20)\]
Appendix C

Proof of Theorem 5.17

We fix a broadcast network $\mathcal{N}_{\text{DET-BC}}$ with nodes $\Omega$ and communication demands $\mathcal{P}$. We assume that the linear time invariant code $\{K_i\}_{i \in \Omega}$ achieves the rate tuple $(R_1, \ldots, R_t)$. For clarity purposes, we use the notation $N_{\text{BC}, S}$ to denote the source node, $N_{\text{BC}, D_1}, \ldots, N_{\text{BC}, D_m}$ denote the $m$ destination nodes and $N_i$ for $i = 1, \ldots, r$ to denote the $r$ relay nodes. Let $G_{\text{BC}}$ be the overall transfer function for the broadcast network $\mathcal{N}_{\text{DET-BC}}$ from the input of the source node $N_{\text{BC}, S}$ to the output of the destination nodes $N_{\text{BC}, D_1}, \ldots, N_{\text{BC}, D_m}$. Since $X_{\text{BC}, D_i} = \emptyset$, it follows that

$$G_{\text{BC}} = [G_{\text{BC}, S, D_1}^T \cdots G_{\text{BC}, S, D_m}^T]^T$$

where $G_{\text{BC}, S, D_i}$ is the transfer function from node $N_{\text{BC}, S}$ to node $N_{\text{BC}, D_i}$. Let $\mathcal{N}_{\text{DET-MAC}}$ be the dual multiple-access channel with source nodes $N_{\text{MAC}, S_1}, \ldots, N_{\text{MAC}, S_m}$ and destination node $N_{\text{MAC}, D}$. We assume that $\mathcal{N}_{\text{MAC}}$ applies the linear time invariant code $\{K_i^T\}_{i \in \Omega}$. Let $G_{\text{MAC}}$ be the overall transfer function for the dual multiple-access network from source nodes $N_{\text{MAC}, S_1}, \ldots, N_{\text{MAC}, S_m}$ to the destination node $N_{\text{MAC}, D}$. Since $Y_{\text{MAC}, S_i} = \emptyset$ for all $i$, it follows that

$$G_{\text{MAC}} = [G_{\text{MAC}, S_1, D}^T \cdots G_{\text{MAC}, S_m, D}^T]^T$$

where $G_{\text{MAC}, S_i, D}$ is the transfer function from $N_{\text{MAC}, S_i}$ to the destination node $N_{\text{MAC}, D}$. We show that $G_{\text{BC}}^T = G_{\text{MAC}}$. From (C.1) and (C.2), it is sufficient to show that $G_{\text{BC}, S, D_i}^T = G_{\text{MAC}, S_i, D}$ for all $i = 1, \ldots, m$. From [76], the transfer function $G_{\text{BC}, S, D_i}$ is given by

$$G_{\text{BC}, S, D_i} = [H_{\text{BC}, 1, D_i} K_1 \cdots H_{\text{BC}, r, D_i} K_r] \left( I - \begin{bmatrix} H_{\text{BC}, 1, 1} K_1 & \cdots & H_{\text{BC}, r, 1} K_r \\ \vdots & \ddots & \vdots \\ H_{\text{BC}, 1, r} K_1 & \cdots & H_{\text{BC}, r, r} K_r \end{bmatrix} \right)^{-1} \begin{bmatrix} H_{\text{BC}, S, 1} \\ \vdots \\ H_{\text{BC}, S, r} \end{bmatrix}$$

(C.3)
and the transfer function $G_{MAC,S_i,D}$ is given by

$$G_{MAC,S_i,D} = [H_{MAC,1,D} K_1^T \cdots H_{MAC,q,D} K_q^T] \left( I - \begin{bmatrix} H_{MAC,1,1} K_1^T & \cdots & H_{MAC,r,1} K_1^T \\ \vdots & \ddots & \vdots \\ H_{MAC,1,r} K_1^T & \cdots & H_{MAC,r,r} K_r^T \end{bmatrix} \right)^{-1}$$

We define the matrices

$$G_{MAC,S_i,1} = \begin{bmatrix} H_{MAC,S_i,1} \\ \vdots \\ H_{MAC,S_i,r} \end{bmatrix} + H_{MAC,S_i,D}$$

We note that

$$H_{MAC,S_i,D} = H_{BC,S_i,D_i}^T \quad \text{for all } i = 1 \cdots m \quad \text{(C.7)}$$

$$H_{MAC,S_i,j} = H_{BC,j,D_i}^T \quad \text{for all } i = 1 \cdots m, j = 1 \cdots r \quad \text{(C.8)}$$

$$H_{MAC,i,j} = H_{BC,j,i}^T \quad \text{for all } i = 1 \cdots r, j = 1 \cdots r \quad \text{(C.9)}$$

$$H_{MAC,j,D} = H_{BC,S_j}^T \quad \text{for all } j = 1 \cdots r \quad \text{(C.10)}$$

Hence, we can rewrite

$$G_{MAC,S_i,D} = [H_{BC,S_i,1}^T K_1^T \cdots H_{BC,S_i,r}^T K_q^T] \left( I - \begin{bmatrix} H_{BC,1,1} K_1^T & \cdots & H_{BC,1,r} K_1^T \\ \vdots & \ddots & \vdots \\ H_{BC,r,1} K_1^T & \cdots & H_{BC,r,r} K_r^T \end{bmatrix} \right)^{-1}$$

$$\begin{bmatrix} H_{BC,1,D_i}^T \\ \vdots \\ H_{BC,r,D_i}^T \end{bmatrix} + H_{BC,S,D_i}^T$$

Taking the transpose of $G_{BC,S,D_i}$, we have that

$$G_{BC,S,D_i}^T = [H_{BC,1,D_i} \cdots H_{BC,q,D_i}]$$

$$\left( I - \begin{bmatrix} K_1 H_{BC,1,1} & \cdots & K_1 H_{BC,q,1} \\ \vdots & \ddots & \vdots \\ K_q H_{BC,1,q} & \cdots & K_q H_{BC,q,q} \end{bmatrix} \right)^{-1} \begin{bmatrix} K_1 H_{BC,1,S} \\ \vdots \\ K_q H_{BC,q,S} \end{bmatrix} + H_{BC,S,D_i}$$

We define the matrices $H_S, H_D, H, K$ as follows:

$$H_S = [H_{BC,S,1}^T \cdots H_{BC,S,q}^T]^T, \quad H_D = [H_{BC,1,D} \cdots H_{BC,q,D}]^T$$

$$H = \begin{bmatrix} H_{BC,1,1} & \cdots & H_{BC,q,1} \\ \vdots & \ddots & \vdots \\ H_{BC,1,q} & \cdots & H_{BC,q,q} \end{bmatrix}, \quad K = diag(K_1, \ldots, K_q)$$
Using the notation in (C.13), (C.5) and (C.12) can be rewritten as follows

\[
G_{\text{MAC}, S, D} = H_D^T K (I - HK)^{-1} H_S + H_{\text{BC}, S, D} \tag{C.14}
\]
\[
G_{\text{BC}, S, D}^T = H_D^T (I - KH)^{-1} KH_S + H_{\text{BC}, S, D} \tag{C.15}
\]

From simple linear algebra, it can be shown that \( K(I - HK)^{-1} = (I - KH)^{-1} K \). Hence, \( G_{\text{MAC}, S, D} = G_{\text{BC}, S, D}^T \).

Let \( K_S \) be the preprocessing matrix and \( K_{D_1} \cdots K_{D_m} \) be the postprocessing matrices for \( N_{\text{DET-BC}} \). The end-to-end transfer function to destinations \( D_1 \cdots D_m \) are given by \( G_{\text{BC, end-end}} = [K_{S,D_1}^T \cdots K_{S,D_m}^T] G_{\text{BC}} K_S \). By assumption, rates \( R_1, \cdots R_\ell \) are achievable for \( N_{\text{DET-BC}} \). By using the same linear code (with matrix transpose), the end-to-end transfer function for \( N_{\text{DET-MAC}} \) is given by

\[
G_{\text{MAC, end-end}} = K_S^T G_{\text{MAC}} [K_{S,D_1}^T \cdots K_{S,D_m}^T]^T \tag{C.16}
\]
\[
= K_S^T G_{\text{BC}}^T [K_{S,D_1} \cdots K_{S,D_m}] \tag{C.17}
\]
\[
= G_{\text{MAC, end-end}}^T \tag{C.18}
\]

Since we want to compute \( \ell \) functions under demands \( Q = \mathcal{P} \), computation rates \( R_1, \cdots, R_\ell \) are achievable.
Appendix D

Proof of Theorem 5.27

We first show that cut-set is universally tight for communication demands:

\[ P_{\text{TIGHT},1}^{(\ell)} = \{\{1\} \cup \{\ell, \ldots, m\}, \ldots, \{\ell - 1\} \cup \{\ell, \ldots, m\}, \{\ell, \ldots, m\}\} \quad \text{for } \ell = 2, \ldots, m \]  
(D.1)

\[ P_{\text{TIGHT},2} = \{\{1\}, \{2\}, \ldots, \{m\}\} \]  
(D.2)

\[ P_{\text{TIGHT},3} = \{\{1, 3, \ldots, m\}, \{2, 3, \ldots, m\}, \{1, 2, 3, \ldots, m\}\} \]  
(D.3)

The proof for \( P_{\text{TIGHT},1}^{(\ell)}, P_{\text{TIGHT},2} \) are given in [71, Theorem 10]. In the case where \( m = 2 \), demands \( P_{\text{TIGHT},3} \) corresponds to the two-user broadcast network with a common message. The tightness of cut-set for this case has been shown. For \( m > 2 \), the additional users desire to recover all the messages. The proof \( P_{\text{TIGHT},3} \) when \( m > 2 \) follows along the same lines as that \( P_{\text{TIGHT},1}^{(\ell)} \).

We now show that cut-set is not universally tight for all other communication demands outside of those given in (D.1) - (D.3). We first state Lemma D.1, which provides three communication demands for which cut-set is not universally tight.

**Lemma D.1.** The cut-set bound is not universally tight for the communication demands:

\[ P_{\text{NOT-TIGHT},1} = \{\{1, 2, 3\}, \{3\}\} \]  
(D.4)

\[ P_{\text{NOT-TIGHT},2} = \{\{1, 2\}, \{3\}\} \]  
(D.5)

\[ P_{\text{NOT-TIGHT},3} = \{\{1, 2\}, \{2, 3\}, \{1, 3\}\} \]  
(D.6)

**Proof.** We provide broadcast channel examples for each communication demand and show that cut-set is not achievable in each example.

Consider the broadcast channel with source \( S \) and destinations \( D_1, D_2, D_3 \) and channel
matrices:
\[
H_{S,D_1} = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \quad (D.7) \\
H_{S,D_2} = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix} \quad (D.8) \\
H_{S,D_3} = \begin{bmatrix} 1 & 1 \\ 1 & 0 \end{bmatrix} \quad (D.9)
\]

We show that under communication demand $\mathcal{P}_{\text{NOT-TIGHT,1}}$, the rate $R_1 = 1, R_2 = 1$ is not achievable. We use a slightly modified version of the proof in [80]. We have the following set of inequalities:

\[
nR_1 \log p = H(W_1) \\
= H(W_1) - H(W_1|Y^n_1) + H(W_1|Y^n_1) \\
= I(W_1; Y^n_1) + H(W_1|Y^n_1) \\
\overset{(a)}{=} I(W_1; Y^n_1) + n\epsilon \\
\leq H(Y^n_1) - H(Y^n_1|W_1) + n\epsilon \\
\leq n \log p - H(Y^n_1|W_1) + n\epsilon 
\]

where $(a)$ follows by Fano’s inequality. Along the same lines as the above, it can be shown that

\[
nR_1 \log p \leq n \log p - H(Y^n_2|W_1) + n\epsilon 
\]

We have the following set of inequalities

\[
nR_2 \log p = H(W_2) \\
= H(W_2|W_1) \quad (D.18) \\
= H(W_2|W_1) - H(W_2|Y^n_3, W_1) + H(W_2|Y^n_3, W_1) \\
= I(W_2; Y^n_3|W_1) + H(W_2|Y^n_3, W_1) \quad (D.20) \\
\overset{(a)}{=} I(W_2; Y^n_3|W_1) + n\epsilon \\
= I(W_2; Y^n_1, Y^n_2, Y^n_3|W_1) + n\epsilon \\
= H(Y^n_1, Y^n_2, Y^n_3|W_1) + H(Y^n_2, Y^n_3|W_1, W_2) + n\epsilon \\
\overset{(b)}{=} H(Y^n_1, Y^n_2, Y^n_3|W_1) + n\epsilon \\
= H(Y^n_1, Y^n_2|W_1) + H(Y^n_2|Y^n_3, Y^n_1, Y^n_2, W_1) + n\epsilon \\
\overset{(c)}{=} H(Y^n_1, Y^n_2|W_1) + n\epsilon \\
\leq H(Y^n_1|W_1) + H(Y^n_2|W_2) + n\epsilon 
\]
where \((a)\) follows by Fano’s inequality, \((b)\) follows by since the channel is deterministic, \((c)\) follows since \(Y_n^m\) is a deterministic function of \(Y_1^n, Y_2^n\). Combining (D.15), (D.16), and (D.27), it follows that

\[
n R_2 \leq n - nR_1 + n - nR_1 + n\epsilon' \tag{D.28}
\]

Hence, we have the condition \(2R_1 + R_2 \leq 2\) and the rate \(R_1 = 1, R_2 = 1\) is not achievable.

We consider the broadcast channel with source \(S\) and destinations \(D_1, D_2, D_3\) and channel matrices given by

\[
H_{S,D_1} = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \tag{D.29}
\]

\[
H_{S,D_2} = \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix} \tag{D.30}
\]

\[
H_{S,D_3} = \begin{bmatrix} 1 & 1 \end{bmatrix} \tag{D.31}
\]

Along the same lines as that for the previous example, it can be shown that under communication demand \(\mathcal{P}_{\text{NOT-TIGHT},2}\), the rates \(R_1 = 1, R_2 = 1\) are not achievable.

Consider the broadcast channel with 3 destinations, no relays, and channel matrices:

\[
H_{S,D_1} = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix} \tag{D.32}
\]

\[
H_{S,D_2} = \begin{bmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix} \tag{D.33}
\]

\[
H_{S,D_3} = \begin{bmatrix} 1 & 0 & 1 \\ 0 & 1 & 0 \end{bmatrix} \tag{D.34}
\]

We show that the cut-set bound is not tight under communication demand \(\mathcal{P}_{\text{NOT-TIGHT},3}\). It can be easily shown that rates \(R_1 = 1, R_2 = 1, R_3 = 1\) is not achievable. We have the following set of inequalities:

\[
n(R_1 + R_2) \log p = H(W_1, W_2) \tag{D.35}
\]

\[
= I(W_1, W_2; Y_1^n) + H(W_1, W_2|Y_1^n) \tag{D.36}
\]

\[
\overset{(a)}{\leq} I(W_1, W_2; Y_1^n) + n\epsilon_n \tag{D.37}
\]

\[
\leq H(Y_1^n) - I(Y_1^n|W_1, W_2) + n\epsilon_n \tag{D.38}
\]

\[
\leq 2n \log p - H(Y_1^n|W_1, W_2) + n\epsilon_n \tag{D.39}
\]

where \((a)\) follows by Fano’s inequality. Similarly, it can be shown that

\[
n(R_2 + R_3) \log p \leq 2n \log p - H(Y_2^n|W_2, W_3) + n\epsilon_n \tag{D.40}
\]
By applying Fano’s inequality, it can be shown that
\[ nR_3 = H(W_3) \]
\[ = H(W_3|W_2, W_1) \]  
\[ = I(W_3; Y^n_3|W_2, W_1) + H(W_3|Y^n_3, W_2, W_1) \]  
\[ \leq (W_3; Y^n_3|W_2, W_1) + n \epsilon \]  
\[ \leq I(W_3; Y^n_1, Y^n_2, Y^n_3|W_1, W_2) \]  
\[ = H(Y^n_1, Y^n_2, Y^n_3|W_1, W_2) - H(Y^n_1, Y^n_2, Y^n_3|W_1, W_2, W_3) \]  
\[ = H(Y^n_1, Y^n_2|W_1, W_2) + H(Y^n_3|W_1, W_2, Y^n_1, Y^n_2) \]  
\[ \leq H(Y^n_1|W_1, W_2) + H(Y^n_2|W_1, W_2) \]  
\[ \leq 2n - n(R_1 + R_2) + 2n - n(R_2 + R_3) \]  
where the last step follows by (D.35), (D.40). Hence, we have the resulting condition:
\[ R_1 + 2R_2 + 2R_3 \leq 4 \]  
and note that (1, 1, 1) is not achievable.

We now show that all other communication demands outside of \( \mathcal{P}_{\text{TIGHT}, 1}, \mathcal{P}_{\text{TIGHT}, 2}, \mathcal{P}_{\text{TIGHT}, 3} \) contain one of the demands Lemma D.1 as a sub-demand. This can easily shown by exhaustive search in the case where \( m = 3 \). We consider the number of users \( m > 4 \).

For a given \( m \in \mathbb{N} \), we let \( \mathcal{M} = \{1, \ldots, m\} \) and \( \mathcal{T}(\mathcal{M}) \) denote its power set minus the null element \( \emptyset \). We define the following sets:
\[ \Theta_m = \mathcal{T}(\mathcal{T}(\mathcal{M})) \]  
\[ \Phi_m = \{ \mathcal{P} \in \Theta_m : \mathcal{P}_{\text{NOT-TIGHT}, i} \text{ for any } i = 1, 2, 3 \text{ is equiv. to or is a sub-demand of } \mathcal{P} \} \]  
\[ \Psi_m = \{ \mathcal{P} \in \Theta_m : \mathcal{P} \text{ is equiv. to or is a sub-demand of } \mathcal{P}_{\text{TIGHT}, 1}, \mathcal{P}_{\text{TIGHT}, 2}, \mathcal{P}_{\text{TIGHT}, 3} \} \]  

We observe that \( \Theta_m \) is the set of all communication demands for \( m \) users. The goal is show that \( \Theta_m \) can be partitioned into \( \Phi_m \) and \( \Psi_m \). It is sufficient to show that \( \Phi_m \cup \Psi_m = \Theta_m \) and \( \Phi_m \cap \Psi_m = \emptyset \). It can be easily shown that \( \Phi_m \cap \Psi_m = \emptyset \), and we focus on showing that \( \Phi_m^c \subseteq \Psi_m \). We define the sets \( \Upsilon_\ell \) to be a subset of \( \Theta_m \) where the number of messages is \( \ell \):
\[ \Upsilon_\ell = \{ \mathcal{P} \in \Theta_m : |\mathcal{P}| = \ell \} \]  
There are \( 2^m - 1 \) elements in \( \Upsilon_1 \). It can be easily seen that each element in \( \Upsilon_1 \) belongs to \( \Psi_m \). We consider the set \( \Upsilon_2 \). We search exhaustively and eliminate the set of demands that
contain $\mathcal{P}_{\text{NON-TIGHT,1}}, \mathcal{P}_{\text{NON-TIGHT,2}}$ as a sub-demand. We find that the following non-equivalent demands are in $\Upsilon_2 \cap \Phi_m^c$:

$$
\mathcal{P}_{2,1,j} = \{\{1\} \cup \{3, \ldots, j\}, \{2\} \cup \{3, \ldots, j\}\} \quad \text{for } j = 2, \ldots, m \tag{D.57}
$$

$$
\mathcal{P}_{2,2,j} = \{\{1, 2\} \cup \{3, \ldots, j\}, \{2\} \cup \{3, \ldots, j\}\} \quad \text{for } j = 2, \ldots, m \tag{D.58}
$$

We consider $\Upsilon_3$. To find the demands in this set that is in $\Phi_m^c$, we need only consider $\mathcal{P} \in \Upsilon_3$ such that $\mathcal{P}_{2,1,j}, \mathcal{P}_{2,2,j}$ is a sub-set of $\mathcal{P}$. The resulting non-equivalent message demands in $\Upsilon_3 \cap \Phi_m^c$ are given by:

$$
\mathcal{P}_{3,1,j} = \{\{1\} \cup \{3, \ldots, j\}, \{2\} \cup \{3, \ldots, j\}, \{1, 2\} \cup \{3, \ldots, j\}\} \quad \text{for } j = 3, \ldots, m \tag{D.59}
$$

$$
\mathcal{P}_{3,2,j} = \{\{1\} \cup \{4, \ldots, j\}, \{2\} \cup \{4, \ldots, j\}, \{3\} \cup \{4, \ldots, j\}\} \quad \text{for } j = 3, \ldots, m \tag{D.60}
$$

$$
\mathcal{P}_{3,3,j} = \{\{1, 3\} \cup \{4, \ldots, j\}, \{2, 3\} \cup \{4, \ldots, j\}, \{3\} \cup \{4, \ldots, j\}\} \quad \text{for } j = 4, \ldots, m \tag{D.61}
$$

We consider $\Upsilon_4$. To find the demands in this set that is in $\Phi_m^c$, we need only consider $\mathcal{P} \in \Upsilon_4$ such that $\mathcal{P}_{3,1,j}, \mathcal{P}_{3,2,j}$ or $\mathcal{P}_{3,3,j}$ is a sub-set of $\mathcal{P}$. The resulting non-equivalent message demands in $\Upsilon_4 \cap \Phi_m^c$ are given by:

$$
\mathcal{P}_{4,1,j} = \{\{1\} \cup \{5, \ldots, j\}, \ldots, \{4\} \cup \{5, \ldots, j\}\} \quad \text{for } j = 4, \ldots, k \tag{D.62}
$$

$$
\mathcal{P}_{4,2,j} = \{\{1, 4\} \cup \{5, \ldots, j\}, \ldots, \{3, 4\} \cup \{5, \ldots, j\}, \{4\} \cup \{5, \ldots, j\}\} \quad \text{for } j = 4, \ldots, k \tag{D.63}
$$

Using induction on $\ell$ for $\ell > 4$, it can be shown that the resulting configurations in $\Upsilon_\ell \cap \Phi_m^c$ are given by

$$
\mathcal{P}_{\ell,1,j} = \{\{1\} \cup \{\ell + 1, \ldots, j\}, \ldots, \{\ell\} \cup \{\ell + 1, \ldots, j\}\} \quad \text{for } j = \ell, \ldots, k \tag{D.64}
$$

$$
\mathcal{P}_{\ell,2,j} = \{\{1, \ell\} \cup \{\ell + 1, \ldots, j\}, \ldots, \{\ell - 1, \ell\} \cup \{\ell + 1, \ldots, j\}, \{\ell\} \cup \{\ell + 1, \ldots, j\}\} \quad \text{for } j = \ell, \ldots, m \tag{D.65}
$$

We observe that $\Upsilon_\ell \cap \Phi_m^c \subseteq \Psi_m$ for each $\ell$. Since $\cup_\ell \Upsilon_\ell = \Theta_m$ and $\Upsilon_\ell \cap \Upsilon_{\ell'} = \emptyset$ for all $\ell \neq \ell'$, it can be concluded that $\Phi_m^c \subseteq \Psi_m$. 


Appendix E

Proof of Theorem 5.35

For a fixed cut $\Gamma \subseteq \Omega$ of the network $\mathcal{N}_{\text{GAUSS-MAC}}$, we let $U_\Gamma = \{U_i \forall i \in \Gamma\}$, $X_\Gamma = \{X_i \forall i \in \Gamma\}$, and $Y_\Gamma = \{Y_i \forall i \in \Gamma\}$.

**Definition E.1** (Rate Distortion Function). For a given cut $\Gamma \subseteq \Omega$, the rate distortion function $R_\Gamma(\cdot)$ is defined as follows:

$$R_\Gamma(D) = \min_{p(\hat{V}|U_{\Omega})} \mathbb{E}[(\hat{V}-V)^2|U_{\Gamma}] \leq D$$

(E.1)

**Remark E.2.** $R_\Gamma(\cdot)$ is non increasing and convex (see Lemma 10.4.1 in [1]).

**Theorem E.3.** Consider transmitting the sum of $m$ Gaussian sources with variance $\sigma^2$ across $\mathcal{N}_{\text{GAUSS-MAC}}$. If there exists source encoders $\{E_{i,t}\}_{t=1}^n \forall i \in \Omega$ satisfying power constraint SNR and a decoder $G$ that achieves distortion $D$, then the following must be satisfied:

$$R_\Gamma(D) < C_{\Gamma}^{\text{GAUSS-MAC}}$$

(E.2)

where $R_\Gamma(\cdot)$ is given in Definition E.1 and $C_{\Gamma}^{\text{GAUSS-MAC}}$ is given in Definition 5.28.

**Proof.** For a given cut $\Gamma$, we form two super nodes: $N_\Gamma = \{N_i\}_{i \in \Gamma}$ and $N_{\Gamma^c} = \{N_i\}_{i \in \Gamma^c}$ and assume $N_\Gamma$ knows the information $\{U_{\Gamma,j}\}_{t=1}^n = \{U_{i,j} \forall i \in \Gamma\}_{t=1}^n$ and $N_{\Gamma^c}$ knows the information $\{U_{\Gamma^c,j}\}_{j=1}^n = \{U_{i,j} \forall i \in \Gamma^c\}_{j=1}^n$. The encoders for node $N_\Gamma$ and $N_{\Gamma^c}$ are given by $\{E_{\Gamma,t}\}_{t=1}^n$ and $\{E_{\Gamma^c,t}\}_{t=1}^n$ where

$$X_{\Gamma,t} = \mathcal{E}_{\Gamma,t}(\{U_{\Gamma,j}\}_{j=1}^k, \{Y_{\Gamma,j}\}_{t=1}^{t-1}) \text{ for } t = 1, \ldots, n$$

(E.3)

$$X_{\Gamma^c,t} = \mathcal{E}_{\Gamma^c,t}(\{U_{\Gamma^c,j}\}_{j=1}^k, \{Y_{\Gamma^c,j}\}_{t=1}^{t-1}) \text{ for } t = 1, \ldots, n$$

(E.4)

The decoder for $N_{\Gamma^c}$ is given by $G$ and produces an estimate $\{\hat{V}_j\}_{j=1}^k = G(\{U_{\Gamma^c,j}\}_{j=1}^k, \{Y_{\Gamma^c,j}\}_{j=1}^n)$.
for the sum \( \{V_j\}_1^k \) where \( V_j = \sum_{i=1}^m U_{i,j} \). We bound the mutual information as follows:

\[
I(\{U_{\Gamma,j}\}_1^k; \{\hat{V}_j\}_1^k | \{U_{\Gamma^c,j}\}_1^k) \leq I(\{U_{\Gamma,j}\}_1^k; \{\hat{V}_j\}_1^k | \{U_{\Gamma^c,j}\}_1^k) \\
+ I(\{U_{\Gamma,j}\}_1^k; \{Y_{\Gamma^c,j}\}_1^n | \{\hat{V}_j\}_1^k, \{U_{\Gamma^c,j}\}_1^k) \\
\leq I(\{U_{\Gamma,j}\}_1^k; \{\hat{V}_j\}_1^k, \{Y_{\Gamma^c}\}_1^n | \{U_{\Gamma^c,j}\}_1^k) \\
\leq I(\{U_{\Gamma,j}\}_1^k; \{Y_{\Gamma^c,j}\}_1^n | \{U_{\Gamma^c,j}\}_1^k) \\
+ I(\{U_{\Gamma,j}\}_1^k; \{\hat{V}_j\}_1^k | \{Y_{\Gamma^c}\}_1^n, \{U_{\Gamma^c,j}\}_1^k) \\
\leq I(\{U_{\Gamma,j}\}_1^k; \{\hat{V}_j\}_1^k | \{Y_{\Gamma^c}\}_1^n, \{U_{\Gamma^c,j}\}_1^k)
\]

We have the Markov chain: \( \{U_{\Gamma,j}\}_1^k \rightarrow (\{Y_{\Gamma}\}_1^n, \{U_{\Gamma^c}\}_1^k) \rightarrow \{\hat{V}_j\}_1^k \) since \( \{\hat{V}_j\}_1^k = \mathcal{G}(\{U_{\Gamma^c,j}\}_1^k, \{Y_{\Gamma^c,j}\}_1^n) \). Hence, \( I(\{U_{\Gamma,j}\}_1^k; \{\hat{V}_j\}_1^k | \{Y_{\Gamma^c,j}\}_1^n, \{U_{\Gamma^c,j}\}_1^k) = 0 \) and (E.9) becomes

\[
I(\{U_{\Gamma,j}\}_1^k; \{\hat{V}_j\}_1^k | \{U_{\Gamma^c,j}\}_1^k) \leq I(\{U_{\Gamma,j}\}_1^k; \{Y_{\Gamma^c,j}\}_1^n | \{U_{\Gamma^c,j}\}_1^k)
\]

\[
= \sum_{t=1}^n I(\{U_{\Gamma,j}\}_1^k; \{Y_{\Gamma^c,j}\}_1^n | \{U_{\Gamma^c,j}\}_1^k) \\
= \sum_{t=1}^n H(\{Y_{\Gamma^c,j}\}_1^n | \{U_{\Gamma,j}\}_1^k) \\
- H(\{Y_{\Gamma^c,j}\}_1^n | \{U_{\Gamma,j}\}_1^k, \{Y_{\Gamma^c,j}\}_1^{t-1}) \]

Using the fact that \( X_{\Gamma^c,t} \) is a deterministic function of \( \{U_{\Gamma^c,j}\}_1^k, \{Y_{\Gamma^c,j}\}_1^{t-1} \), we have that

\[
H(\{Y_{\Gamma^c,j}\}_1^n | \{U_{\Gamma,j}\}_1^k, \{Y_{\Gamma^c,j}\}_1^{t-1}) = H(\{Y_{\Gamma^c,j}\}_1^n | \{U_{\Gamma,j}\}_1^k, \{Y_{\Gamma^c,j}\}_1^{t-1}, X_{\Gamma^c,t}) \\
\leq H(\{Y_{\Gamma^c,j}\}_1^n | X_{\Gamma^c,t})
\]

Using the fact that conditioning reduces entropy, it follows that

\[
H(\{Y_{\Gamma^c,j}\}_1^n | \{U_{\Gamma,j}\}_1^k, \{Y_{\Gamma^c,j}\}_1^{t-1}) \geq H(\{Y_{\Gamma^c,j}\}_1^n | \{U_{\Gamma,j}\}_1^k, \{Y_{\Gamma^c,j}\}_1^{t-1}, X_{\Gamma^c,t}, X_{\Gamma,t})
\]

Using the fact that \( Y_{\Gamma^c,t} \) depends only on the current symbol \( X_{\Gamma^c,t}, X_{\Gamma,t} \), (E.16) becomes

\[
H(\{Y_{\Gamma^c,j}\}_1^n | \{U_{\Gamma,j}\}_1^k, \{Y_{\Gamma^c,j}\}_1^{t-1}, X_{\Gamma^c,t}, X_{\Gamma,t}) = H(\{Y_{\Gamma^c,j}\}_1^n | X_{\Gamma^c,t}, X_{\Gamma,t})
\]
Combining (E.13), (E.15), (E.16), (E.17), we have that

\[ I(\{U_{t,j}\}^k_1; \{\hat{V}_j\}^k_1 | \{U_{t,c,j}\}^k_1) \leq \sum_{t=1}^{n} H(Y_{t,c,t} | X_{t,c,t}) - H(Y_{t,c,t} | X_{t,c,t}, X_{t,c,t}) \]

(E.18)

\[ = \sum_{t=1}^{n} I(X_{t,c,t}; Y_{t,c,t} | X_{t,c,t}) \]

(E.19)

After introducing a time-sharing variable \( Q \) distributed uniformly on \( \{1, \ldots, n\} \), it can be shown that (E.19) becomes

\[ I(\{U_{t,j}\}^k_1; \{\hat{V}_j\}^k_1 | \{U_{t,c,j}\}^k_1) \leq \sum_{t=1}^{n} I(X_{t,c,t}; Y_{t,c,t} | X_{t,c,t}) \]

(E.20)

\[ \leq nI(X_{t,c,t}; Y_{t,c,t} | X_{t,c,t}) \]

(E.21)

\[ = n\frac{1}{n} \sum_{t=1}^{n} I(X_{t,c,t}; Y_{t,c,t} | X_{t,c,t}, Q = t) \]

(E.22)

\[ = nI(X_{t,c,t}; Y_{t,c,t} | X_{t,c,t}, Q) \]

(E.23)

\[ = nH(Y_{t,c,t} | X_{t,c,t}, Q) - nH(Y_{t,c,t} | X_{t,c,t}, X_{t,c,t}, Q) \]

(E.24)

\[ \leq nH(Y_{t,c,t} | X_{t,c,t}) - nH(Y_{t,c,t} | X_{t,c,t}, X_{t,c,t}, Q) \]

(E.25)

\[ = nH(Y_{t,c,t} | X_{t,c,t}) - nH(Y_{t,c,t} | X_{t,c,t}, X_{t,c,t}) \]

(E.26)

Since \( U_{i,1}, \ldots U_{i,k} \) is an i.i.d sequence, the left hand side of (E.26) can be shown to be

\[ I(\{U_{t,j}\}^k_1; \{\hat{V}_j\}^k_1 | \{U_{t,c,j}\}^k_1) = H(\{U_{t,j}\}^k_1 | \{U_{t,c,j}\}^k_1) - H(\{U_{t,j}\}^k_1 | \{U_{t,c,j}\}^k_1, \{\hat{V}_j\}^k_1) \]

(E.27)

\[ = \sum_{t=1}^{k} H(U_{t,t} | \{U_{t,j}\}^{t-1}_1, U_{t,c,j}^{t-1}) \]

(E.28)

\[ - H(U_{t,t} | \{U_{t,j}\}^{t-1}_1, \{U_{t,c,j}\}^k_1, \{\hat{V}_j\}^k_1) \]

(E.29)

\[ = \sum_{t=1}^{k} H(U_{t,t} | U_{t,c,t}) - H(U_{t,t} | \{U_{t,j}\}^{t-1}_1, \{U_{t,c,j}\}^k_1, \{\hat{V}_j\}^k_1) \]

(E.30)

\[ \geq \sum_{t=1}^{n} H(U_{t,t} | U_{t,c,t}) - H(U_{t,t} | U_{t,t}, U_{t,c,t}, \hat{V}_t) \]

(E.31)

\[ \geq \sum_{t=1}^{k} I(U_{t,t}; \hat{V}_t | U_{t,c,t}) \]

(E.32)

Using rate distortion function in definition E.1, the fact that it is non-increasing and convex,
it follows that

\[
\sum_{t=1}^{k} I(U_{\Gamma,t}; \hat{V}_t | U_{\Gamma^c,t}) \geq \sum_{t=1}^{k} R_T(E[(V_t - \hat{V}_t)^2 | U_{\Gamma^c,t}]) \\
\geq kR_T \left( \frac{1}{k} \sum_{t=1}^{k} E[(V_t - \hat{V}_t)^2 | U_{\Gamma^c,t}] \right) \\
\geq kR_T(D)
\]

(E.33)

(E.34)

(E.35)

The result follows by combining (E.26), (E.32), (E.35).

We now evaluate the expression in rate distortion function in definition (E.1). First, we show that we can relax the constraint set to all the set of all \( \hat{V} \) that are jointly Gaussian with \( U_\Omega \). Let \( \hat{V} \) be a random variable and let \( \hat{V}_G \) be a Gaussian random variable with the same covariance structure as \( \hat{V} \). Define the vector \([\alpha_i, \beta_{i,1}, \ldots, \beta_{i,|\Gamma^c|}] \) such that

\[
[\alpha_i, \beta_{i,1}, \ldots, \beta_{i,|\Gamma^c|}] = LLSE[U_i | \hat{V}_G, U_{\Gamma^c}]
\]

(E.36)

for all \( i \in \Gamma \). It follows that

\[
I(U_\Gamma; W_\Gamma | U_{\Gamma^c}) = h(U_\Gamma | U_{\Gamma^c}) - h(U_\Gamma | W_\Gamma, U_{\Gamma^c})
\]

(E.37)

\[
= h(U_\Gamma | U_{\Gamma^c}) - h \left( U_i - \alpha_i \hat{V}_G - \sum_{j=1}^{|\Gamma^c|} \beta_{i,j} U_j \forall i \in \Gamma^c | U_{\Gamma^c}, \hat{V}_G \right)
\]

(E.38)

\[
\overset{(a)}{=} h(U_\Gamma | U_{\Gamma^c}) - h \left( U_i - \alpha_i \hat{V}_G - \sum_{j=1}^{|\Gamma^c|} \beta_{i,j} U_j \forall i \in \Gamma^c \right)
\]

(E.39)

\[
\overset{(b)}{\leq} h(U_\Gamma | U_{\Gamma^c}) - h \left( U_i - \alpha_i \hat{V} - \sum_{j=1}^{|\Gamma^c|} \beta_{i,j} U_j \forall i \in \Gamma^c \right)
\]

(E.40)

\[
\leq h(U_\Gamma | U_{\Gamma^c}) - h \left( U_i - \alpha_i \hat{V}_G - \sum_{j=1}^{|\Gamma^c|} \beta_{i,j} U_j \forall i \in \Gamma^c | U_{\Gamma^c}, \hat{V} \right)
\]

(E.41)

\[
= h(U_\Gamma | U_{\Gamma^c}) - h(U_\Gamma | U_{\Gamma^c}, \hat{V}) \\
= I(U_\Gamma; \hat{V} | U_{\Gamma^c})
\]

(E.42)

(E.43)

We first justify (a). Since \( U_i - \alpha_i \hat{V}_G - \sum_{j=1}^{|\Gamma^c|} \beta_{i,j} U_j \) is independent of \( \hat{V}_G, U_{\Gamma^c} \) for all \( i \in \Gamma \) and they are jointly Gaussian, we have that any linear combination of \( U_i - \alpha_i \hat{V}_G - \sum_{j=1}^{|\Gamma^c|} \beta_{i,j} U_j \forall i \in \Gamma \) is independent of \( \hat{V}_G, U_{\Gamma^c} \). Hence, \( U_i - \alpha_i \hat{V}_G - \sum_{j=1}^{|\Gamma^c|} \beta_{i,j} U_j \forall i \in \Gamma \) is independent of \( \hat{V}_G, U_{\Gamma^c} \). The
inequality in (b) follows since \( \hat{V} \) and \( \hat{V}_G \) have the same covariance structure and Gaussian maximizes entropy.

We rewrite \( \hat{V} = \sum_{i \in \Gamma} \alpha_i U_i + \sum_{i \in \Gamma^c} \alpha_i U_i + \gamma Z \) where \( Z \sim \mathcal{N}(0, 1) \) is independent of \( U_\Omega \). The rate distortion function can be rewritten as:

\[
R_{\Gamma}(D) = \min_{\mathbb{E}[V - \sum_{i \in \Gamma} \alpha_i U_i + \sum_{i \in \Gamma^c} \alpha_i U_i + \gamma Z \mid U_{\Gamma^c}]} \mathbb{I} \left( \sum_{i \in \Gamma} \alpha_i U_i + \sum_{i \in \Gamma^c} \alpha_i U_i + \gamma Z \mid U_{\Gamma^c} \right) \quad (E.44)
\]

Using the independent of \( U_1, \ldots, U_m, Z \), the mutual information in (E.44) is given by

\[
I(U_{\Gamma}; \sum_{i \in \Gamma} \alpha_i U_i + \sum_{i \in \Gamma^c} \alpha_i U_i + \gamma Z \mid U_{\Gamma^c}) = h(\sum_{i \in \Gamma} \alpha_i U_i + \sum_{i \in \Gamma^c} \alpha_i U_i + \gamma Z \mid U_{\Gamma^c}) - h(\sum_{i \in \Gamma} \alpha_i U_i + \sum_{i \in \Gamma^c} \alpha_i U_i + \gamma Z \mid U_\Omega) \\
= h(\sum_{i \in \Gamma} \alpha_i U_i + \gamma Z \mid U_{\Gamma^c}) - h(\gamma Z \mid U_\Omega) \\
= h(\sum_{i \in \Gamma} \alpha_i U_i + \gamma Z) - h(\gamma Z) \\
= \frac{1}{2} \log \left( \frac{\sum_{i \in \Gamma} \alpha_i^2 \sigma^2 + \gamma^2}{\gamma^2} \right). \quad (E.49)
\]

Recalling that \( V = \sum_{i \in \Omega} U_i \), the distortion constraint is given by

\[
\mathbb{E}[(V - \sum_{i \in \Gamma} \alpha_i U_i + \sum_{i \in \Gamma^c} \alpha_i U_i + \gamma Z)^2 \mid U_{\Gamma}] = \mathbb{E}[(\sum_{i \in \Gamma} (1 - \alpha_i) U_i + \sum_{i \in \Gamma^c} (1 - \alpha_i) U_i + \gamma Z)^2 \mid U_{\Gamma}] \\
= \mathbb{E}[(\sum_{i \in \Gamma} (1 - \alpha_i) U_i + \sum_{i \in \Gamma^c} (1 - \alpha_i) U_i + \gamma Z)^2 \mid U_{\Gamma}] \\
= (\sum_{i \in \Gamma} (1 - \alpha_i) U_i)^2 + \mathbb{E}[(\sum_{i \in \Gamma^c} (1 - \alpha_i) U_i + \gamma Z)^2 \mid U_{\Gamma}] \\
= (\sum_{i \in \Gamma} (1 - \alpha_i) U_i)^2 + \sum_{i \in \Gamma^c} (1 - \alpha_i)^2 \sigma^2 + \gamma^2 \quad (E.52)
\]

The rate distortion function can be rewritten as

\[
\min_{\alpha, \gamma} \frac{1}{2} \log \left( \frac{\sum_{i \in \Gamma} \alpha_i^2 \sigma^2 + \gamma^2}{\gamma^2} \right) \quad (E.54)
\]
It can be easily shown that the maximizing parameters are given as follows:

\[ \alpha_i = 0 \quad \text{for} \quad i \in \Gamma^c, \quad \alpha_i = 1 - \frac{D}{|S \cap \Gamma| \sigma^2} \quad \text{for} \quad i \in \Gamma^c, \quad \gamma^2 = D \left(1 - \frac{D}{|S \cap \Gamma| \sigma^2}\right) \] (E.55)

With these parameter values, it follows that

\[ R_{\Gamma}(D) = \frac{1}{2} \log \left(\frac{|S \cap \Gamma| \sigma^2}{D}\right) \] (E.56)

The result follows by considering only the cuts where \(|S \cap \Gamma| = 1\).
Appendix F

Proof for Theorem 6.5

We first consider the $N = 2$ case. Fix an input distribution $P(x_1, x_2) = p_1(x_1)p_2(x_2)$. General $M_1$ independent codewords $X^n_1(i)$ for $i = \{1, ..., M_1\}$ of length $n$, where each element is chosen i.i.d from $\prod_{i=1}^n p_1(x_i)$. Similarly, generate $M_2$ independent codewords of length $n$, where each element is chosen i.i.d from $\prod_{i=1}^n p_2(x_i)$. User 1 chooses his message $w_1$ uniformly from $\{1 \cdot \cdot \cdot M_1\}$ and user 2 chooses his message $w_2$ uniformly from $\{1 \cdot \cdot \cdot M_2\}$. User 1 encodes its message into codeword $X^n_1(w_1)$ and broadcasts it to the relays. Similarly, user 2 encodes his message into codeword $X^n_2(w_2)$ and broadcasts it to the relays. Relay $m$ observes $Y^n_m$ and has knowledge of its local fading information $h^n_m$.

Let $P_{\text{IND}}$ be the induced distribution on the joint sequence $\{Y_1, h_1 \cdot \cdot \cdot Y_M, h_M\}$ from definition 4. Fix a forwarding function $U = f_{F,P_{\text{IND}}}(Y_1, h_1, \cdot \cdot \cdot, Y_M, h_M)$. Let $\kappa_U$ be the achievable computation rate (for the MAC) for $U$. The relays use a computation code to jointly forward $k$ instances of the forwarding function $U^k = f((Y^k_1, h^k_1), ..., (Y^k_M, h^k_M))$ to the receiver over $\ell n$ uses of the MAC. The computation code outputs an estimate $\hat{U}^k$ for $U^k$.

We define the event $T$ as follows:

$$T = \left\{ U^k \neq \hat{U}^k \right\}$$  \hspace{1cm} (F.1)

From Definition 4, $U^k$ can be recovered losslessly at the destination if

$$\frac{k}{n} \leq \min(\kappa_U \ell, 1)$$  \hspace{1cm} (F.2)

In the rest of our proof, we fix $\frac{k}{n} = \min(\kappa_U \ell, 1)$ and scale $k, n$.

We fix an $\epsilon_0 > 0$. There exists a $k_0$ such that for all $k \geq k_0$, there exists a $(k, \ell n, \epsilon)$ reliable computation code that outputs an estimate $\hat{U}^k$ such that

$$P(T) \leq \epsilon_0$$  \hspace{1cm} (F.3)

The destination recovers the messages $w_1, w_2$ based on the estimate $\hat{U}^k$ using jointly typical decoding. Fix $\delta > 0$. Let $A^{(k)}_\delta$ be the set of sequences $\{(x^k_1, x^k_2, u^k)\}$ that are jointly
typical with respect to $p(x_1, x_2, u)$. We define the events $E_{i,j}, \hat{E}_{i,j}$ for $i \in \{1 \cdots M_1\}, j \in \{1 \cdots M_2\}$ as follows:

$$E_{i,j} = \left\{ (X_1^k(i), X_2^k(j), U^k) \in A_\delta^{(k)} \right\} \quad (F.4)$$

$$\hat{E}_{i,j} = \left\{ (X_1^k(i), X_2^k(j), \hat{U}^k) \in A_\delta^{(k)} \right\} \quad (F.5)$$

We can bound the probability of $\hat{E}_{i,j}$ in terms of the probability of $E_{i,j}$ and $T$ as follows:

$$P(\hat{E}_{i,j}) = P(\hat{E}_{i,j} \cap T^c) + P(\hat{E}_{i,j} \cap T) \quad (F.6)$$

$$\leq P(\hat{E}_{i,j} \cap T^c) + P(T) \quad (F.7)$$

$$\overset{(a)}{=} P(E_1 \cap T^c) + P(T) \quad (F.8)$$

$$\leq P(E_{i,j}) + P(T) \quad (F.9)$$

where $(a)$ follows from the fact under event $T$, $E_{i,j} = \hat{E}_{i,j}$. Since we are considering average probability of error and our codebook is constructed in a symmetric manner, we can assume that message $w_1 = 1, w_2 = 1$ were transmitted. The average error probability can be bounded as follows:

$$P_{\text{ERROR}} = P(\hat{E}_{1,1}) + P((\cup_{(i,j)\neq(1,1)} E_{i,j}) \cap T^c) \quad (F.10)$$

$$\leq P(E_{1,1}^c) + P(T) + P((\cup_{(i,j)\neq(1,1)} E_{i,j}) \cap T^c) + P(T) \quad (F.11)$$

$$\leq P(E_{1,1}^c) + \sum_{(i,j)\neq(1,1)} P(E_{i,j}) + 2P(T) \quad (F.12)$$

$$\leq P(E_{1,1}^c) + \sum_{j\neq 1} P(E_{1,j}) + \sum_{i\neq 1} P(E_{i,1}) \quad (F.13)$$

$$+ \sum_{i\neq 1, j\neq 1} P(E_{i,j}) + 2P(T) \quad (F.14)$$

From the joint AEP, there exists a $k_1$ such that for all $k \geq k_1$, $P(E_{1,1}) \leq \epsilon_1$. From the proof of the channel coding Theorem (8.7.1 in [1]), we have the following bounds:

$$P(E_{i,1}) \leq 2^{-kI(X_1;Y|X_2) - 3\delta} \quad \text{for } i = 2 \cdots M_1 \quad (F.15)$$

$$P(E_{1,i}) \leq 2^{-kI(X_2;Y|X_1) - 3\delta} \quad \text{for } j = 2 \cdots M_1 \quad (F.16)$$

$$P(E_{i,j}) \leq 2^{-kI(X_1,X_2;Y) - 4\delta} \quad \text{for } i \neq 1, j \neq 1 \quad (F.17)$$
We fix an $\epsilon_2 > 0$. There exists a $k_2$ such that for all $k \geq k_2$:

\[
\sum_{i \neq 1, j \neq 1} P(E_{i,j}) \leq \epsilon_2 \tag{F.18}
\]

\[
\sum_{(1,j)} P(E_{1,j}) \leq \epsilon_2 \tag{F.19}
\]

\[
\sum_{(i,1)} P(E_{i,1}) \leq \epsilon_2 \tag{F.20}
\]

if the following conditions are satisfied:

\[
\frac{\log M_1}{n} < \frac{k}{n} I(X_1; U | X_2) \tag{F.21}
\]

\[
\frac{\log M_2}{n} < \frac{k}{n} I(X_1; U | X_2) \tag{F.22}
\]

\[
\frac{\log M_1}{n} + \frac{\log M_2}{n} < \frac{k}{n} I(X_1, X_2; U) \tag{F.23}
\]

We choose $k \geq \max(k_0, k_1, k_2)$ and $n = \frac{k}{\min\{\kappa_U \epsilon, 1\}}$. Our probability of error becomes:

\[
P_{\text{error}} \leq \epsilon_0 + \epsilon_1 + \epsilon_2 \tag{F.24}
\]

Finally, we choose $\epsilon_0, \epsilon_1, \epsilon_2$ to be arbitrarily small and then $\delta$ to be arbitrarily small.

The extension to the general $N$ user case follows using the same techniques.
Appendix G

Proof for Theorem 6.7

Our scheme consists of two sets of codes: an outer code for transmitting the message and an inner code for sending the forwarding function. A random codebook construction is performed at the source and a computation code is used by the relays. We decompose the overall scheme into three stages: outer encoding, computation coding, and outer decoding. In general, we assume that there is a bandwidth expansion of $\ell$ between the MAC and the broadcast channel. For simplicity, we will first consider the case where $\ell = 4$.

G.0.1 Stage I: Message Encoding

The user selects his message $w$ uniformly from the set $\mathcal{W} = \{1, ..., 2^{nR}\}$. It constructs an i.i.d random codebook $\mathcal{C}$ where each element of each codeword is drawn according to distribution $\mathcal{N}(0, SNR_s - \delta)$. The user encodes its message into a length $n$ codeword:

$$\mathcal{E} : \mathcal{W} \rightarrow \mathbb{R}^n$$  \hspace{1cm} (G.1)
$$X^n(w) = \mathcal{E}(w)$$  \hspace{1cm} (G.2)

The user then broadcasts his codeword to the relays. At time $i$, relay $m$ observes $Y_m[i]$ where

$$Y_m[i] = \sum_{j=1}^{N} h[i]X[i] + Z[i]$$  \hspace{1cm} (G.3)

and has knowledge of its local channel coefficients $h_m[i]$. 
G.0.2 Stage II: Forwarding the Sufficient Statistic

The relays desire to communicate the forwarding function to the destination over the MAC. The forwarding function consists of two components:

\[
U = \sum_{m=1}^{M} h_m Y_m \quad (G.4)
\]
\[
V = \sum_{m=1}^{M} h_m^2 \quad (G.5)
\]

Given a bandwidth expansion of \( \ell = 4 \), we allocate \( \ell_1 n = 2n \) channel uses to send \( u \) and \( \ell_2 n = 2n \) channel uses to send \( V^n \). We first describe the code for forwarding \( U^n \). Our scheme consists of 2 iterations with \( n \) channel uses in each iteration. Our computation code relies on the existence of a sequence of lattices which are good for coding as demonstrated in [17].

**Lemma G.1.** There exists a sequence of Good Lattices \( \Lambda_n \) with Voronoi regions \( \mathcal{V}_{0,n} \) and second moments \( \text{SNR}_r \) such that given an length \( n \) i.i.d Gaussian sequence \( z \) with variance \( \sigma_z^2 < \text{SNR}_r \) and an \( \epsilon > 0 \), \( \exists n_0 \) such that for all \( n \geq n_0 \).

\[
Pr(z \in \mathcal{V}_{0,n}) \geq 1 - \epsilon \quad (G.6)
\]

The above lemma states that an i.i.d Gaussian sequence with second moment strictly less than the second moment of the lattice falls into the Voronoi region with high probability. See [17] for proof.

We first consider the case where \( \ell_1 = 2 \). Let \( s_m[i] = h_m[i]Y_m[i] \) for \( i = 1 \cdots n \) and its variance \( \sigma_s^2 = 2\text{SNR}_s + 1 \). The first iteration involves only uncoded transmission. Relay \( m \) sends

\[
x^{(1)}_m = \sqrt{\text{SNR}_r \sigma_z^2} s_m \quad (G.7)
\]

The destination receives

\[
y^{(1)} = \sum_{m=1}^{M} x^{(1)}_m + z^{(1)} \quad (G.8)
\]

and forms the linear estimate

\[
\hat{u}^{(1)} = \sqrt{\frac{\sigma_s^2}{\text{SNR}_r}} y^{(1)} \quad (G.9)
\]

Let \( q^{(1)} = \hat{u}^{(1)} - u \) be the estimation error from the first iteration. It can be easily seen that

\[
q^{(1)} = \sqrt{\frac{\sigma_s^2}{\text{SNR}_r}} z^{(2)} \quad (G.10)
\]
Let $D^{(1)}$ be the variance of $q^{(1)}$. It follows that

$$D^{(1)} = \frac{\sigma_s^2}{\text{SNR}_r} N$$  \hfill (G.11)

For the second iteration, we choose a sequence of Lattices $\Lambda_n$ according to Lemma G.1. Let $d_1, ..., d_M$ be independent dither vectors drawn uniformly from $\mathcal{V}_{0,n}$. User $m$ transmits

$$x^{(2)}_m = [\gamma s_m + d_m] \mod \Lambda_n.$$  

The channel output is given by

$$y^{(2)} = \sum_{i=1}^{M} x^{(2)}_m + z^{(2)}$$  \hfill (G.12)

The receiver computes

$$r = y^{(2)} - \left( \sum_{m=1}^{M} d_m + \gamma \hat{u}^{(1)} \right)$$

$$t = r \mod \Lambda_k$$

$$= \left[ \sum_{i=1}^{M} x_j + z^{(2)} - \sum_{i=1}^{M} (d_j + \gamma s_j) - \gamma q^{(1)} \right] \mod \Lambda_k$$

$$= [z^{(2)} - \gamma q^{(1)}] \mod \Lambda_k$$

and updates the estimate and estimation noise from the first iteration:

$$\hat{u}^{(2)} = \beta t + \hat{u}^{(1)}$$

$$q^{(2)} = \beta t + q^{(1)}$$

where $q^{(2)} = \hat{u}^{(2)} - u$. Define the event

$$\mathcal{T}_u = \left\{ [z^{(2)} - \gamma q^{(1)}] \mod \Lambda_n = z^{(2)} - \gamma q^{(1)} \right\}$$  \hfill (G.19)

Under event $\mathcal{T}_u$, the updated estimate and estimation error becomes

$$\hat{u}^{(2)} = \beta z^{(2)} + (1 - \beta \gamma)q^{(1)} + u$$

$$q^{(2)} = \beta z^{(2)} + (1 - \beta \gamma)q^{(1)}$$

$$= \beta z^{(2)} + (1 - \beta \gamma)\sqrt{\frac{D^{(1)}}{N}} z^{(1)}$$

$$\sqrt{\frac{D^{(1)}}{N}} z^{(1)}$$

$$\sqrt{\frac{D^{(1)}}{N}} z^{(1)}$$
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Let $\beta, \gamma_o$ be chosen as follows:

\[
\gamma_o = \sqrt{\frac{\text{SNR}_r - 1}{D^{(4)}}} \quad \text{(G.24)}
\]

\[
\beta = \frac{D^{(1)} \gamma}{1 + D^{(1)} \gamma^2} \quad \text{(G.25)}
\]

For any fixed $\epsilon > 0$, the following variance of the estimation error is achievable under event $T$:

\[
E\left[ (q^{(2)}[i])^2 \right] = \sigma_s^2 \left( \frac{1}{\text{SNR}_r} \right)^2 + \epsilon \quad \text{(G.26)}
\]

by choosing $\gamma$ arbitrarily close to $\gamma_o$ from below. Finally, note that with our choice of $\gamma$, the following condition is satisfied

\[
1 + \gamma^2 D^{(1)} < \text{SNR}_r \quad \text{(G.27)}
\]

Hence, we can ensure that the event $T_u$ occurs with high probability. For all $\epsilon > 0$, Lemma 1 guarantees that there exists $n_0$ such that for all $n > n_0$

\[
P(T_u) \geq 1 - \epsilon \quad \text{(G.28)}
\]

Using the same type of scheme, we send $v$ over the remaining $2n$ uses of the MAC. Similar to the case in forwarding $u$, we can show that under an event $T_v$ that occurs with high probability for arbitrarily long block lengths, the estimation noise $\hat{v} - v$ is i.i.d Gaussian.

G.0.3 Stage III: Message Decoding

We perform jointly typical decoding at the destination based on estimates $\hat{u}$ and $\hat{v}$. Fix a fixed $\epsilon_1, \epsilon_2 > 0$, let $w_u$ and $w_v$ be the estimation errors $\hat{u} - u$ and $\hat{v} - v$ under events $T_u$ and $T_v$. Hence, it follows that $w_u$ and $w_v$ are i.i.d Gaussian noises with zero mean and respective variances $D_u$ and $D_v$ given by

\[
D_u = (2\text{SNR}_s + N) \left( \frac{1}{\text{SNR}_r} \right)^2 + \epsilon_1 \quad \text{(G.29)}
\]

\[
D_v = 2 \left( \frac{1}{\text{SNR}_r} \right)^2 + \epsilon_2 \quad \text{(G.30)}
\]

We define length $n$ vectors $\tilde{u}$ and $\tilde{v}$ where

\[
\tilde{U}^n = U^n + W_u^n \quad \text{(G.31)}
\]

\[
\tilde{V}^n = V^n + W_v^n \quad \text{(G.32)}
\]
We calculate the average decoding error over all random codebook constructions and show that this error can be made arbitrarily small for long blocklengths. Let $\mathcal{A}_\delta$ be the set of jointly typical sequences $\{(X^n, \tilde{U}_n, \tilde{V}_n)\}$ with respect to $p(x, \tilde{u}, \tilde{v})$. We define the events

\begin{align*}
E_0 &= \left\{ \frac{1}{n} \sum_{i=1}^{n} X_i(w) < P \right\} \quad (G.33) \\
G &= \left\{ (X^n(w), \tilde{U}^n, \tilde{V}^n) \overset{a.s.}{=} (X^n(w), \tilde{U}^n, \tilde{V}^n) \right\} \quad (G.34) \\
E_1 &= \left\{ (X^n(w), \tilde{U}^n, \tilde{V}^n) \notin \mathcal{A}_\delta \right\} \quad (G.35) \\
\tilde{E}_1 &= \left\{ (X^n(w), \tilde{U}^n, \tilde{V}^n) \notin \mathcal{A}_\delta \right\} \quad (G.36) \\
E_2 &= \left\{ \exists (w' \neq w) : (X^n(w'), \tilde{U}^n, \tilde{V}^n) \in \mathcal{A}_\delta \right\} \quad (G.37) \\
\tilde{E}_2 &= \left\{ \exists (w' \neq w) : (X^n(w'), \tilde{U}^n, \tilde{V}^n) \in \mathcal{A}_\delta \right\} \quad (G.38)
\end{align*}

By the law of large numbers for all $\epsilon_0 > 0$, there exists $n_0$ such that $Pr(E_0) < \epsilon_0$. We bound the probability of $\tilde{E}_1$ as follows

\begin{align*}
P(E_1) &= P(E_1 \cap G) + P(E_1 \cap G^c) \\
&\leq P(E_1 \cap G) + P(G^c) \\
&= P(\tilde{E}_1 \cap G) + P(G^c) \\
&\leq P(\tilde{E}_1) + P(G^c) \quad (G.42)
\end{align*}

Similarly, the probability of $\tilde{E}_2$ can be bounded as follows

\begin{align*}
P(E_2) &\leq P(\tilde{E}_2) + P(G^c) \quad (G.43)
\end{align*}

For all $\delta > 0$, there exists a $n_1$ such that for all $n \geq n_1$, $P(\tilde{E}_1) \leq \delta$. From the proof of the channel coding [1, Theorem 8.7.1], there exists a $n_2$ such that for all $n \geq n_2$, $P(\tilde{E}_2) \leq \delta$ if $R \leq I(X; \tilde{U}, \tilde{V}) - 3\delta$.

From the construction of the computation code, it follows that

\begin{align*}
P(G) &= P(\mathcal{T}_u \cap \mathcal{T}_v) \quad (G.44) \\
P(G^c) &= P(\mathcal{T}_u^c \cup \mathcal{T}_v^c) \\
&\leq P(\mathcal{T}_u^c) + P(\mathcal{T}_v^c) \quad (G.46)
\end{align*}

There exists $n_3$ such that for all $n \geq n_3$,

\begin{align*}
P(G^c) &\leq P(\mathcal{T}_u^c) + P(\mathcal{T}_v^c) \\
&\leq \frac{\epsilon}{2} + \frac{\epsilon}{2} \quad (G.48)
\end{align*}
For a fixed $\delta, \epsilon$, we choose $n = \max(n_0, n_1, n_2, n_3)$ to ensure that

$$P(E_0) \leq \epsilon$$  \hspace{1cm}  (G.49)

$$P(\tilde{E}_1) \leq \delta + \epsilon$$  \hspace{1cm}  (G.50)

$$P(\tilde{E}_2) \leq \delta + \epsilon$$  \hspace{1cm}  (G.51)

We then make $\delta, \epsilon$ arbitrarily small by choosing $n$ large enough.

Finally, we find a lower bound on the mutual information $I(X; \tilde{U}, \tilde{V})$. We first rewrite $\tilde{U}$ as follows:

$$\tilde{U} = U + W_u$$  \hspace{1cm}  (G.52)

$$= VX + \sum_{m=1}^{M} h_m z_m + W_u$$  \hspace{1cm}  (G.53)

$$= \hat{V}X + (V - \hat{V})X + \sum_{m=1}^{M} h_m z_m + W_u$$  \hspace{1cm}  (G.54)

where $\hat{V} = \mathbb{E}[V|V + W_v]$ is the MMSE estimate of $V$ given $V + W_v$. Define

$$J = (V - \hat{V})X + \sum_{m=1}^{M} h_m z_m + W_u$$  \hspace{1cm}  (G.55)

We observe that $\hat{V}$ is independent of $X$ and

$$\text{Cov}(X, J|\hat{V}) = 0 \text{ a.s}$$  \hspace{1cm}  (G.56)

By assuming that the noise $J$ is Gaussian (Theorem 1 in [99]), we arrive at a lower bound of the mutual information

$$I(X; \tilde{U}, \tilde{V}) \geq \frac{1}{2} \mathbb{E} \left[ \log \left( 1 + \frac{|\hat{V}|^2 \text{SNR}_s}{\text{Var}(J|\hat{V})} \right) \right]$$  \hspace{1cm}  (G.57)

$$\geq \frac{1}{2} \mathbb{E} \left[ \log \left( 1 + \frac{|\hat{V}|^2 \text{SNR}_s}{\mathbb{E}[(V - \hat{V})^2|\hat{V}] \text{SNR}_s + \hat{V} \sigma^2 + D_u} \right) \right]$$  \hspace{1cm}  (G.58)

In the case where $\ell > 4$, we iterate the computation scheme for forwarding $u$ and $v$. For example, in the case where $\ell_1 = 3$, the relays forward

$$x_m = [\tau s + d_m] \mod \Lambda$$  \hspace{1cm}  (G.59)
in the 3rd iteration and update upon the estimate \( \hat{u}^{(2)} \) from the second iteration. For general \( \ell_1, \ell_2 \), the estimation noise variance becomes:

\[
D_u = (2\text{SNR}_a + 1) \left( \frac{N}{\text{SNR}_r} \right)^{\ell_1} + \epsilon_1 \tag{G.60}
\]

\[
D_v = 2 \left( \frac{1}{\text{SNR}_r} \right)^{\ell_2} + \epsilon_2 \tag{G.61}
\]

with high probability for arbitrarily long block lengths.