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Abstract

Regularization Methods for Canonical Correlation Analysis, Rank Correlation Matrices and Renyi Correlation Matrices

by

Ying Xu
Doctor of Philosophy in Statistics
University of California, Berkeley
Professor Peter J. Bickel, Chair

In multivariate analysis, canonical correlation analysis is a method that enable us to gain insight into the relationships between the two sets of variables. It determines linear combinations of variables of each type with maximal correlation between the two linear combinations. However, in high dimensional data analysis, insufficient sample size may lead to computational problems, inconsistent estimates of parameters. In Chapter 1, three new methods of regularization are presented to improve the traditional CCA estimator in high dimensional settings. Theoretical results have been derived and the methods are evaluated using simulated data.

While the linear methods are successful in many circumstances, it certainly has some limitations, especially in cases where strong nonlinear dependencies exist. In Chapter 2, I investigate some other measures of dependence, including the rank correlation and its extensions, which can capture some non-linear relationship between variables. Finally the Renyi correlation is considered in Chapter 3. I also complement my analysis with simulations that demonstrate the theoretical results.
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Chapter 1

Canonical Correlation Analysis in High dimension

1.1 Introduction

Canonical correlation analysis (CCA) [18] is a method of correlating linear relationships between two multidimensional variables. By using this method, we can usually gain insight into the relationships between the two sets of variables.

The goal of this method is to find basis vectors for two sets of variables such that the correlations between the projections of the variables onto these basis vectors are mutually maximized.

Given two zero-mean random variables $X \in \mathbb{R}^{p_1}$ and $Y \in \mathbb{R}^{p_2}$, CCA finds pairs of directions $w_x$ and $w_y$ that maximize the correlation between the projections $u = w_x'X$ and $v = w_y'Y$ (in the context of CCA, the projections $u$ and $v$ are also referred to as canonical variates). More formally, CCA maximizes the function:

$$
\rho = \frac{\text{Cov}(u, v)}{\sqrt{\text{Var}(u)\text{Var}(v)}} = \frac{\mathbb{E}(w_x'XY'w_y)}{\sqrt{\mathbb{E}(w_x'XX'w_x)\mathbb{E}(w_y'YY'w_y)}}
$$

CCA has certain maximal properties that are very similar to the principle component analysis (PCA), which have been studied intensively. However, the biggest difference between these two methods lies in that CCA considers the relationship between two sets of variables, while PCA focuses on the interrelationship within only one set of variables.

CCA can be utilized for many purposes. One of the main applications of CCA is to integrate multiple data sets that are related to the same subject. For example, in [36], the
authors utilizes CCA to integrate multiple fMRI data sets in the context of predictive fMRI
data analysis.

Another main application of CCA is to reduce the dimensionality of the data by ex-
tracting a small (compared to the superficial dimensionality of the data) number of linear
features, thus alleviating subsequent computations. Previously, PCA has been extensively
utilized to achieve this. However, one has to bear in mind that the goal of PCA is to mini-
mize the reconstruction error; and in particular, PCA-features might not be well suited for
regression tasks. Consider a mapping \( \phi : X \to Y \), there is no reason to believe that the
features extracted by PCA on the variable \( x \) will reflect the functional relation between \( x \)
and \( y \) in any way. Even worse, it is possible that information vital to establishing this rela-
tion is discarded when projecting the original data onto the PCA-feature space. CCA, along
with partial least squares (PLS) and multivariate linear regression (MLR) may be better
suited for regression tasks since it considers the relation between explanatory variables and
response variables. CCA, in particular, has some very attractive properties, for example, it
is invariant w.r.t. affine transformations, and thus scaling of the input variables.

CCA can be used for purposes far beyond those listed above. It’s a prominent method
whenever we need to establish a relation between two sets of measurements, such as learning
a semantic representation between web images and their associated text [17], studying on
the association of gene expression with multiple phenotypic or genotypic measures [31], etc.

**Standard solutions to CCA**

The CCA problem can be formulated as a optimization problem,

\[
\max_{w_x, w_y} \mathbb{E}(w'_x Y Y' w_y) \tag{1.1}
\]

s.t. \( \mathbb{E}(w'_x X X' w_x) = \mathbb{E}(w'_y Y Y' w_y) = 1 \)

This optimization problem then can be converted into a standard eigen-problem. We
adapted the results from [17] and [26] (chapter 10 ).

- Corresponding Lagrangian of (1.1) is

\[
L(\lambda, w_x, w_y) = w'_x \Sigma_{xy} w_y - \frac{\lambda_x}{2} (w'_x \Sigma_{xx} w_x - 1) - \frac{\lambda_y}{2} (w'_y \Sigma_{yy} w_y - 1)
\]

- Taking derivatives in respect to \( w_x \) and \( w_y \), and let them equal 0,

\[
\Sigma_{xy} w_y - \lambda_x \Sigma_{xx} w_x = 0 \quad \Sigma_{yx} w_x - \lambda_y \Sigma_{yy} w_y = 0
\]

\[
\Rightarrow w'_x \Sigma_{xy} w_y - \lambda_x w'_x \Sigma_{xx} w_x = w'_y \Sigma_{yx} w_x - \lambda_y w'_y \Sigma_{yy} w_y = 0
\]

together with constrains,

\[
\Rightarrow \lambda_x = \lambda_y
\]
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• Assume $\Sigma_{yy}$ is invertible, we have $w_y = \Sigma^{-1}_{yy} \Sigma_{yx} w_x / \lambda$. Finally, we can see that the solution of (1.1) is equivalent to $\Sigma_{xy} \Sigma^{-1}_{yy} \Sigma_{yx} w_x = \lambda^2 \Sigma_{xx} w_x$, which is a generalized eigen-problem.

If $\Sigma_{xx}$ is also invertible, the vectors $w_x$ and $w_y$ are the eigenvectors corresponding to the largest eigenvalue of the matrices

$$\Sigma^{-1}_{xx} \Sigma_{xy} \Sigma^{-1}_{yy} \Sigma_{yx}, \quad \Sigma^{-1}_{yy} \Sigma_{yx} \Sigma^{-1}_{xx} \Sigma_{xy}. \quad (1.2)$$

Both of the above matrices have the same positive eigenvalues and the largest one equals the first canonical correlation.

In practice, one typically computes the sample covariance matrix out of the data set $(x_1, y_1), \ldots, (x_n, y_n) \in \mathbb{R}^{p_1} \times \mathbb{R}^{p_2}$. Computing eigenvectors/values of the empirical counterparts of the matrices results then immediately in estimates of the canonical variates and correlations.

Potential problems in the high-dimensional setting

Nowadays, people face some serious problems when dealing with the high dimensional data sets using traditional methods. Major advances in network and measurement technologies allow people to collect, store, analyze, and transport massive amounts of data. Applications in various domains often lead to very high dimensional data, for example, gene arrays, fMRI, image processing, various kinds of spectroscopy, climate studies, \ldots. In many situations, the data dimension $p$ is comparable to or even larger than the sample size $n$.

In the meantime, recent advances in random matrix theory allowed an in-depth theoretical study on the traditional estimator - the sample (empirical) covariance matrix. And it is shown that without regularization the traditional estimator performs poorly in high dimensions. The empirical eigenvectors and eigenvalues are inconsistent in terms of estimating the corresponding population quantities, if $p/n \to c$, $0 < c \leq \infty$ (Wigner (1955), Wachter (1978), Johnstone (2001), Johnstone & Lu (2006), Paul (2005), Bair et al. (2006), Tracy and Widom (1996) and etc.).

It is generally believed that it is almost impossible to give estimation in the high-dimensional settings without additional structural constraints. The sparsity assumption is one of most popular remedies for this situation. The notion of sparsity is often referred to as that only a few variables have large effects on the quantities that people are interested in, while most of the others are negligible. This is often a reasonable assumption in many applications and is now widespread in high-dimensional statistical inference. These structural constraints not only make estimation feasible, but also may enhance the interpretability of the estimators.
Sparse CCA has also been proposed in recent studies. Parkhomenko et al. (2007) [30], Waaijenborg et al. (2008) [44], Parkhomenko et al. (2009) [31], Le Cao et al. (2008) [23], and Witten et al. (2009) [45] and many others have proposed methods for penalized CCA and utilized the methods in various areas. Although their regularization methods and algorithms may differ from each other, they share one thing in common, which is that they all put the sparsity assumption on the coefficients of canonical variates, i.e. \( w_x \) and \( w_y \).

This assumption is certainly reasonable in many applications, but one can not tell from the data itself whether the assumption can be applicable or not. Instead, we propose to add sparsity assumptions directly onto the covariance matrices and the cross-covariance matrices, which can be easily checked from the data.

In the following sections, we’ll present three methods of regularization to improve the traditional CCA estimator in high dimensional settings.

### 1.2 Problem Set-up

We will assume throughout this paper that we observe \( X_1, \ldots, X_n \in \mathbb{R}^{p_1} \) i.i.d. random variables with mean 0 and covariance matrix \( \Sigma_{11} \); as well as \( Y_1, \ldots, Y_n \in \mathbb{R}^{p_2} \) i.i.d. random variables with mean 0 and covariance matrix \( \Sigma_{22} \). And we write

\[
X_i = (X_{i1}, \ldots, X_{ip_1})^\top, \quad Y_i = (Y_{i1}, \ldots, Y_{ip_2})^\top.
\]

Furthermore, \( \mathbb{E}(X_i^\top Y_i) = \Sigma_{12} \).

It’s well known that the usual MLE of \( \Sigma_{..} \)’s are

\[
\hat{\Sigma}_{11} = \frac{1}{n} \sum_{i=1}^{n} (X_i - \bar{X})(X_i - \bar{X})^\top,
\]

\[
\hat{\Sigma}_{22} = \frac{1}{n} \sum_{i=1}^{n} (Y_i - \bar{Y})(Y_i - \bar{Y})^\top,
\]

\[
\hat{\Sigma}_{12} = \frac{1}{n} \sum_{i=1}^{n} (X_i - \bar{X})(Y_i - \bar{Y})^\top.
\]

**Notations:**

- Denote \( \Omega_i = \Sigma_{ii}^{-1}, i = 1, 2 \) to be the true concentration matrix.
- For any matrix \( M = [m_{ij}] \), write \( M^+ = \text{diag}(M) \) for a diagonal matrix with the same diagonal as \( M \), and \( M^- = M - M^+ \).
• $|·|_1$ for the $l_1$ norm of a vector or matrix vectorized

• Define the operator norm of a $n \times p$ matrix $M$ as

$$\|M\| = \sup\{\|Mx\|_2 : x \in \mathbb{R}^p, \|x\|_2 = 1\},$$

which for symmetric matrices reduces to $\|M\| = \max_i |\lambda_i(M)|$.

• Denote $p = p_1 + p_2$.

1.3 Banding Method

First, we consider the situations where there exits a natural metric on the index set. For instance, we can expect that large $|i - j|$ implies near independence or conditional (given the intervening indexes) independence of $X_i$ and $X_j$. This is a reasonable assumption in many applications, such as climatology and spectroscopy, and it will be especially plausible for the studies involving the time series.

Banding the empirical covariance matrices of high-dimension has been well studied. In this section, we will adapt the results of Bickel and Levina [4] and extend it to the CCA problem.

Preliminary

Let’s restate the banding operator in [4] first. For any matrix $M = [m_{ij}]_{p \times p}$, and any $0 \leq k < p$, define,

$$B_k(M) = [m_{ij}1(|i - j| \leq k)].$$

As shown in [4], we’ll also define a banded-approximatable matrices class. Since the CCA problem involves the cross-covariance matrices, which in general are not symmetric any more, we need to modify the original definition in [4] slightly:

$$U(\epsilon_0, \alpha, c) = \{ \Sigma : \max_j \sum_i \{|\sigma_{ij}| : |i - j| > k\} \leq ck^{-\alpha} \text{ for all } k > 0; \text{ and } 0 < \epsilon_0 \leq \lambda_{\min}^{1/2}(\Sigma^\top \Sigma) \leq \lambda_{\max}^{1/2}(\Sigma^\top \Sigma) \leq 1/\epsilon_0 \}.$$

According to [4], by either banding the sample covariance matrix or estimating a banded version of the inverse population covariance matrix, we can obtain estimates which are consistent at various rates in the operator norm as long as $\log p/n \to 0$. 
Main results

This regularization method contains two steps:

- Banding the sample covariance matrices and cross-covariance matrices;
- Plug-in the banded sample covariance matrices and cross-covariance matrices into (1.2) and solve for the eigenvectors and eigenvalues.

In the following, we’ll show that the regularized estimator of (1.2) is consistent under the operator norm, under the suitable assumptions.

Theorem 1.3.1. Suppose that $X$ and $Y$ are Gaussian distributed; $U(\epsilon_0, \alpha, c)$ is defined above. Then, if $k_i \asymp (n^{-1} \log p_i)^{-1/(2(\alpha_i+1))}$ ($i = 1, 2, 3$), where $p_3 := \min(p_1, p_2)$,

$$
\|B_{k_1}(\hat{\Sigma}_{11})^{-1}B_{k_2}(\hat{\Sigma}_{22})^{-1}B_{k_3}(\hat{\Sigma}_{21}) - \Omega_1 \Sigma_{12} \Omega_2 \Sigma_{21}\| = O_P\left(\left(\frac{\log p_m}{n}\right)^{\alpha/(2(\alpha+1))}\right)
$$

uniformly on $\Sigma_{11} \in U(\epsilon_1, \alpha_1, c_1), \Sigma_{12} \in U(\epsilon_3, \alpha_3, c_3), \Sigma_{22} \in U(\epsilon_2, \alpha_2, c_2)$. Here, $\alpha := \max_i \alpha_i$, $p_m := \max_i p_i$.

Proof.

According to [4] Theorem 1, under the assumptions given, we have

$$
\|B_{k_1}(\hat{\Sigma}_{11})^{-1} - \Omega_1\| = O_P\left(\left(\frac{\log p_1}{n}\right)^{\alpha_1/(2(\alpha_1+1))}\right);
$$

$$
\|B_{k_2}(\hat{\Sigma}_{22})^{-1} - \Omega_2\| = O_P\left(\left(\frac{\log p_2}{n}\right)^{\alpha_2/(2(\alpha_2+1))}\right).
$$

For $\Sigma_{12}$, one can not apply their results directly, but from the proof of their theorem, one can easily go through each step for the cross-covariance matrices. Therefore,

$$
\|B_{k_3}(\hat{\Sigma}_{12}) - \Sigma_{12}\| = O_P\left(\left(\frac{\log p_3}{n}\right)^{\alpha_3/(2(\alpha_3+1))}\right).
$$
Thus, we have
\[
\| B_{k_1}(\hat{\Sigma}_{11})^{-1} B_{k_2}(\hat{\Sigma}_{12}) B_{k_3}(\hat{\Sigma}_{22})^{-1} B_{k_4}(\hat{\Sigma}_{21}) - \Omega_1 \Sigma_{12} \Omega_2 \Sigma_{21} \|
\]
\[
\leq \| B_{k_1}(\hat{\Sigma}_{11})^{-1} B_{k_2}(\hat{\Sigma}_{12}) B_{k_3}(\hat{\Sigma}_{22})^{-1} B_{k_4}(\hat{\Sigma}_{21}) - B_{k_1}(\hat{\Sigma}_{11})^{-1} B_{k_2}(\hat{\Sigma}_{12}) \Omega_2 \Sigma_{21} \|
+ \| B_{k_1}(\hat{\Sigma}_{11})^{-1} B_{k_2}(\hat{\Sigma}_{12}) \Omega_2 \Sigma_{21} - \Omega_1 \Sigma_{12} \Omega_2 \Sigma_{21} \|
\]
\[
\leq \| B_{k_1}(\hat{\Sigma}_{11})^{-1} B_{k_2}(\hat{\Sigma}_{12}) \| \left( \| B_{k_2}(\hat{\Sigma}_{22})^{-1} - \Omega_2 \| \| B_{k_3}(\hat{\Sigma}_{12}) \| \right) + \| \Omega_2 \Sigma_{12} \| \left( \| B_{k_1}(\hat{\Sigma}_{11})^{-1} - \Omega_1 \| \| B_{k_3}(\hat{\Sigma}_{12}) \| \right)
\]
\[
= \| B_{k_1}(\hat{\Sigma}_{11})^{-1} \| \| B_{k_2}(\hat{\Sigma}_{22})^{-1} \| - \Omega_2 \|
+ \left( \| B_{k_1}(\hat{\Sigma}_{11})^{-1} \| \| B_{k_3}(\hat{\Sigma}_{12}) \| + \| \Omega_1 \| \| \Sigma_{12} \| \right) \| \Omega_2 \| \| B_{k_3}(\hat{\Sigma}_{12}) - \Sigma_{12} \|
+ \| B_{k_3}(\hat{\Sigma}_{12}) \| \| \Sigma_{12} \| \| \Omega_2 \| \| B_{k_1}(\hat{\Sigma}_{11})^{-1} - \Omega_1 \|
\]
\[
= O_P(\epsilon_1^{-1} \epsilon_2^{-2}) O_P(\left( \frac{\log p_2}{n} \right)^{\alpha_2/(2(\alpha_2+1))}) + O_P(\epsilon_1^{-1} \epsilon_2^{-1} \epsilon_3^{-1}) O_P(\left( \frac{\log p_3}{n} \right)^{\alpha_3/(2(\alpha_3+1))})
+ O_P(\epsilon_2^{-1} \epsilon_3^{-2}) O_P(\left( \frac{\log p_1}{n} \right)^{\alpha_1/(2(\alpha_1+1))})
\]

Remarks:

1. The Gaussian assumption may be weakened, which has been pointed out in [4]. It can be replaced by the following. Suppose \( Z_i := (X_i, Y_i) \in \mathbb{R}^{p_1+p_2} \) are i.i.d., \( Z_{ij} \sim F_j \), where \( F_j \) is the c.d.f. of \( Z_{ij} \), and \( G_j(t) = F_j(\sqrt{t}) - F_j(-\sqrt{t}) \). Then for Theorem 1.3.1 to hold it suffices to assume that

\[
\max_{1 \leq j \leq m} \int_0^\infty \exp(\lambda t) dG_j(t) < \infty, \quad \text{for } 0 < |\lambda| < \lambda_0.
\]
for some \( \lambda_0 \).

2. Cai et al. [7] points out that the convergence rate obtained by the banding method can be improved by a very similar regularized estimator, called the tapering estimator. If we use the tapering estimator for \( \hat{\Sigma}_{ij} \), then under the same assumption of Theorem 1.3.1, it can obtain the rate of

\[
O_P(\max\left\{ n^{-\alpha/(\alpha+1)}, \sqrt{\frac{\log p_m}{n}}, \sqrt{\frac{p_m}{n}} \right\}).
\]
1.4 Thresholding Method

Although the banding method can be applied in many situations, it will not be applicable if the labels are meaningless as in microarrays genomics, where the coordinates simply label genes. To deal with this, here we propose using the second method, of Bickel-Levina [3] and El Karoui [12], the thresholding method, which can solve such difficulties in certain conditions.

We’ll use direct thresholding method for $\hat{\Sigma}_{12}$ as in [3] and the SPICE method as in [35] for $\hat{\Sigma}_{11} - 1$ and $\hat{\Sigma}_{22} - 1$.

$\hat{\Sigma}_{12}$

According to Bickel and Levina (2008) [3], We define the thresholding operator by

$$T_s(M) = [m_{ij}1(|m_{ij}| \geq s)]$$

which we refer to as $M$ thresholded at $s$.

Next, we define a uniformity class of covariance matrices

$$U_{r}(q, c_0(p), M) = \{\Sigma : \sigma_{ii} \leq M, \sum_{j=1}^{p} |\sigma_{ij}|^q \leq c_0(p) \text{ for all } i\},$$

for $0 \leq q < 1$. And, if $q = 0$,

$$U_{r}(0, c_0(p), M) = \{\Sigma : \sigma_{ii} \leq M, \sum_{j=1}^{p} 1(\sigma_{ij} \neq 0) \leq c_0(p) \text{ for all } i\}$$

defines a class of sparse matrices.

Then, uniformly on $U_{r}(q, c_0(p), M)$, for sufficiently large $M'$, if $t_n = M' \sqrt{\frac{\log p}{n}}$, and $\frac{\log p}{n} = o(1)$, then

$$\|T_{t_n}(\hat{\Sigma}) - \Sigma\| = O_P\left(c_0(p)\left(\frac{\log p}{n}\right)^{\frac{1-q}{2}}\right)$$

$$\implies$$

$$\|T_{t_n}(\hat{\Sigma}_{12}) - \Sigma_{12}\| \leq \|T_{t_n}(\hat{\Sigma}) - \Sigma\| = O_P\left(c_0(p)\left(\frac{\log p}{n}\right)^{\frac{1-q}{2}}\right) \quad (1.3)$$

Further more, we know from their results that $\|\Sigma_{12}\|$ and $\|T_{t_n}(\hat{\Sigma}_{12})\|$ are bounded, $O_P(c_0(p))$. 

\[ \hat{\Sigma}_{11}^{-1} \text{ and } \hat{\Sigma}_{22}^{-1} \]

Based on SPICE method by A.J. Rothman et al. (2008)[35], we make additional assumptions on \( \Omega_1 \) and \( \Omega_2 \).

**A1:** Let the set \( S_k = \{ (i, j) : \Omega_{kij} \neq 0, i \neq j \}, k = 1, 2 \). Then \( \text{card}(S_k) \leq s_k \).

**A2:** \( \phi_{\min}(\Sigma_{ii}) \geq k > 0, i = 1, 2 \).

Since we already assume that \( \Sigma \in \mathcal{U}_r(q, c_0(p), M) \), \( \phi_{\max}(\Sigma_{ii}) (i = 1, 2) \) are bounded without additional assumptions.

And we use the correlation matrix rather than the covariance matrix. Let \( W_i \) be the diagonal matrix of true standard deviations; \( \Gamma_i = W_i^{-1} \Sigma_{ii} W_i^{-1}, i = 1, 2 \).

Let \( K_i = \Gamma_i^{-1} \). Define a SPICE estimate of \( K_i \) by

\[
\hat{K}_{\lambda_i} = \arg\min_{K > 0} \{ \text{tr}(K \hat{\Gamma}_i) - \log |K| + \lambda |K^{-1}| \}
\]

Then we can define a modified correlation-based estimator of the concentration matrix by

\[
\hat{\Omega}_{\lambda_i} = \hat{W}_i^{-1} \hat{K}_{\lambda_i} \hat{W}_i^{-1}, \quad i = 1, 2
\]

Under A1, A2, uniformly on \( \mathcal{U}_r(q, c_0(p), M) \), if \( \lambda_i \approx \sqrt{\log p_i} \), then

\[
\| \hat{\Omega}_{\lambda_i} - \Omega_i \| = O_P \left( \sqrt{\frac{(s_i+1) \log p_i}{n}} \right), \quad i = 1, 2 \tag{1.4}
\]

**Main Results**

**Theorem 1.4.1.** Suppose \( X \) and \( Y \) follow Gaussian distributions. Under A1, A2, uniformly on \( \Sigma \in \mathcal{U}_r(q, c_0(p), M) \), for sufficiently large \( M' \), if \( t_n = M' \sqrt{\frac{\log p_i}{n}} \), \( \lambda_i \approx \sqrt{\frac{\log p_i}{n}} \), and \( \frac{\log p_i}{n} = o(1) \), then

\[
\| \hat{\Omega}_{\lambda_1} T_{t_n}(\hat{\Sigma}_{12}) \hat{\Omega}_{\lambda_2} T_{t_n}(\hat{\Sigma}_{21}) - \Omega_1 \Sigma_{12} \Omega_2 \Sigma_{21} \|
\]

\[
= O_P(c_0(p)^2) O_P \left( \sqrt{\frac{(s_m+1) \log p_m}{n}} \right),
\]

where \( s_m = \max\{s_1, s_2\}, p_m = \max\{p_1, p_2\} \).
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Proof. :

\[ \| \tilde{\Omega}_1 T_n (\Sigma_{12}) \tilde{\Omega}_2 T_n (\Sigma_{21}) - \Omega_1 \Sigma_{12} \Omega_2 \Sigma_{21} \| \]

\[ \leq \| \Omega_1 T_n (\Sigma_{12}) \tilde{\Omega}_2 T_n (\Sigma_{21}) - \tilde{\Omega}_1 T_n (\Sigma_{12}) \Omega_2 \Sigma_{21} \| \\
+ \| \tilde{\Omega}_2 T_n (\Sigma_{12}) \tilde{\Omega}_2 T_n (\Sigma_{21}) - \Omega_1 \Sigma_{12} \Omega_2 \Sigma_{21} \| \]

\[ \leq \| \Omega_1 T_n (\Sigma_{12}) \| \left( \| \tilde{\Omega}_2 \| \| T_n (\Sigma_{12}) \| + \| \Omega_2 \| \| T_n (\Sigma_{12}) \| - \Sigma_{12} \| \right) \\
+ \| \Omega_2 \Sigma_{12} \| \left( \| \tilde{\Omega}_1 \| \| T_n (\Sigma_{12}) \| + \| \Omega_1 \| \| T_n (\Sigma_{12}) - \Sigma_{12} \| \right) \]

\[ = \| \tilde{\Omega}_1 \| \| T_n (\Sigma_{12}) \| ^2 \| \tilde{\Omega}_2 - \Omega_2 \| \\
+ \left( \| \tilde{\Omega}_1 \| \| T_n (\Sigma_{12}) \| + \| \Omega_1 \| \| \Sigma_{12} \| \right) \| \| T_n (\Sigma_{12}) - \Sigma_{12} \| \\
+ \| T_n (\Sigma_{12}) \| \| \Sigma_{12} \| \| \Omega_2 \| \| \tilde{\Omega}_1 - \Omega_1 \| \]

\[ = O_P(c_0(p)^2) O_P \left( \sqrt{\frac{(s_1 + 1) \log p_1}{n}} \right) + O_P(c_0(p)) O_P \left( c_0(p) \left( \frac{\log p}{n} \right)^{\frac{1}{2}} \right) \\
+ O_P(c_0(p)^2) O_P \left( \sqrt{\frac{(s_2 + 1) \log p_2}{n}} \right) \]

1.5 $l_1$ Regularized CCA

In the first two approaches, the matrices are considered separately. Thus, the sparsity assumptions are required for each matrix. In this section, we’ll consider a different approach to the CCA problem.

Notice that the products $\Sigma_{11}^{-1} \Sigma_{12}$ and $\Sigma_{22}^{-1} \Sigma_{21}$ are related to the linear regression problem $Y$ on $X$ and $X$ on $Y$ respectively. So it is natural to ask: can we use the regularization methods of the linear regression to regularize the products of the matrices directly?
More precisely, let’s consider the following problems. Denote \( A^* = \Sigma_{11}^{-1} \Sigma_{12} \) and \( B^* = \Sigma_{22}^{-1} \Sigma_{21} \). Consider two multiple responses linear models:

\[
Y = XA + \epsilon
\]

and

\[
X = YB + \eta,
\]

where \( X \in \mathbb{R}^{p_1} \) and \( Y \in \mathbb{R}^{p_2} \) are random variables we considered in the original CCA problem. Then, theoretically,

\[
A^* = \arg\min_A E \| Y - XA \|^2 \quad \text{and} \quad B^* = \arg\min_B E \| X - YB \|^2.
\]

Therefore, the CCA problem can be solved in two steps:

- solve the optimization problems for the linear models;
- solve the eigenvalue problem for the matrix \( \hat{A}^* \hat{B}^* \).

**Previous work**

For low dimensional cases, the ordinary least square (OLS) estimator \( \hat{A}_{ols} = \hat{\Sigma}_{11}^{-1} \hat{\Sigma}_{12} \) would be a good estimator of \( A^* \). However, as pointed out earlier, this wouldn’t be the case in high dimensional settings. Recently, quite a lot of attentions has been given to regularization methods in high dimensional linear regression. Among the popular regularization methods, a great amount of work has focused on the behavior of \( l_1 \)-based relaxations. And most of the work focus on the single response linear regression model. A variety of practical algorithms have been proposed and studied, including basis pursuit[10], the Lasso [40], and the Dantzig selector [8]. Various authors have obtained convergence rates for different error metrics, including \( l_2 \)-error [27], prediction loss [21] [43], as well as model selection consistency [28]. In addition, a range of sparsity assumptions have been analyzed, including the case of hard sparsity or soft sparsity assumptions, based on imposing a certain decay rate on the ordered entries of coefficients. In the following, we’ll apply the related results from the linear regression to our CCA problem.

Existing works on \( l_1 \) penalized CCA include the double barrelled lasso which is based on a convex least squares approach [16], and CCA as a sparse solution to the generalized eigenvalue problem [37] which is based on constraining the cardinality of the solution to the generalized eigenvalue problem to obtain a sparse solution. Another recent solution is by Witten et al. (2009)[45], which uses a penalized matrix decomposition framework to compute a sparse solution of CCA. However, all the above methods are imposing the sparse condition on the coefficients of canonical variates, which are different from ours assumptions.

In the CCA problem, what we’re interested most is the \( l_2 \) loss of the estimator of the coefficients. The restricted eigenvalue (RE) conditions introduced by Bickel et al. (2009) [5] are among the weakest and hence the most general conditions in literature imposed on the
Gram matrix in order to guarantee nice statistical properties for the Lasso and the Dantzig selector. Moreover, under this condition, they derived bounds on $l_2$ and $l_r$ prediction loss, where $1 \leq r \leq 2$, for estimating the parameters of both the Lasso and the Dantzig selector in both linear regression and nonparametric regression models.

We’ll consider the following linear model in this subsection,

$$y = X\beta^* + w$$

(1.5)

where $X$ is an $n \times p$ matrix and each row follows i.i.d. $N(0, \Sigma)$ and $w$ is independent of $X$, $\sim N(0, \sigma^2 I_n)$. Then the lasso estimator of $\beta^*$ is defined by

$$\hat{\beta} = \arg\min_{\beta \in \mathbb{R}^p} \left\{ \frac{1}{n} |y - X\beta|^2_2 + 2\lambda |\beta|_1 \right\}.$$

We adapt the notation $v_{J_0}$ to always represent the subvector of $v \in \mathbb{R}^p$ confined to $J_0$, which corresponds to the locations of the $s$ largest coefficients of $v$ in absolute value.

Now, we are ready to introduce the Restricted Eigenvalue assumption that is formalized in Bickel et al. (2009).

**Assumption 5.1.** (Restricted Eigenvalue assumption $RE(s, k_0, X)$ (Bickel et al., 2009)) For some integer $1 \leq s \leq p$ and a positive number $k_0$, the following holds:

$$\frac{1}{K(s, k_0, X)} := \min_{J_0 \subseteq \{1, \cdots, p\}, |J_0| \leq s} \min_{v \neq 0, \|v_{J_0}\|_1 \leq k_0} \frac{\|Xv\|_2}{\sqrt{n}\|v_{J_0}\|_2} > 0.$$  

(1.6)

However, the above RE condition cannot apply to our problem directly, since what we have is a random design matrix $X$, not fixed. In the paper of Zhou (2009) [47], a detailed discussion of RE conditions on random design matrices had been given, which we’re going to apply to the CCA problem.

**Assumption 5.2.** (Restricted eigenvalue assumption $RE(s, k_0, \Sigma)$) Suppose $\Sigma_{jj} = 1, j = 1, \cdots, p$, and for some integer $1 \leq s \leq p$, and a positive number $k_0$, the following condition holds:

$$\frac{1}{K(s, k_0, \Sigma)} := \min_{J_0 \subseteq \{1, \cdots, p\}, |J_0| \leq s} \min_{v \neq 0, \|v_{J_0}\|_1 \leq k_0} \frac{\|\Sigma^{1/2}v\|_2}{\|v_{J_0}\|_2} > 0.$$  

(1.7)

Zhou shows that if $\Sigma$ satisfies the RE condition, $X$ will satisfy the RE condition with overwhelming probability, given $n$ that is sufficiently large.
Define
\[ \sqrt{\rho_{\min}(m)} := \min_{\|t\|_2=1, |\text{supp}(t)| \leq m} \|\Sigma^{1/2}t\|_2, \]
\[ \sqrt{\rho_{\max}(m)} := \max_{\|t\|_2=1, |\text{supp}(t)| \leq m} \|\Sigma^{1/2}t\|_2. \]

Summarizing the results in the paper [47], we have that

**Theorem 1.5.1.** Set \(1 \leq n \leq p\). Let \(s < p/2\). Consider the linear model (1.5) with random design \(X\), and \(\Sigma\) satisfies (1.7). Assume \(\rho_{\min}(2s) > 0\). Let \(\hat{\beta}\) be an optimal solution to the Lasso with \(\lambda_n = O_p(\sqrt{\log p/n}) = 0(1)\). Suppose that \(n\) satisfies for \(C = 3(2 + k_0)K(s, k_0, \Sigma)\sqrt{\rho_{\max}(s)}\),
\[ n > c' \max(C^2s \log(5ep/s), 9 \log p). \]

Then with probability at least \(1 - 2 \exp(-c\theta^2n)\), we have
\[ \|\hat{\beta} - \beta\|_2 \leq 8cK^2(s,3,\Sigma)\lambda_n\sqrt{s} \quad (1.8) \]

**CCA**

We return to the CCA problem. We propose the following procedure,

- Let \(Y_{(i)}\) denote the ith column of \(Y\), \(i = 1, \cdots, p_2\); and \(A_{(i)}^*\) be the ith column vector of \(A^*\).
  - Decompose the multiple response linear model into \(p_2\) individual single linear models. Consider
    \[ Y_{(i)} = XA_{(i)}^* + \epsilon_{(i)}, \quad i = 1, \cdots, p_2. \]
  - Find the lasso estimator of \(A_{(i)}^*\), denoting it as \(\hat{A}_{(i)}^*\).

- Let \(X_{(i)}\) denote the ith column of \(X\), \(i = 1, \cdots, p_1\); and \(B_{(i)}^*\) be the ith column vector of \(B^*\).
  - Decompose the multiple response linear model into \(p_1\) individual single linear models. Consider
    \[ X_{(i)} = YB_{(i)}^* + \eta_{(i)}, \quad i = 1, \cdots, p_1. \]
  - Find the lasso estimator of \(B_{(i)}^*\), denoting it as \(\hat{B}_{(i)}^*\).

- Solve the eigen-problem for \(\hat{A}^*\hat{B}^*\).
Then if $\Sigma_{11}, \Sigma_{22}$ satisfies the RE conditions in theorem 5.1, we have that
\[
\|\hat{A}^* - A^*\|_F^2 = O_p \left( \frac{\log p_1}{n} (\sum_{i=1}^{p_2} s_i K^4(s_i, 3, \Sigma_{11})) \right)
\]
and
\[
\|\hat{B}^* - B^*\|_F^2 = O_p \left( \frac{\log p_2}{n} (\sum_{i=1}^{p_1} t_i K^4(t_i, 3, \Sigma_{22})) \right)
\]

Let $s := \max_i s_i$ and $t := \max_i t_i$. Then,
\[
\sum_{i=1}^{p_2} s_i K^4(s_i, 3, \Sigma_{11}) \leq s p_2 K^4(s, 3, \Sigma_{11}), \quad \sum_{i=1}^{p_1} t_i K^4(t_i, 3, \Sigma_{22}) \leq t p_1 K^4(t, 3, \Sigma_{22}),
\]

Therefore,
\[
\|\hat{A}^* \hat{B}^* - A^* B^*\|_F^2 = O_p \left( \frac{s p_2 \log p_1}{n} K^4(s, 3, \Sigma_{11}) + \frac{t p_1 \log p_2}{n} K^4(t, 3, \Sigma_{22}) \right)
\]

If in fact some of the $s_i$'s and $t_i$'s are just 0, then we may have that $\sum_{i=1}^{p_2} s_i << p_2$ and $\sum_{i=1}^{p_1} t_i << p_1$, which will give a better rate.

### 1.6 Simulation

The dependency between two sets of variables can be modeled using latent variables. Using this idea for simulation of CCA model can be found in [31]. Suppose there exist latent variables $U$ that affect both a subset of observed variables in $X$ and a subset of observed variables in $Y$. Formally, we have that, for $X, \epsilon \in \mathbb{R}^{p_1}, Y, \eta \in \mathbb{R}^{p_2}, U \in \mathbb{R}^w, A \in \mathbb{R}^{p_1 \times w}$ and $B \in \mathbb{R}^{p_2 \times w},$
\[
X = AU + \epsilon, \\
Y = BU + \eta.
\]
where $U, \epsilon$ and $\eta$ are mutually independent.

Let $U \sim N(\mu, \Sigma), \epsilon \sim N(0, \sigma_1^2 I)$ and $\eta \sim N(0, \sigma_2^2 I)$. Then we have that,
\[
\Sigma_{11} = A \Sigma A^\top + \sigma_1^2 I \\
\Sigma_{22} = B \Sigma B^\top + \sigma_2^2 I \\
\Sigma_{12} = A \Sigma B^\top
\]
For simplicity, we’ll set $\Sigma = I$ in the following simulations. By imposing different structures to $A$ and $B$, and setting different values to $\sigma_1^2$ and $\sigma_2^2$, the model covers a lot of situations.

**Example 1**

Let $A, B$ be banded matrices with bandwidths $k_1$ and $k_2$ respectively. Then $\Sigma_{11}, \Sigma_{22}$ and $\Sigma_{12}$ as defined above are all banded matrices with bandwidths $2k_1, 2k_2,$ and $k_1 + k_2$. The Figure 1.1 illustrates this setting. To be specific, we set $A$ and $B$ be

\[
a_{ij} = \rho_1 |i-j| \mathbb{I}_{\{|i-j| \leq k_1\}}, \quad i = 1, \ldots, p_1; \ j = 1, \ldots, w. \\
b_{ij} = \rho_2 |i-j| \mathbb{I}_{\{|i-j| \leq k_2\}}, \quad i = 1, \ldots, p_2; \ j = 1, \ldots, w.
\]

![Figure 1.1: Correlation matrices and cross-correlation matrix structure of Example 1](image)

The results provided are under the settings of $p_1 = 50, p_2 = 100, n = 100, k_1 = 3, k_2 = 2, \rho_1 = 0.7, \rho_2 = 0.6, \sigma_1 = \sigma_2 = 2$. The true canonical correlation is 0.84. With 100 replications, we have the following results,
**Example 2**

In this example, we adopt the simplest case under this model scheme, which is that there is only one latent variable. Then $A$ and $B$ become vectors. And assume that $U \sim N(0, I)$, $\epsilon \sim N(0, I)$, $\eta \sim N(0, I)$. In this case, we have

$$
\Sigma_{11} = AA^\top + I \quad \Sigma_{22} = BB^\top + I \quad \Sigma_{12} = AB^\top
$$

Then CCA has a simple solution,

$$
w_x = \lambda_{max}(AA^\top) \\
w_y = \lambda_{max}(BB^\top) \\
\text{cor}(w_x^\top X, w_y^\top Y) = \frac{A^\top AB^\top B}{(1 + A^\top A)(1 + B^\top B)}
$$

By varying the norm of vector $A$ and $B$, the canonical correlation can obtain any value in $(0, 1)$.

To demonstrate our methods, we further set $A$ and $B$ be sparse. Let the first $s_1$ components of $A$ be non-zero, and the first $s_2$ components of $B$ be non-zero. Then, $\Sigma_{11}$, $\Sigma_{12}$ and $\Sigma_{22}$ are all banded matrices. Thus the banding and thresholding methods can be applied.

---

**Table 1.1: Results for CCA example 1**

| Method   | Estimated canonical correlation | Frobenius norm | $|\hat{\lambda}_{max} - \lambda_{max}|$ |
|----------|---------------------------------|----------------|----------------------------------------|
| Sample   | 1.00 (0.00)                     | 6.15 (0.00)    | 0.16 (0.00)                           |
| Banding  | 0.79 (0.15)                     | 2.88 (0.12)    | 0.08 (0.13)                           |
| Lasso    | 0.73 (0.14)                     | 2.96 (0.16)    | 0.13 (0.12)                           |

We can see that without regularization, the empirical estimator performs very badly under this setting. And since the underlying structure of covariance matrices of example 1 are banded, the banding method gets the best performance.
Also we have that
\[
X = \frac{1}{B'B}AB'Y + (\epsilon - \frac{1}{B'B}AB'\eta)
\]
\[
Y = \frac{1}{A'A}BA'X + (\eta - \frac{1}{A'A}BA'\epsilon)
\]
where both \(AB'\) and \(BA'\) are sparse matrices. Therefore, the lasso method can also be utilized here.

Figure 1.2: Correlation matrices and cross-correlation matrix structure of Example 2

The results provided are under the settings of \(p_1 = 80, p_2 = 70, n = 100\) and \(s_1 = s_2 = 20\). The first 20 components of \(A\) and \(B\) are generated from \(U(0, 1/3)\). The true canonical correlation is 0.68. With 100 replications, the results are shown in Table 1.2.

As expected, without regularization the empirical estimator performs very badly under this setting. The Lasso method performs slightly better in this case, since the model construction in this example is slightly in favor of Lasso.
## Table 1.2: Results for CCA example 2

| Method   | Estimated canonical correlation | Frobenius norm | $|\hat{\lambda}_{max} - \lambda_{max}|$ |
|----------|---------------------------------|----------------|----------------------------------------|
| Sample   | 1.00( 0.00)                     | 10.20(0.00)    | 0.32(0.00)                             |
| Banding  | 0.54( 0.16)                     | 0.75(0.19)     | 0.16(0.08)                             |
| Lasso    | 0.59(0.14)                      | 0.46(0.17)     | 0.12(0.07)                             |
Chapter 2

Rank Correlation Matrices and Extensions

2.1 Introduction

In the precious chapter, we focus on the CCA method, which are using the covariance matrices and cross-covariance matrix to describe the linear relationship between the two sets of random variables. Despite its successful application in many circumstances, this can be a modeling limitation, in cases where strong nonlinear dependencies exist. In this chapter, we’ll study some other measures of dependence, including the rank correlation and its extensions, which enable us to capture some non-linear relationship between variables.

2.2 Measure of Dependence

The study of dependence plays an important role in statistics. Over the past years, people have developed sophisticated theories in this field. The theory and history is rich, and easily forms a separate volume, e.g. Doruet, Mari and Kotz (2001) [11].

The most widely used and understood measure in the study of dependence is the product-moment correlation coefficient, which was first invented by Francis Galton in 1885, and then refined into its modern form by Karl Pearson in 1895 [33]. The product-moment correlation is a measure of linear dependence between random variables. It attains the maximum magnitude of 1 if and only if a liner relationship exits between random variables. Also the definition of the product-moment correlation implies that it is defined only when the variances of the random variables are finite. Thus, it is not an appropriate measure for very heavy-tailed distributions.

In the statistical literature, there are many alternative approaches, for example, Spearman’s rank correlation, Kendall’s rank correlation, the distance correlation of Szekely et.al.
(2007) [39], etc. Here we first focus on Spearman’s rank correlation, which was introduced by Spearman (1904) and some generalization.

As a different way to describe the dependence of random variables, in its population version Spearman’s rank correlation is actually nothing but the linear correlation between the transformed version of the original random variables by their cumulative distribution functions, which always exist.

Rank correlation is also a robust way to describe the dependence structure among the variables. Usually, severe outliers can dramatically change the sample covariance estimator, but the sample rank correlation matrix is much less affected. We also notice that, to estimate the covariance matrix, one requires the random variable to have at least second moments, while one does not need any moments if the rank correlation is used.

2.3 Spearman’s Rank Correlation

Given two random variables $X$ and $Y$, the classic Pearson’s correlation coefficient between them is defined as $\rho_{X,Y} = \frac{\text{Cov}(X,Y)}{\sqrt{\text{Var}(X)\text{Var}(Y)}}$; while the Spearman’s rank correlation is defined as $r(X,Y) = \frac{\text{Cov}(F(X),G(Y))}{\sqrt{\text{Var}(F(X))\text{Var}(G(Y))}}$, where $F$ and $G$ are the cumulative distribution functions of $X$ and $Y$ respectively. It can be seen from the above equations that the population version of Spearman’s rank correlation is just the classic Pearson’s correlation between $F(X)$ and $G(Y)$. In the following, we’ll present some useful facts about the Spearman’s rank correlation, which one can find in detail in the 3rd Chapter of the book Uncertainty analysis with high dimensional dependence modelling [22].

**Proposition.** If $X$ is a random variable with a continuous invertible cumulative distribution function $F$, then $F(X)$ has the uniform distribution on $[0, 1]$, denoted by $U[0, 1]$.

Thus, the rank correlation is independent of marginal distributions in the continuous case and the formula can be simplified as

$$r(X,Y) = \frac{\mathbb{E}[F(X)G(Y)] - (1/2)^2}{(1/12)} = 12\mathbb{E}[F(X)G(Y)] - 3 \quad (2.1)$$

Therefore, Spearman’s correlation coefficient is often described as being “nonparametric”. For continuous random variables, their exact sampling distribution can be obtained without requiring knowledge of marginal distributions of the data coordinates.

Further, the rank correlation is invariant under non-linear strictly increasing transformations.
Proposition. If $H : R \rightarrow R$ is a strictly increasing function, then,
\[ r(X, Y) = r(H(X), Y). \]

A perfect Spearman correlation can be obtained when $X$ and $Y$ are related by any monotonic function. And in contrast, the Pearson correlation only gives a perfect value when $X$ and $Y$ are related by a linear function.

In the Gaussian case, the Spearman’s rank correlation $r$ is an increasing function of the ordinary correlation coefficient $\rho$,
\[ \rho = 2 \sin\left(\frac{\pi}{6} r\right). \]
And $r = 0 \iff \rho = 0$, $r = \pm 1 \iff \rho = \pm 1$.

In practice, given $n$ pairs of i.i.d. samples $\{x_i, y_i\}$, denote $R(x_i)$ to be the rank of $x_i$ among $n$ samples, similar for $R(y_i)$. Then as illustrated in many textbooks, e.g. [11], the empirical Spearman’s rank correlation can be computed as following,
\[ \hat{r} = \frac{n(\sum R(x_i)R(y_i)) - (\sum R(x_i))(\sum R(y_i))}{\sqrt{n(\sum R(x_i)^2) - (\sum R(x_i))^2} \sqrt{n(\sum R(y_i)^2) - (\sum R(y_i))^2}}. \]

For the purpose of theory development, we’d like to introduce following notation,
\[ P(f) := \mathbb{E}f(X), \quad P_n(f) := \frac{1}{n} \sum_{i=1}^{n} f(X_i), \quad \forall f. \]

Then under the assumptions that $X$ and $Y$ have continuous marginal c.d.f. $F$ and $G$, we can rewrite $\hat{r}$ as
\[ \hat{r} = \frac{P_n(\hat{F}\hat{G}) - P_n(\hat{F})P_n(\hat{G})}{\sqrt{P_n(\hat{F}^2) - (P_n(\hat{F}))^2} \sqrt{P_n(\hat{G}^2) - (P_n(\hat{G}))^2}} = [P_n(\hat{F}\hat{G}) - (\frac{n+1}{2n})^2]/(\frac{n^2-1}{12n^2}) = \frac{12n^2}{n^2-1} P_n(\hat{F}\hat{G}) - \frac{3(n+1)}{n-1} \]
where $\hat{F}$ and $\hat{G}$ are empirical c.d.f. ($\hat{F}(x) = \frac{1}{n} \sum_{i=1}^{n} 1_{[x_i,\infty)}(x)$).

### 2.4 Extending to Multivariate Cases

Spearman’s rank correlation often appears as the measurement between only two variables. We’ll first extend the rank correlation idea to multi-variable cases. The correlations between
random vectors $X$ are collectively represented by the correlation matrix. The $(i, j)th$ element of the matrix represents the correlation between components $X_i$ and $X_j$. In parallel, we define the rank correlation matrix of the random vector $X$, where the $(i, j)th$ element of the matrix represents the rank correlation between components $X_i$ and $X_j$.

In the multi-dimensional settings, we consider a random sample $\{X_1, X_2, \cdots, X_n\}$ i.i.d., $X_i = (X_{i1}, \cdots, X_{ip})^T \in \mathbb{R}^p$, and assume it has continuous marginal cumulative distribution function (c.d.f.) $F_1, \cdots, F_p$.

Using $R = (r_{ij})$ denote the rank correlation matrix, which is $\in \mathbb{R}^{p \times p}$, with

$$r_{ij} = 12P(F_i F_j) - 3.$$  

Let $\hat{R} = (\hat{r}_{ij})$ denote the empirical rank correlation matrix, $\in \mathbb{R}^{p \times p}$, with

$$\hat{r}_{ij} = \frac{12n^2}{n^2 - 1} P_n(F_i F_j) - \frac{3(n + 1)}{n - 1},$$

where $\hat{F}_j(x) = \frac{1}{n} \sum_{i=1}^{n} 1_{[x_{ij}, \infty)}(x)$, which is the empirical c.d.f.'s.

In addition to the above, we’d like to introduce more matrix notations which will appear in the following subsections:

$$R^0 := \left( P(F_i F_j) \right)_{i,j},$$  

$$\tilde{R}^0 := \left( P_n(F_i F_j) \right)_{i,j},$$  

$$\hat{R}^0 := \left( P_n(\hat{F}_i \hat{F}_j) \right)_{i,j}.$$  

Simply notice that,

$$\hat{R} - R = 12(\tilde{R}^0 - R^0) - \frac{6}{n - 1} 1_1^T + \frac{12}{n^2 - 1} \hat{R}^0,$$  

where $1 = (1, \cdots, 1)^T \in \mathbb{R}^p$.

### 2.5 Regularization methods in High-dimensional Cases

In many situations, the data dimension $p$ is comparable to or larger than the sample size $n$. Developments in random matrix theory, Jonestone [19], Johnstone & Lu [20], Paul [32], Bair et al. (2006), Tracy and Widom [41] etc., have made it clear that the sample (empirical) covariance matrix may have a very poor performance in high dimension problems. Therefore
it’s obvious that the M-correlation matrices will have the same difficulty when the dimension is high.

Many methods of regularization have been proposed for covariance matrices. Ledoit and Wolf [24], replaced the sample covariance with its linear combination with the identity matrix. Furrer and Bengtsson [15], Bickel and Levina proposed banding [4] and thresholding [3] methods. Yuan and Lin [46], Banerjee et al. [2] and Friedman et al. [14] developed different algorithms for estimators based on regularized maximum likelihood using an $l_1$ constraint on the entries of sample covariance matrices.

In this section we’ll present three regularized version of $\hat{R}$ when the dimension of $p$ is large and we will show also that all three versions will give consistent results.

The results of the convergence rate of estimators are under the matrix $L_2$ norm, also called the operator norm,

$$\| M \| := \sup \{ \| Mx \| : \| x \| = 1 \} = \sqrt{\lambda_{\max}(M^TM)}$$

which for symmetric matrices reduces to $\| M \| = \max \{ \lambda_i(M) \}$.

In addition to the operator norm, we also use the matrix infinity norm, defined as

$$\| M \|_\infty := \max_{i,j} | m_{ij} |;$$

and the matrix $(1,1)$ norm as

$$\| M \|_{(1,1)} := \max_j \sum_i | m_{ij} |.$$

**Preliminaries**

Before introducing our regularized estimators of rank correlation matrices, we’ll give out two basic, but useful lemmas first.

**Lemma 2.5.1.** $\mathbb{P}( | P_n(F_iF_j) - P(F_iF_j) | \geq t ) \leq 2 \exp\left(-\frac{nt^2}{8}\right)$

*Proof.* Notice that $\{ F_i(X_{li})F_j(X_{lj}) - P(F_iF_j) \}, \, l = 1, \ldots, n$ are i.i.d. random variables with mean 0.

Moreover, $| F(X_{li})F_j(X_{lj}) - P(F_iF_j) | \leq 2.$

So we can use the Hoeffding’s inequality and the desired result follows. $\square$
Lemma 2.5.2.
\[ \|\tilde{R}^0 - R^0\|_\infty = O_P\left(\sqrt{\frac{\log p}{n}}\right) \]

Proof. Using the results in Lemma 2.5.1,
\[
\mathbb{P}(\|\tilde{R}^0 - R^0\|_\infty \geq t) = 1 - \mathbb{P}(\max_{i,j} |P_n(F_iF_j) - P(F_iF_j)| < t)
\]
\[
= 1 - \prod_{i,j} \mathbb{P}(|P_n(F_iF_j) - P(F_iF_j)| < t)
\]
\[
\leq 1 - \prod_{i,j} (1 - 2 \exp\left(-\frac{nt^2}{8}\right))
\]
\[
\leq 2p^2 \exp\left(-\frac{nt^2}{8}\right)
\]

Let \( t = O\left(\sqrt{\frac{\log p}{n}}\right) \), we have
\[
\|\tilde{R}^0 - R^0\|_\infty = O_P\left(\sqrt{\frac{\log p}{n}}\right)
\] (2.3)

Further, in order to get the consistency results, we also need to know the convergence rate of the empirical c.d.f.’s. There is a well known inequality in the literature of asymptotic statistics.

**Dvoretzky-Kiefer-Wolfowitz inequality:** Given a natural number \( n \), let \( X_1, X_2, \ldots, X_n \) be real-valued, independent and identically-distributed random variables with distribution function \( F \). Let \( \hat{F}_n \) denote the associated empirical distribution function defined by \( \hat{F}_n(x) = \frac{1}{n} \sum_{i=1}^{n} 1_{[x_i,\infty)}(x) \). Then, \( \forall \; t > 0 \)
\[
\mathbb{P}(\sup_{x \in \mathbb{R}} |\hat{F}_n(x) - F(x)| \geq t) \leq 2 \exp(-2nt^2)
\]

Hence, the convergence rate of the difference between the empirical distribution function and the population c.d.f is
\[ \|\hat{F}_n - F\|_\infty = O_P(1/\sqrt{n}) \]

Now, we can use this result to bound the difference between \( \tilde{R}^0 \) and \( R^0 \) and get some intuitions for the final results.
\[ P(|P_n(\hat{F}_i \hat{F}_j) - P_n(F_i F_j)| \geq t) \]

\[ = P\left( \left| \frac{1}{n} \sum_{l=1}^{n} \hat{F}_i(X_{li}) \hat{F}_j(X_{lj}) - \frac{1}{n} \sum_{l=1}^{n} F_i(X_{li}) F_j(X_{lj}) \right| \geq t \right) \]

\[ \leq P\left( \frac{1}{n} \sum_{l=1}^{n} |\hat{F}_i(X_{li}) - F_i(X_{li})| \hat{F}_j(X_{lj}) \geq t \right) + P\left( \frac{1}{n} \sum_{l=1}^{n} |\hat{F}_j(X_{lj}) - F_j(X_{lj})| F_i(X_{li}) \geq t \right) \]

\[ \leq P\left( \left\| \hat{F}_i - F_i \|_\infty \frac{n(n+1)}{2n^2} \geq \frac{t}{2} \right\| \right) + \frac{1}{n} \sum_{l=1}^{n} \frac{1}{n} \sum_{l=1}^{n} \left[ \hat{F}_i(X_{li}) + |\hat{F}_i(X_{li}) - F_i(X_{li})| \right] \geq \frac{t}{2} \]

\[ \leq 2 \exp(-2n^3 t^2 / (n + 1)^2) + \|\hat{F}_i - F_i\|_\infty \frac{n(n+1)}{2n^2} \geq \frac{t}{2} \right\| + \|\hat{F}_j - F_j\|_\infty \|\hat{F}_i - F_i\|_\infty \geq \frac{t}{2} \]

\[ \leq 4 \exp(-2n^3 t^2 / (n + 1)^2) + (2 \exp(-2nt/2))^2 \]

Based on this inequality, with arguments similar to those used for (2.3), we have

\[ \| \hat{R}^0 - \tilde{R}^0 \|_\infty = O_P(\sqrt{n \log p / n}) \] (2.4)

Combining equations (2.3) and (2.4), desired result follows:

\[ \| \hat{R}^0 - \tilde{R}^0 \|_\infty \leq \| \hat{R}^0 - \tilde{R}^0 \|_\infty + \| \hat{R}^0 - R^0 \|_\infty = O_P(\sqrt{n \log p / n}) \] (2.5)

**Bandaging the rank correlation matrix**

As introduced in chapter 1, bandaging, which is well studied by Bickel and Levina [4], is proved to be as an effective method of regularization in high dimensional settings. In this subsection, we’ll apply this method to the rank correlation matrix and derive the consistency results for it.
First, we define a similar matrices class as of [4]
\[
\mathcal{U}(\alpha, c) = \{ R : \max_j \sum_i \{|r_{ij}| : |i - j| > k \} \leq c k^{-\alpha} \text{ for all } k > 0; |r_{ij}| \leq 1 \}.
\]

We’ll show that banded sample rank correlation matrices give the consistent estimates under the operator norm in this class of matrices.

Restate the banding operator in [4] first. For any matrix \(M = [m_{ij}]_{p \times p}\), and any \(0 \leq k < p\), define,
\[
B_k(M) = [m_{ij}1(|i - j| \leq k)].
\]

**Theorem 2.5.1.** If \(k \asymp (n^{-1} \log p)^{-1/(2(\alpha+1))}\),
\[
\|B_k(\hat{R}) - R\| = O_P\left(\left(\frac{\log p}{n}\right)^{\alpha/(2(\alpha+1))}\right)
\]
uniformly on \(R \in \mathcal{U}(\alpha, c)\).

*Proof.* Notice that,
\[
\|B_k(\hat{R}) - R\| \leq \|B_k(\hat{R}) - B_k(R)\| + \|B_k(R) - R\| \tag{2.6}
\]

Thus, we can deal the two parts separately. The second part on the right hand side has a simple bound:
\[
\|B_k(R) - R\| \leq \|B_k(R) - R\|_{(1,1)} \leq c k^{-\alpha} \tag{2.7}
\]

While for the first part on the right hand side, we have the following argument.

By the equation (2.2),
\[
\|B_k(\hat{R}) - B_k(R)\| \leq 12\|B_k(\hat{R}^0) - B_k(R^0)\| + \frac{6}{n - 1}\|B_k(11^T)\| + \frac{12}{n^2 - 1}\|B_k(\hat{R}^0)\| \tag{2.8}
\]

The second term on the right hand side is easy to bound:
\[
\frac{6}{n - 1}\|B_k(11^T)\| = \frac{6}{n - 1}(2k + 1) = O_P\left(\frac{k}{n}\right)
\]

To deal with the first two terms, we have to use some some basic facts on norms of matrices, and the results in the subsection above, equation (2.5), it’s easy to see that,
\[ \| B_k(\hat{R}^0) - B_k(R^0) \| = O_P(k \| B_k(\hat{R}^0) - B_k(R^0) \|_\infty) = O_P(k \sqrt{\frac{\log p}{n}}). \]

and

\[ \| B_k(\hat{R}^0) \| = O_P(k \| B_k(\hat{R}) \|_\infty) = O_P(k). \]

Back to the inequality (2.8), we have

\[ \| B_k(\hat{R}) - B_k(R) \| \leq 12O_P(k \sqrt{\frac{\log p}{n}}) + O_P\left(\frac{k}{n}\right) + O_P\left(\frac{k}{n^2 - 1}\right) \]

\[ = O_P(k \sqrt{\frac{\log p}{n}}). \]

Finally, combining the results from (2.7), if set \( k \approx (n^{-1} \log p)^{-1/(2(\alpha+1))} \), the desired result follows.

\[ \square \]

**Tapering**

A recent paper by Cai et.al. [7] proposed another kind of regularized estimator for the class of banded-approximatable matrices defined in [4], which they call the tapering estimator and pointed out that it is the rate optimal over the banded-approximatable matrices. So in this section, we’ll investigate the tapering estimators for rank correlation matrices, which will also yield the optimal rate of convergence over matrices class \( \mathcal{U}(\alpha, c) \) as defined above.

Parallel to what’s defined in [7], for a given integer \( k \in [1, p] \), the tapering estimator of sample rank correlation matrix with parameter \( k \) is defined as following,

\[ W_k(\hat{R}) := \left( w_{ij} \hat{r}_{ij} \right)_{p \times p} \]

where

\[ w_{ij} = k^{-1} \{ (2k - |i - j|) + (k - |i - j|) \}. \]

We’ll show as in Cai et.al. [7] for sample covariance matrix, a tapering estimator for sample rank correlation matrix with the optimal choice of \( k \) also attains the optimal rate of convergence under operator norm. Moreover, the optimal rate of convergence for estimating the rank correlation matrix under the operator norm is the same as for the covariance matrix estimation, which is showed in the following theorem.
Theorem 2.5.2. Suppose $p \leq \exp(\gamma n)$ for some constant $\gamma > 0$. The minimax risk of estimating the rank correlation matrix $R$ over the class $U(\alpha, c)$ under the operator norm satisfies

$$\inf_{\hat{R}} \sup_{U(\alpha, c)} \mathbb{E} \|\hat{R} - R\|_2^2 \approx \min \left\{ n^{-\frac{2\alpha}{2\alpha + 1}} + \frac{\log p}{n}, \frac{p}{n} \right\}$$

We’ll derive a minimax upper bound and a lower bound respectively in the following subsections.

**Upper bound**

The minimax upper bound is obtained by constructing a special class of tapering estimators.

Notice that $\tilde{R}^0$ follows the subgaussian distribution, so the theorem in [7] can be directly applied. So we only need to deal with the difference between $\tilde{R}^0$ and $\hat{R}^0$, which will be almost the same as in banding section.

**Lower bound**

We shall show that the following minimax lower bound holds.

Theorem 2.5.3. Under the same assumptions as described in Theorem 2.5.2, the minimax risk satisfies

$$\inf_{\hat{R}} \sup_{U(\alpha, c)} \mathbb{E} \|\hat{R} - R\|_2^2 \geq c' n^{-\frac{2\alpha}{2\alpha + 1}} + c' \log \frac{p}{n}.$$ 

The basic strategy underlying the proof is similar as to [7], to carefully construct a finite collection of multivariate normal distributions and calculate the total variation affinity between pairs of probability measures in the collection.

First, we’ll show that any correlation matrix can be a rank correlation matrix, which will enable us to use part of the proof of [7].

As for rank correlation matrices, they are just all correlation matrices of variables having $U(-0.5, 0.5)$ marginal (in continuous case), and let $\mathcal{M}$ denote the set of all correlation matrices of this type. Since uniform marginal is preserved for $aF_1 + (1-a)F_2$, where $F_i$ is the underlying probability distribution of $M_1, M_2 \in \mathcal{M}$, it follows that $aM_1 + (1-a)M_2 \in \mathcal{M}$, which means that $\mathcal{M}$ is convex.

Now consider matrices of the form $[e_i e_j]/12$. This is covariance matrix of $Ue$ where $U \sim U(-0.5, 0.5)$ and $e = (e_1, \ldots, e_p)^\top$. Therefore all covariance matrices of the form $\sum(a_k[e_k e_j])$ with $\sum(a_k) = 1$ are possible. By spectral theorem any covariance matrix can be written as $c$ times such a matrix for some $c$. Therefore all correlation matrices are possible.
Set \( k = n^{1/(2\alpha+1)} \) and \( a = k^{-(\alpha+1)} \). Define the same matrices classes \( F_{11} \) as in [7],

\[
F_{11} = \{ R(\theta) : I_p + \tau a \sum_{m=1}^k \theta_mB(m,k), \quad \theta = (\theta_m) \in \{0, 1\}^k \}
\]

where \( 0 < \tau < 2^{-\alpha-1}c \) and \( p \times p \) matrix \( B(m,k) = (b_{ij})_{p \times p} \) with,

\[
b_{ij} = I\{i = m \text{ and } m + 1 \leq j \leq 2k, \text{ or } j = m \text{ and } m + 1 \leq i \leq 2k\}.
\]

It’s easy to check that \( F_{11} \subseteq \mathcal{U}(\alpha,c) \).

And since any matrix in \( F_{11} \) is a correlation matrix, thus can be a rank correlation matrix. It immediately follows the proof in \( F_{11} \),

\[
\inf_{\hat{R}} \sup_{F_{11}} \mathbb{E}\|\hat{R} - R\|^2 \geq c'n^{-\frac{2\alpha}{2\alpha+1}}.
\]  

(2.9)

However, the ways of the construction the second matrix class is quite different. In paper of Cai et.al., it’s constructed as

\[
\{ \Sigma_m : \Sigma_m = I + \left( \sqrt{\frac{\tau}{n}} \log p_1 I_{\{i = j = m\}} \right)_{p \times p} \},
\]

which cannot be a correlation matrix. For any correlation matrix, the diagonal entries are always 1, thus, cannot make any changes. Therefore, a different construction should be used.

In addition to \( F_{11} \), we define

\[
F_{12} = \{ R_m : R_m = A - B(m), \ 0 \leq m \leq p_1, m \text{ odd} \}
\]

where \( p_1 = \min\{p, e^n\} \) and the \( p \times p \) matrix \( A = (a_{ij})_{p \times p} \) with,

\[
a_{ii} = 1, \quad a_{i,i+1} = a_{i+1,i} = 0.5 \text{ for } i \text{ is odd};
\]

and define

\[
B(m) = \left( \sqrt{\frac{\tau}{n}} \log p_1 I\{i = m, j = m + 1\}; I\{i = m + 1, j = m\} \right).
\]

We’ll show that

\[
\inf_{\hat{R}} \sup_{F_{12}} \mathbb{E}\|\hat{R} - R\|^2 \geq c' \frac{\log p}{n}
\]  

(2.10)

for some constant \( c' \). Combining with 2.9, the conclusion of Theorem 2.5.3 follows.

We now apply Le Cam’s method to derive the lower bound (2.10).
First construct a parameter set. For \( 1 \leq m \leq p_1 \) and \( m \) odd, let \( R(m) \) be a block-diagonal matrix of block-size 2 with the \( \left( \frac{m+1}{2} \right) \)th block be 
\[
\begin{bmatrix}
0.5 - \frac{1}{\sqrt{\frac{n}{\log p_1}}} & 0.5 - \frac{\sqrt{\frac{n}{\log p_1}}}{1} \\
0.5 & 1
\end{bmatrix}
\]
and the rest of the blocks be \( \begin{bmatrix} 1 & 0.5 \\ 0.5 & 1 \end{bmatrix} \). And let \( R_0 = A \) as defined above.

Clearly \( R(m) \) is positive definite, thus could define a multivariate normal distribution with \( R(m) \) be its correlation matrix.

We restate the Le Cam’s Lemma here to make our proof more complete.

**Lemma 2.5.3.** Let \( T \) be an estimator of \( \theta \) based on an observation from a distribution in the collection \( \{ P_\theta, \theta \in L = \{ \theta_0, \cdots, \theta_{p_1} \} \} \), then
\[
\sup_\theta \mathbb{E} L(T, \theta) \geq \frac{1}{2} r_{\min} \| P_{\theta_0} \land \bar{P} \|.
\]

First, we need to construct a parameter set. Let \( X_1, \cdots, X_n \sim N(0, R(m)) \), and denote the joint density by \( f_m \).

Let \( \theta_m = R(m) \) and \( L \) be the squared operator norm.
\[
r(\theta_0, \theta_m) := \inf \| t - \theta_0 \|^2 + \| t - \theta_m \|^2 \\
= \| \frac{\theta_0 + \theta_m}{2} - \theta_0 \|^2 + \| \frac{\theta_0 + \theta_m}{2} - \theta_m \|^2 \\
= \frac{1}{2} \frac{\log p_1}{n}.
\]
Thus, \( r_{\min} = \inf f_m r(\theta_0, \theta_m) = \frac{1}{2} \frac{\log p_1}{n} \).

To apply the Le Cam’s method, we also need to show that there exists a constant \( c' > 0 \) such that
\[
\| P_{\theta_0} \land \bar{P} \| \geq c'.
\]
where \( \bar{P} = \frac{1}{p_2} \sum_{l=1}^{p_2} P_{\theta_{2l-1}} \). Here \( p_2 = \left\lfloor \frac{p_1}{2} \right\rfloor \).

Shown by [7], we only need to prove
\[
\int \left( \frac{1}{p_2} \sum_{l=1}^{p_2} f_m \right)^2 / f_0 d\mu \to 1.
\]
Denote $0.5 - \sqrt{\frac{\tau}{n} \log p_1}$ by $b$. Then,
\[
\int \frac{f_m^2}{f_0} d\mu = \frac{(\sqrt{2\pi(1-b^2)})^{-2n}}{(\sqrt{2\pi(1-0.5^2)})^{-n}} \prod_{i=1}^{n} \exp \left[ -\frac{1}{2} (\begin{pmatrix} x^i_m & x^i_{m+1} \end{pmatrix})^T \begin{pmatrix} 1 & b \\ b & 1 \end{pmatrix}^{-1} \begin{pmatrix} x^i_m \\ x^i_{m+1} \end{pmatrix} \right] 
/ \exp \left[ -\frac{1}{2} (\begin{pmatrix} x^i_m & x^i_{m+1} \end{pmatrix})^T \begin{pmatrix} 1 & 0.5 \\ 0.5 & 1 \end{pmatrix}^{-1} \begin{pmatrix} x^i_m \\ x^i_{m+1} \end{pmatrix} \right] dx_m^i dx_{m+1}^i
\]
\[
= \left( \frac{(1-b^2)^2}{1-0.5^2} \right)^{-n/2} \left( \frac{(b^2 - 2b + 3/2)^2 - (b^2 - 5b - 1)^2/4}{(1-0.5^2)^2(1-b^2)^2} \right)^{-n/2}
\]
\[
= c_1 [c_2 (1 - \tau \frac{\log p_1}{n}) + o(\frac{\log p_1}{n})]^{-n/2}
\]

Thus,
\[
\int \left( \frac{1}{p_2} \sum_{l=1}^{p_2} f_m \right)^2 / f_0 d\mu - 1
\]
\[
= \frac{1}{p_2^2} \sum_{l=1}^{p_2} \left( \int \frac{f_m^2}{f_0} d\mu - 1 \right)
\]
\[
\leq \exp \left[ -\log p_2 - \frac{n}{2} \log(1 - \tau \frac{\log p_1}{n}) \right] - \frac{1}{p_1} \to 0.
\]

**Thresholding**

Parallel to the method of thresholding for the covariance matrices in the paper of Bickel and Levina [3], we also consider thresholding the rank correlation matrices.

Similarly, the results are uniform over families of matrices which satisfy a fairly natural notion of sparsity:

\[
\mathcal{U}(q, c(p)) = \{ R : \sum_{j=1}^{p} |r_{ij}|^q \leq c(p) \text{ for all } i; \ |r_{ij}| \leq 1 \}.
\]

**Theorem 2.5.4.** Uniformly on $\mathcal{U}(q, c(p))$, for sufficiently large $M'$, if

\[
t_n = M' \sqrt{\frac{\log p}{n}},
\]
and $\frac{\log p}{n} = o(1)$, then
\[ \|T_n(\hat{R}) - R\| = O_P\left(c(p)\left(\frac{\log p}{n}\right)^{\frac{1-q}{2}}\right). \]

**Proof.**
\[ \|R - T_t(\hat{R})\| \leq \|R - T_t(R)\| + \|T_t(R) - T_t(\hat{R})\| \]

With this inequality, we can deal the two parts separately. The first part on the right hand side has a simple bound:
\[ \|R - T_t(R)\| \leq \max_i \sum_{j=1}^p |r_{ij}| I(|r_{ij}| \leq t) \leq t^{1-q} c(p) \]

Let’s focus on the second part. Notice the following inequality,
\[ \|T_t(R) - T_t(\hat{R})\| \leq \|T_t(R) - T_t(\tilde{R})\| + \|T_t(\tilde{R}) - T_t(\hat{R})\| \]

Consider $\|T_t(R) - T_t(\tilde{R})\|$ first.
\[ \|T_t(R) - T_t(\tilde{R})\| \leq \max_i \sum_{j=1}^p |\tilde{r}_{ij}| \]
\[ \leq \max_i \sum_{j=1}^p |\tilde{r}_{ij}| I(|\tilde{r}_{ij}| \geq t, |r_{ij}| < t) \quad \ldots (A) \]
\[ + \max_i \sum_{j=1}^p |r_{ij}| I(|\tilde{r}_{ij}| < t, |r_{ij}| \geq t) \quad \ldots (B) \]
\[ + \max_i \sum_{j=1}^p |\tilde{r}_{ij} - r_{ij}| I(|\tilde{r}_{ij}| \geq t, |r_{ij}| \geq t) \quad \ldots (C) \]

(A) \leq \max_i \sum_{j=1}^p |\tilde{r}_{ij} - r_{ij}| I(|r_{ij}| \geq t, |r_{ij}| < t) + \max_i \sum_{j=1}^p |r_{ij}| I(|r_{ij}| < t)
\[ \leq O_P\left(c(p)t^{-q}\sqrt{\frac{\log p}{n}}\right) + t^{1-q} c(p) \]
\[ \leq O_P\left(c(p)t^{-q}\sqrt{\frac{\log p}{n}}\right) + t^{1-q} c(p) \]

(C) \leq \max_{i,j} |\tilde{r}_{ij} - r_{ij}| \max_i \sum_{j=1}^p |r_{ij}|^q t^{-q} = O_P\left(c(p)t^{-q}\sqrt{\frac{\log p}{n}}\right)
For (B), we have,

\[(B) \leq \max_i \sum_{j=1}^p (|\hat{r}_{ij} - r_{ij}| + |\tilde{r}_{ij}|) I(|r_{ij}| < t, |r_{ij}| \geq t)\]

\[\leq \max_{i,j} |\hat{r}_{ij} - r_{ij}| \sum_{j=1}^p I(|r_{ij}| \geq t) + t \max_i \sum_{j=1}^p I(|r_{ij}| \geq t)\]

\[= O_P\left(c(p)t^{-q} \sqrt{\frac{\log p}{n}} + t^{1-q}c(p)\right)\]

Now it’s turn to deal with \(\|T_t(\tilde{R}) - T_t(\hat{R})\|\).

\[\|T_t(\tilde{R}) - T_t(\hat{R})\| \leq \max_i \sum_{j=1}^p |\hat{r}_{ij}| I(|\hat{r}_{ij}| \geq t, |r_{ij}| < t) \quad \ldots (D)\]

\[+ \max_i \sum_{j=1}^p |\hat{r}_{ij}| I(|\hat{r}_{ij}| < t, |\hat{r}_{ij}| \geq t) \quad \ldots (E)\]

\[+ \max_i \sum_{j=1}^p |\hat{r}_{ij} - \hat{r}_{ij}| I(|\hat{r}_{ij}| \geq t, |\hat{r}_{ij}| \geq t) \quad \ldots (F)\]

Look at (F) first.

\[(F) \leq c\sqrt{\frac{\log p}{n}} \max_i \sum_{j=1}^p I(|\hat{r}_{ij}| \geq t, |\hat{r}_{ij}| \geq t) \leq c\sqrt{\frac{\log p}{n}} \max_i \sum_{j=1}^p I(|\hat{r}_{ij}| \geq t)\]

Notice that,

\[I(|\hat{r}_{ij}| \geq t) = I(|\hat{r}_{ij}| \geq t, |r_{ij} - \hat{r}_{ij}| \leq \epsilon) + I(|\hat{r}_{ij}| \geq t, |r_{ij} - \hat{r}_{ij}| > \epsilon)\]

\[\leq I(|r_{ij}| \geq t, |r_{ij} - \hat{r}_{ij}| \leq \epsilon) + I(|r_{ij} - \hat{r}_{ij}| > \epsilon)\]

Define \(N_i(\epsilon) := \sum_{j=1}^p I(|r_{ij} - \hat{r}_{ij}| > \epsilon)\).

\[P(\max_i N_i(\epsilon) > 0) = P(\max_{i,j} |r_{ij} - \hat{r}_{ij}| > \epsilon) \leq 2p^2 \exp\left(-n\epsilon^2/8\right)\]

Thus, as long as \(2\log p - ne^2/8 \to -\infty\),

\[(F) \leq c\sqrt{\frac{\log p}{n}} \max_i N_i(\epsilon) + c\sqrt{\frac{\log p}{n}} c(p) (t - \epsilon)^{-q}\]

\[= O_P\left(c(p)t^{-q} \sqrt{\frac{\log p}{n}}\right)\]
For (D),

\[
(D) \leq \max_i \sum_{j=1}^{p} (|\tilde{r}_{ij} - \hat{r}_{ij}| + |\tilde{r}_{ij}|) I(\hat{r}_{ij} \geq t, |\hat{r}_{ij}| \geq t) \\
\leq \max_i j \sum_{j=1}^{p} I(|\hat{r}_{ij}| \geq t) + t \max_i \sum_{j=1}^{p} I(|\hat{r}_{ij}| \geq t)
\]

\[
I(|\hat{r}_{ij}| \geq t) = I(|\hat{r}_{ij}| \geq t, |\hat{r}_{ij} - \tilde{r}_{ij}| \leq \epsilon) + I(|\hat{r}_{ij}| \geq t, |\hat{r}_{ij} - \tilde{r}_{ij}| > \epsilon) \\
\leq I(|\hat{r}_{ij}| \geq t - \epsilon) + I(|\hat{r}_{ij} - \tilde{r}_{ij}| > \epsilon)
\]

Thus, using the results from (F), we have

\[
(D) = O_P \left( c(p) t^{-q} \sqrt{\frac{\log p}{n}} + t^{1-q} c(p) \right)
\]

2.6 Extension of Rank Correlation

Normal score transform

Some interpolation and simulation methods assume the input data to be normally distributed, such as kriging method \[29\] in the field of geostatistics, which is a technique to interpolate the value of a random field (e.g., the elevation, \(z\), of the landscape as a function of the geographic location) at an unobserved location from observations of its value at nearby locations. The normal score transformation is designed to transform the data set so that it marginally closely resembles a standard normal distribution. It achieves this by ranking the values in the data set from lowest to highest and matching these ranks to equivalent ranks generated from a normal distribution. Steps in the transformation are as follows: the data set is sorted and ranked; an equivalent rank from a standard normal distribution is found for each rank from the data set; and the normal distribution values associated with these ranks make up the transformed data set. The ranking process can be done using the frequency distribution or the cumulative distribution of the data set. And studying the dependence structure of the transformed random variables is a very important step for many applications, and this also makes it a direct extension of the Spearman’s rank correlation.

Formally, for random variable \(X\) with c.d.f \(F\), after the normal score transformation it becomes \(\Phi^{-1}(F(X))\). Thus, the normal score transformed correlation between \(X\) and \(Y\) is defined as, \(cor(\Phi^{-1}(F(X)), \Phi^{-1}(G(Y)))\).
In the high dimensional scenario, Liu, Lafferty and Wasserman (2009) [25] studied a semiparametric Gaussian copula model, which they called “nonparanormal”. Under their model, the correlations between coordinates are in fact the normal score transformed correlation. Consistency results are obtained for the differences between sample normal score transformed correlation and the true normal score transformed correlation matrix under the matrix $l_\infty$ norm, and also for the $l_1$ regularized sample concentration covariance matrices.

**M-Correlation**

Here we extend the rank correlation to a more general monotone transformed version, which we call M-correlation.

**Definition**: We are given a strictly monotone increasing function $\psi : [0, 1] \rightarrow R$, which is square-integrable. Then, define the M-correlation between $X$ and $Y$ as

$$r_m(X, Y) = \text{cor}(\psi(F(X)), \psi(G(Y)))$$

where $F$ and $G$ are the cumulative distribution functions of $X$ and $Y$ respectively.

It’s easy to see that, when $\psi = \text{Identity}$, the M-correlation is just the rank correlation itself. And when $\psi = \Phi^{-1}$, the M-correlation is the normal score transformed correlation.

For simplicity, without loss of generosity, we can always assume that $\int_0^1 \psi(u)du = 0$ and $\int_0^1 \psi^2(u)du = 1$. Then the population M-correlation becomes

$$r_m(X, Y) = \mathbb{E}[\psi(F(X))\psi(G(Y))]$$

which holds because of the assumption on $\psi$, and that $F(X)$ and $G(Y)$ are uniformly distributed on $[0, 1]$.

### 2.7 Theoretical Results on M-correlation Matrices

In this section, we’ll extend the results for the rank correlation matrices to M-correlation matrices.

**Notations**

We’ll denote the given monotone transformed function by $\psi$, and assume it’s a strictly increasing function from $[0, 1] \rightarrow R$ and $\int_0^1 \psi(u)du = 0$, $\int_0^1 \psi^2(u)du = 1$. Then, we know that $\psi$ is differentiable almost everywhere, i.e. the non-differentiable set has Lebesgue measure
0. In order to simplify the proofs, we can assume that $\psi$ is differentiable on $(0, 1)$.

The correlations between random vectors $X$ are collectively represented by the correlation matrix. The $(i, j)th$ element of the matrix represents the correlation between components $X_i$ and $X_j$. In parallel, we define the M-covariance matrix of the random vector $X$, where the $(i, j)th$ element of the matrix represents the M-covariance between components $X_i$ and $X_j$.

Using the same notation $R = (r_{ij})$ for the M-correlation matrix, which belongs to $\mathbb{R}^{p \times p}$, with

$$r_{ij} = P(\psi(F_i)\psi(F_j)).$$

Let $\hat{R} = (\hat{r}_{ij})$ denote the empirical M-correlation matrix, $\in \mathbb{R}^{p \times p}$, with

$$\hat{r}_{ij} = P_n(\psi(\hat{F}_i)\psi(\hat{F}_j)) - P_n(\psi(\hat{F}_i))P_n(\psi(\hat{F}_j)),$$

where $\hat{F}_j(x) = \frac{1}{n} \sum_{i=1}^{n} 1_{[X_{ij}, \infty)}(x)$, which is the empirical c.d.f.’s.

For $\psi$ which is bounded on $[0, 1]$, the above empirical M-correlation is well-defined. However, if it’s unbounded, the value of $|\psi(\hat{F})|$ can go to infinity. Tsukahara (2005) [42] suggested using $\frac{n}{n+1}\hat{F}_j$ instead of $\hat{F}_j$. However, as pointed out by [25], in the high dimensional scenario, unless $\psi$ is regularized at the end points there could be problems with convergence of the empirical M-correlation. As in [25], we need to use a truncated estimator:

$$\tilde{F}_j(x) = \begin{cases} 
\delta_n & \text{if } \hat{F}_j(x) < \delta_n \\
\hat{F}_j(x) & \text{if } \delta_n \leq \hat{F}_j(x) \leq \delta_n \\
1 - \delta_n & \text{if } \hat{F}_j(x) > 1 - \delta_n
\end{cases}$$

(2.11)

where $\delta_n$ will be determined later in the theorem.

In the remainder of this section, we’ll use $\tilde{F}$ instead of $\hat{F}$ to formulate our estimators. Denote $\tilde{R} = (\tilde{r}_{ij})$, with

$$\tilde{r}_{ij} = P_n(\psi(\tilde{F}_i)\psi(\tilde{F}_j)) - P_n(\psi(\tilde{F}_i))P_n(\psi(\tilde{F}_j)),$$

In addition, we will also define the matrices

$$\tilde{R}^0 := \left(P_n(\psi(\tilde{F}_i)\psi(\tilde{F}_j)) \right)_{i,j}.$$

$$\tilde{R}^1 := \left(P_n(\psi(F_i)\psi(F_j)) \right)_{i,j}.$$
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Results on $\tilde{R}$

Before considering any regularization methods, we’ll first present some theoretical results about $\tilde{R}$ in this subsection.

As discussed earlier, the boundary points might cause trouble, we’d like to first get rid of them by using the truncation.

Define $U_{ij} := F_j(X_{ij})$. For each $j \in \{1, \ldots, p\}$, $U_{ij}, \ldots, U_{nj}$ are i.i.d. $U[0, 1]$.

Define the event

$$A_n := \{ \delta_n \leq U_{ij} \leq 1 - \delta_n, \ i = 1, \ldots, n, \ j = 1, \ldots, p \}.$$ 

Then

$$P(A_n^c) \leq \sum_{j=1}^{p} 2P(\max_{i=1,\ldots,n} U_{ij} > 1 - \delta_n) = 2p[1 - (1 - \delta_n)^n].$$

Choose $\delta_n = 1 - (1 - p^{-\gamma})^{1/n}$, for $\gamma > 1$, then the above probability tends to 0.

And

$$P(\ast) \leq P(\ast | A_n) + P(A_n^c)$$

Thus, we only need to carry out our analysis on the event $A_n$.

Since $\psi$ is a monotone function, the maximum is obtained on the boundary. Denote

$$M_n := \max\{|\psi(\delta_n)|, |\psi(1 - \delta_n)|\} = \max_{\delta_n \leq t \leq 1 - \delta_n} |\psi(t)|.$$ 

Let

$$B_n := \sup_{\delta_n \leq t \leq 1 - \delta_n} |\psi'(t)|.$$ 

Theorem 2.7.1. If $C_n := \max(B_n, M_n) = o((n / \log p)^{1/4})$, then

$$\|\tilde{R} - R\|_{\infty} = O_P(M_nC_n \sqrt{\log p \over n}).$$

As a first step we’ll give the big picture of the proof.
According to the triangular inequality, we have
\[ \| \tilde{R} - R \|_\infty \leq \| \tilde{R} - \tilde{R}^0 \|_\infty + \| \tilde{R}^0 - R \|_\infty. \]

Notice that \( \tilde{R} - \tilde{R}^0 \) with element \( P_n(\psi(F_i))P_n(\psi(F_j)) \) is of higher order. Thus, we only need to consider the second term on the right hand side of the above inequality.

Using the triangular inequality again, we have
\[ \| \tilde{R}^0 - R \|_\infty \leq \| \tilde{R}^0 - \tilde{R}^1 \|_\infty + \| \tilde{R}^1 - R \|_\infty. \]

In the following, we'll treat the two terms on the right hand side separately.

\begin{itemize}
  \item \( \| \tilde{R}^1 - R \|_\infty \)
\end{itemize}

**Lemma 2.7.1.** \( \mathbb{P}\left( |P_n(\psi(F_i)\psi(F_j)) - P(\psi(F_i)\psi(F_j))| \geq t|A_n| \right) \leq 2 \exp\left(-\frac{nt^2}{2(M_n^2 + 1)^2}\right) \)

**Proof.** Notice that \( \{Y_l := \psi(F_i(X_{il}))\psi(F_j(X_{lj})) - P(\psi(F_i)\psi(F_j))\}, l = 1, \ldots, n \) are i.i.d. random variables with mean 0.

Also
\[ |P(\psi(F_i)\psi(F_j))| \leq \sqrt{P(\psi^2(F_i))P(\psi^2(F_j))} = 1 \]

Thus, conditioning on \( A_n \), \( |Y_l| \) is bounded by \( M_n^2 + 1 \).

By Hoeffding’s inequality, we have
\[ \mathbb{P}(|\bar{Y}_l| \geq t|A_n|) \leq 2 \exp\left(-nt^2/2(M_n^2 + 1)^2\right). \]

**Lemma 2.7.2.** If \( M_n = o((n/\log p)^{1/4}) \),
\[ \| \tilde{R}^1 - R \|_\infty = O_P(\sqrt{M_n\log p}/n) \]
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Proof. Using the results in Lemma 2.7.1,

\[ \mathbb{P}(\|\tilde{R}^1 - R\|_\infty \geq t | A_n) \]

\[ = 1 - \mathbb{P}(\max_{i,j} | P_n(\psi(F_i)\psi(F_j)) - P(\psi(F_i)\psi(F_j))| < t | A_n) \]

\[ = 1 - \prod_{i,j} \mathbb{P}(| P_n(\psi(F_i)\psi(F_j)) - P(\psi(F_i)\psi(F_j))| < t | A_n) \]

\[ \leq 1 - \prod_{i,j} (1 - 2 \exp(-\frac{nt^2}{8})) \]

\[ \leq 2p^2 \exp(-\frac{nt^2}{2(M_n^2 + 1)^2}) \]

Let \( t = O(M_n^2 \sqrt{\frac{\log p}{n}}) \), we have

\[ \|\tilde{R}^1 - R\|_\infty = O_P(M_n^2 \sqrt{\frac{\log p}{n}}) \quad (2.12) \]

\[ \square \]

Remark: From this lemma, we see that to make the estimator consistent, \( \psi \) cannot grow too fast when approaching the boundary points.

• \( \|\tilde{R}^0 - \tilde{R}^1\|_\infty \)

First, notice that,

\[ \mathbb{P} \left( | P_n(\psi(\tilde{F}_i)\psi(\tilde{F}_j)) - P_n(\psi(F_i)\psi(F_j))| \geq t | A_n \right) \quad (2.13) \]

\[ \leq \mathbb{P} \left( | P_n\left( (\psi(\tilde{F}_i) - \psi(F_i))(\psi(\tilde{F}_j) - \psi(F_j)) \right) \geq \frac{t}{3} | A_n \right) \quad (2.14) \]

\[ + 2 \mathbb{P} \left( | P_n\left( (\psi(\tilde{F}_i) - \psi(F_i))(\psi(F_j)) \right) \right) \geq \frac{t}{3} | A_n \right) \quad (2.15) \]

Further, \( | P_n\left( (\psi(\tilde{F}_i) - \psi(F_i))(\psi(\tilde{F}_j) - \psi(F_j)) \right) | \) is of higher order than \( | P_n\left( (\psi(\tilde{F}_i) - \psi(F_i))(\psi(F_j)) \right) | \). So we only need to analyze the second term on the right hand of the above inequality.
Further, by Dvoretzky-Kiefer-Wolfowitz inequality, for $\tilde{F}_n$, we have

\[
P\left( \sup_{x \in \mathbb{R}} |\tilde{F}_n(x) - F(x)| \geq t \right)
\leq P\left( \sup_{x \in \mathbb{R}} |\tilde{F}_n(x) - \hat{F}(x)| \geq \frac{t}{2} \right) + P\left( \sup_{x \in \mathbb{R}} |\tilde{F}_n(x) - F(x)| \geq \frac{t}{2} \right)
\leq I_{\{\delta_n \geq \frac{t}{2}\}} + 2 \exp(-2nt^2)
\]

Now, we're ready to analyze the probability in (2.13).

**Lemma 2.7.3.** If $B_n < \infty$, then, for $t > 2\delta_n$,

\[
P\left( |P_n\left( (\psi(\tilde{F}_i) - \psi(F_i))(\psi(F_j)) \right) | \geq \frac{t}{3} |A_n| \right) \leq \exp\left(-\frac{2nt^2}{9M_n^2B_n^2}\right)
\]

(2.16)

**Proof.** Let $S_n := \{ x : \delta_n \leq F_i(x) \leq 1 - \delta_n \}$.

\[
P\left( |P_n\left( (\psi(\tilde{F}_i) - \psi(F_i))(\psi(F_j)) \right) | \geq \frac{t}{3} |A_n| \right)
\leq P\left( \sup_{S_n} |\psi(\tilde{F}_i(x)) - \psi(F_i(x))| |P_n(\psi(F_j))| \geq \frac{t}{3} |A_n| \right)
\]

By the mean value theorem, $\exists s \in [\delta_n, 1 - \delta_n]$, s.t.

\[
\psi(\tilde{F}_n(x)) - \psi(F(x)) = \psi'(s)(\tilde{F}_n(x) - F(x))
\]

Hence,

\[
\sup_{S_n} |\psi(\tilde{F}_i(x)) - \psi(F_i(x))| \leq \sup_{\{\delta_n \leq s \leq 1 - \delta_n\}} |\psi'(s)| \sup_{S_n} |\tilde{F}_i(x) - F_i(x)|
\]

Also on $A_n$, $\psi(F_j)$ is bounded by $M_n$, and so is $P_n(\psi(F_j))$.

Therefore,

\[
P\left( |P_n\left( (\psi(\tilde{F}_i) - \psi(F_i))(\psi(F_j)) \right) | \geq \frac{t}{3} |A_n| \right)
\leq P\left( \sup_{S_n} |\tilde{F}_i(x) - F_i(x)| B_n M_n \geq \frac{t}{3} |A_n| \right)
\leq \exp\left(-\frac{2nt^2}{9M_n^2B_n^2}\right)
\]
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Corollary 2.7.1. If \( M_n B_n = o((n/ \log p)^{1/2}) \), then

\[
\| \tilde{R}^0 - \tilde{R}^1 \|_{\infty} = O_P(M_n B_n \sqrt{\frac{\log p}{n}})
\]

Proof. Using the same argument as in the proof of lemma 2.7.2, and the results of lemma 2.7.3, the desired result follows.

Remark: Here another assumption for \( \psi \) has been imposed, which is that it should not change too dramatically on \([\delta_n, 1 - \delta_n]\), i.e. \( |\psi'| \) cannot grow too fast.

The result in Theorem 2.7.1 directly follows from Lemma 2.7.2 and corollary 2.7.1.

Banding the M-correlation matrix

As for the rank correlation matrices, we’ll show that banded sample M-correlation matrices also give consistent estimates under the operator norm in the matrix class of

\[
U(\alpha, c) = \{ R : \max_j \sum_i \{|r_{ij}| : |i - j| > k \} \leq ck^{-\alpha} \text{ for all } k > 0 \}
\]

Theorem 2.7.2. If \( k \asymp (M_n^2 C_n^2 n^{-1} \log p)^{-1/(2(\alpha+1))} \),

\[
\| B_k(\tilde{R}) - R \| = O_P\left( (M_n^2 C_n^2 \log p)^{\alpha/(2(\alpha+1))} \right)
\]

uniformly on \( R \in U(\alpha, c) \).

Proof. Notice that,

\[
\| B_k(\tilde{R}) - R \| \leq \| B_k(\tilde{R}) - B_k(R) \| + \| B_k(R) - R \| (2.17)
\]

Thus, we can deal the two parts separately.

The second part on the right hand side has a simple bound:

\[
\| B_k(R) - R \| \leq \| B_k(R) - R \|_{(1,1)} \leq ck^{-\alpha} (2.18)
\]

To deal with the first part, we have to use some basic facts on norms of matrices, and the results of theorem 2.7.1. After doing this, we have,

\[
\| B_k(\tilde{R}) - B_k(R) \| = O_P(k \| B_k(\tilde{R}) - B_k(R) \|_{\infty}) = O_P(k M_n C_n \sqrt{\frac{\log p}{n}}).
\]

Combining these results, and setting \( k \asymp (M_n^2 C_n^2 n^{-1} \log p)^{-1/(2(\alpha+1))} \), we will get the desired result.
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Tapering

Given a general $\psi$, it’s hard to construct a finite collection of distributions whose M-correlation matrices have desired structures. Here, we give the following conjecture for the minimax result without proof.

**Conjecture 2.7.1.** Suppose $p \leq \exp(\gamma n)$ for some constant $\gamma > 0$. The minimax risk of estimating the M-correlation matrix $R$ over the class $U(\alpha, c)$ under the operator norm satisfies

$$\inf_{\hat{R}} \sup_{U(\alpha, c)} \mathbb{E} \| \hat{R} - R \|^2 \lesssim \min \left\{ n^{-\gamma} + M_n^2 C_n^2 \frac{\log p}{n}, \frac{p}{n} \right\}$$

Thresholding

Similarly, the results are uniform over families of M-correlation matrices which satisfy a fairly natural notion of sparsity:

$$U(q, c(p)) = \{ R : \sum_{j=1}^{p} |r_{ij}|^q \leq c(p) \text{ for all } i \}.$$ 

**Theorem 2.7.3.** Uniformly on $U(q, c(p))$, for sufficiently large $M'$, if

$$t_n = M' M_n C_n \sqrt{\frac{\log p}{n}},$$

and $M_n C_n \sqrt{\frac{\log p}{n}} = o(1)$, then

$$\| T_{t_n}(\hat{R}) - R \| = O_P \left( c(p) \left( M_n^2 C_n^2 \frac{\log p}{n} \right)^{1-q} \right).$$

**Proof:** The proof procedure will be very similar to the proof thresholded rank correlation matrices. So we omit the details here.

2.8 Apply the Results to CCA Problems

As for the CCA problem, if the original data sets are not from normal distribution, or there exits strong non-linear effect among random variables, we propose to use the normal score transformation before doing CCA. Then the solution can be obtained by replacing the co-variance and cross-covariance matrices in 1.2 by the corresponding normal score transformed correlation matrices. Then combining the results from chapter 1 and chapter 2, we can also derived the consistency results for this generalized problem.
2.9 Simulation

Choice of the tuning parameters

For the banding method, we provide the rate of the bandwidth $k$ to guarantee convergence; and for the thresholding method, the rate of the threshold $t$ is also provided. However, how to choose the tuning parameters remains a question in practice. Here we’ll give some practical guidance for selecting them. The procedure is similar as in [4] and [3].

Random split the original sample into two parts and use the sample M-correlation matrix of one sample as the “target” to choose the best tuning parameter for the other sample. Let $n_1, n_2 = n - n_1$ be the two sample sizes for the random split, and let $\hat{R}_1^v, \hat{R}_2^v$ be the two sample M-correlation matrices from the $hv$th split, for $hv = 1, \cdots, N$.

Minimize the estimated risk

$$\hat{k} = \arg\min_k \frac{1}{N} \sum_{v=1}^N \| B_k(\hat{R}_1^v) - \hat{R}_2^v \|_{(1,1)}$$

$$\hat{t} = \arg\min_t \frac{1}{N} \sum_{v=1}^N \| T_t(\hat{R}_1^v) - \hat{R}_2^v \|_F$$

Rank correlation

First, notice that the sample rank correlation shares the same property as of the population rank correlation, which is that it’s invariant under the monotone transformations. Thus, the simulation results are independent of the choice of marginal distributions of random variables. Thus, we can choose the simplest way to generate the data. The procedure to generate the data with a certain rank correlation structure is as follows,

- let $R$ be the rank correlation matrix with the designed structure and compute $\Sigma = (\frac{6}{n} \arcsin(\frac{r_{ij}}{2}))$;
- get $X_1, \cdots, X_n$ i.i.d. from $N(0, \Sigma)$.

Then we have that the rank correlation matrix of $X$ is $R$.

The true rank matrix $R$ is constructed as

$$r_{ij} = \rho^{|i-j|} I_{|i-j| \leq k}, \quad i = 1, \cdots, p; \quad j = 1, \cdots, p.$$ 

Thus the true bandwidth of the rank correlation matrix is $k$. 
We consider three values of $p = 30, 100, 200$ and the sample size is fixed at $n = 100$. And set $\rho = 0.5$, $k = 2$, $N = 50$.

First, we’ll present the banding results in Table 2.1. Here we use four different evaluation methods to measure the performance, the matrix operator norm, the matrix 1-norm, the Frobenius norm and the absolute value between the largest eigenvalue, $|\hat{\lambda}_{\text{max}} - \lambda_{\text{max}}|$. The first three measurements are different kinds of matrix norms of $\hat{R} - \hat{R}$; while the last one assesses how accurate each of the estimators would be in estimating the first principal component. The estimated bandwidths are also shown in the table. The table reports average losses and standard deviations of the above measures over 100 replications.

| $p$ | Estimated bandwidth | Operator norm | Matrix 1-norm | Frobenius norm | $|\hat{\lambda}_{\text{max}} - \lambda_{\text{max}}|$ |
|-----|---------------------|---------------|---------------|---------------|----------------------------------|
| 30  | 1.96(0.20)          | 1.02(0.06)    | 0.59(0.11)    | 1.05(0.22)    | 0.08(0.10)                       |
| 100 | 1.97(0.17)          | 1.13(0.05)    | 0.68(0.10)    | 1.90(0.34)    | 0.09(0.08)                       |
| 200 | 1.99(0.10)          | 1.22(0.03)    | 0.74(0.09)    | 2.69(0.28)    | 0.11(0.06)                       |

Table 2.1: Results for banded rank correlation matrices

Next, we also give out the results for the thresholding method in the following table.

| $p$ | Optimal threshold | Operator norm | Matrix 1-norm | Frobenius norm | $|\hat{\lambda}_{\text{max}} - \lambda_{\text{max}}|$ |
|-----|-------------------|---------------|---------------|---------------|----------------------------------|
| 30  | 0.35(0.04)        | 1.08(0.08)    | 1.15(0.26)    | 2.19(0.36)    | 0.27(0.15)                       |
| 100 | 0.48(0.02)        | 1.22(0.07)    | 1.50(0.01)    | 6.35(0.56)    | 0.47(0.11)                       |
| 200 | 0.51(0.01)        | 1.23(0.03)    | 1.50(0.00)    | 9.88(0.34)    | 0.49(0.09)                       |

Table 2.2: Results for thresholded rank correlation matrices

**M-correlation**

For the general M-correlation, it’s not easy to generate the data which has the desired M-correlation structure. Here we’ll give one specific example for a particular choice of $\psi$. 

Example: $\psi(u) = -2 \log(1 - u)$, which is the inverse c.d.f of $\chi^2(2)$ distribution.

Generate the date: 
- get $Z_1, \ldots, Z_{p+1}$ i.i.d. from $N(0, 1)$;
- let $X_j := Z_j^2 + Z_{j+1}^2$, then $X_j \sim \chi^2(2), j = 1, \ldots, p$;
- repeat $n$ times.

It’s easy to check that $(X_1, \ldots, X_p)$ has marginal $\chi^2(2)$ distribution and the correlation matrix is a banded matrix with bandwidth 1 ($\text{cor}(X_i, X_j) = 0.5I_{|i-j|=1}$).

Estimate: 
- compute $\tilde{F}_j(X_{ij})$;
- compute the sample correlation matrix of $(\psi(\tilde{F}_j(X_{ij}))$;
- find the bandwidth by cross-validation;
- band the sample M-correlation matrix.

We consider three values of $p = 30, 100, 200$ and the sample size is fixed at $n = 100$.

Table 2.3 and Table 2.4 show the results for the banding method and thresholding method respectively. The table reports average losses and standard deviations of four measures over 100 replications.

| $p$  | Estimated bandwidth | Operator norm | Matrix 1-norm | Frobenius norm | $|\hat{\lambda}_{max} - \lambda_{max}|$ |
|------|---------------------|---------------|---------------|---------------|----------------|
| 30   | 1.04(0.20)          | 0.32(0.06)    | 0.41(0.07)    | 0.85(0.12)    | 0.04(0.03)     |
| 100  | 1.16(0.42)          | 0.37(0.07)    | 0.49(0.07)    | 1.58(0.12)    | 0.07(0.03)     |
| 200  | 1.26(0.54)          | 0.42(0.08)    | 0.80(0.08)    | 3.00(0.13)    | 0.31(0.07)     |

Table 2.3: Results for banded M-correlation matrices

Normal score transformed correlation

Notice that $(\Phi^{-1}(F_1(X_1)), \ldots, \Phi^{-1}(F_p(X_p)))$ follows a multivariate Gaussian distribution. Also, the same reason as showing for the rank correlation simulation, it’s irrelevant of choices of the marginal distributions of samples. Thus, we have the following procedure to generate the data.

- let $R$ be the normal score transformed correlation matrix with the designed structure;
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| $p$ | Optimal threshold | Operator norm | Matrix 1-norm | Frobenius norm | $|\hat{\lambda}_{\text{max}} - \lambda_{\text{max}}|$ |
|-----|-------------------|---------------|---------------|----------------|-------------------|
| 30  | 0.43(0.04)        | 0.66(0.07)    | 0.85(0.20)    | 1.94(0.49)      | 0.05(0.04) |
| 100 | 0.55(0.03)        | 0.92(0.04)    | 1.00(0.00)    | 5.96(0.42)      | 0.09(0.06) |
| 200 | 0.57(0.01)        | 0.96(0.03)    | 1.00(0.00)    | 8.73(0.27)      | 0.08 (0.05) |

Table 2.4: Results for thresholded M-correlation matrices

- get $X_1, \cdots, X_n$ i.i.d. from $N(0, R)$;

In this way, the normal score transformed correlation matrix of $X$ is $R$.

The true normal score transformed correlation matrix $R$ is constructed as

$$r_{ij} = \rho^{|i-j|} I_{\{|i-j| \leq k\}}, \quad i = 1, \cdots, p; \quad j = 1, \cdots, p.$$ 

with $k = 2$ and $\rho = 0.5$.

Consider three values of $p = 30, 100, 200$ and the sample size is fixed at $n = 100$. Table 2.5 and Table 2.6 show the results for the banding method and thresholding method respectively. The table reports average losses and standard deviations of four measures over 100 replications.

| $p$ | Estimated bandwidth | Operator norm | Matrix 1-norm | Frobenius norm | $|\hat{\lambda}_{\text{max}} - \lambda_{\text{max}}|$ |
|-----|---------------------|---------------|---------------|----------------|-------------------|
| 30  | 1.65(0.52)          | 0.50(0.12)    | 0.70(0.15)    | 1.41(0.47)      | 0.22(0.21) |
| 100 | 1.85(0.57)          | 0.53(0.09)    | 0.81(0.13)    | 2.46(0.76)      | 0.20(0.15) |
| 200 | 1.84(0.69)          | 0.54(0.09)    | 0.85(0.14)    | 3.68(1.13)      | 0.24 (0.15) |

Table 2.5: Results for banded normal score transformed correlation matrices

**The mixture model**

Here, we consider that $X_1, \cdots, X_n$ i.i.d. follow a Gaussian mixture model

$$(1 - \epsilon)N(0, \Sigma) + \epsilon N(0, I),$$
Let $R$ be a $p \times p$ matrix, defined as

$$r_{ij} = \rho^{|i-j|}.$$  

And let $\sigma_{ij} = \frac{6}{\pi} \arcsin(r_{ij})$. Then it’s easy to check that $\Sigma := (\sigma_{ij})$ is a non-negative definite matrix, which makes it a correlation matrix. Thus, a random variable following $N(0, \Sigma)$ distribution has the rank correlation matrix as $R$.

In consequence, the marginal distribution of $X_i$ is $N(0, 1)$. Then after some computation, we can deduce that the rank correlation of the mixture model is just

$$(1-\epsilon)r_{ij} \quad \text{if} \quad i \neq j, \quad \text{and} \quad 1 \quad \text{if} \quad i = j.$$

In the tables below, the results are obtained under the setting of $\epsilon = 0.5$, $n = p = 100$ with 100 replicates.

### Table 2.6: Results for thresholded normal score transformed correlation matrices

| $p$ | Optimal threshold | Operator norm | Matrix 1-norm | Frobenius norm | $|\hat{\lambda}_{max} - \lambda_{max}|$ |
|-----|------------------|--------------|--------------|----------------|------------------|
| 30  | 0.37(0.05)       | 0.84(0.12)   | 1.25(0.22)   | 2.38(0.39)     | 0.27(0.17)       |
| 100 | 0.5(0.18)        | 1.36(0.06)   | 1.50(0.01)   | 6.57(0.38)     | 0.46(0.10)       |
| 200 | 0.52(0.01)       | 1.41(0.05)   | 1.50(0.01)   | 9.73(0.22)     | 0.44(0.11)       |

### Table 2.7: Results for the mixture model: the sample rank correlation matrix

| $\rho$ | Operator norm | Matrix 1-norm | Frobenius norm | $|\hat{\lambda}_{max} - \lambda_{max}|$ |
|--------|--------------|--------------|----------------|------------------|
| 0.5    | 3.44(0.15)   | 10.12(0.33)  | 11.18(0.11)    | 2.85(0.22)       |
| 0.6    | 3.53(0.19)   | 10.20(0.37)  | 11.17(0.12)    | 2.77(0.27)       |
| 0.8    | 3.79(0.41)   | 10.46(0.41)  | 11.15(0.19)    | 2.43(0.57)       |

"i.e. with probability $(1 - \epsilon)$ it samples from $N(0, \Sigma)$ distribution, and with probability $\epsilon$ it samples from $N(0, I)$ distribution."
We have also carried out additional simulations for other combinations of sample sizes and dimensions. The behavior of the banding and Thresholding estimators are similar. We notice some interesting facts from the results,

- both banding and thresholding methods outperform the sample rank correlation matrices;
- when banding is given the correct order of variables, it performs better than thresholding, since it is taking advantage of the underlying structure;
- the same model requires relatively more regularization in higher dimensions.

| $\rho$ | Estimated bandwidth | Operator norm | Matrix 1-norm | Frobenius norm | $|\hat{\lambda}_{\max} - \lambda_{\max}|$ |
|---|---|---|---|---|---|
| 0.5 | 1.09(0.75) | 0.90(0.02) | 1.43(0.07) | 5.73(0.36) | 0.25(0.17) |
| 0.6 | 1.65(0.80) | 0.99(0.03) | 1.77(0.12) | 5.91(0.37) | 0.26(0.21) |
| 0.8 | 4.31(1.53) | 1.41(0.19) | 3.34(0.26) | 6.92(0.52) | 0.96(0.56) |

Table 2.8: Results for the mixture model: Banding

| $\rho$ | Optimal threshold | Operator norm | Matrix 1-norm | Frobenius norm | $|\hat{\lambda}_{\max} - \lambda_{\max}|$ |
|---|---|---|---|---|---|
| 0.5 | 0.58(0.01) | 0.83(0.01) | 1.50(0.00) | 6.43(0.00) | 0.49(0.00) |
| 0.6 | 0.58(0.02) | 0.98(0.02) | 2.00(0.00) | 7.35(0.00) | 0.95(0.15) |
| 0.8 | 0.55(0.05) | 2.14(0.16) | 4.50(0.02) | 10.42(0.26) | 2.81(0.52) |

Table 2.9: Results for the mixture model: Thresholding
Chapter 3

Renyi Correlation

3.1 Introduction

In this chapter, we further discuss other measures of independence. The section 3.2 is based on a discussion paper of Brownian distance covariance [38] by Peter Bickel and I. Then in section 3.3, we used the idea of the Renyi correlation to generalize the CCA problem. It includes the basic framework and some future directions.

3.2 Discussion of: Brownian distance covariance

Szekely and Rizzo [38] present a new interesting measure of correlation, brownian distance correlation. The idea of using $\int |\phi_n(u,v) - \phi_{n}^{(1)}(u)\phi_{n}^{(2)}(v)|^2 d\mu(u,v)$, where $\phi_n$, $\phi_{n}^{(1)}$, $\phi_{n}^{(2)}$ are the empirical characteristic functions of a sample $(X_i, Y_i) i = 1, \cdots , n$ of independent copies of $X$ and $Y$ is not so novel. A.Feuerverger considered such measures in a series of papers [13] . Aiyou Chen and Peter Bickel have actually analyzed such a measure for estimation in [9] in connection with ICA.

However, the choice of $\mu(\cdot, \cdot)$ which makes the measure scale free, the extension to $X \in \mathbb{R}^p$, $Y \in \mathbb{R}^q$ and its identification with the Brownian distance covariance is new, surprising and interesting. There are three other measures available, for general $p, q$

1. The canonical correlation $\rho$ between $X$ and $Y$.

2. The rank correlation $r$ (for $p = q = 1$) and its canonical correlation generalization.

3. The Renyi correlation $R$.

All vanish along with the Brownian distance (BD) correlation in the case of independence and all are scale free. The Brownian distance and Renyi covariance are the only ones which vanish iff $X$ and $Y$ are independent.
However, the three classical measures also give a characterization of total dependence. If $|\rho| = 1$, $X$ and $Y$ must be linearly related; if $|r| = 1$, $Y$ must be a monotone function of $X$ and if $R = 1$, then either there exist non trivial functions $f$ and $g$ such that $P(f(X) = g(Y)) = 1$ or at least there is a sequence of such non trivial functions $f_n, g_n$ of variance 1 such that $E(f_n(X) - g_n(Y))^2 \to 0$.

In this respect, by Theorem 4 of Szekely and Rizzo, for the common $p = q = 1$ case, BD correlation doesn’t differ from Pearson correlation.

Szekely and Rizzo illustrate several possible applications of distance covariance by examples. Although we found the examples varied and interesting and the computation of $p$ values for the BD covariance effective, we are not convinced that the comparison with the rank and Pearson correlations is quite fair.

Intuitively, the closer the form of observed dependence is to that exhibited for the extremal value of the statistic, the more power one should expect. In their example 1, the data are from the NIST Statistical Reference Data sets, where $Y$ is a distinctly non monotone function of $X$ plus noise, a situation where we would expect the rank correlation to be weak. And similarly the other examples correspond to non-linear relationships between $X$ and $Y$ in which we would expect the Pearson correlation to perform badly. In general for goodness of fit, it is important to have statistics with power in directions which are plausible departures, Bickel and Ritov [6].

An alternative being studied here in the context of high dimensional data is the empirical Renyi correlation.

Let $f_1, f_2, \cdots$ be an orthonormal basis of $L_2(P_X)$ and $g_1, g_2, \cdots$ an orthonormal basis of $L_2(P_Y)$ where $L_2(P_X)$ is the Hilbert space of function $f$ such that $E f^2(X) < \infty$ and similarly for $L_2(P_Y)$.

Let the $(K, L)$ approximate Renyi correlation be defined as,

$$\max\{\text{corr}\left(\sum_{k=1}^{K} \alpha_k f_k(X), \sum_{l=1}^{L} \beta_l g_l(Y)\right)\}$$

where corr is Pearson correlation.

This is seen to be the canonical correlation of $\underline{f}(X)$ and $\underline{g}(Y)$ where $\underline{f} \equiv (f_1, \cdots, f_K)^T$, $\underline{g} \equiv (g_1, \cdots, g_L)^T$, and is easily calculated as a generalized eigenvalue problem. The empirical $(\hat{K}, \hat{L})$ correlation is just the solution of the corresponding empirical problem where the variance covariance matrices $\text{Var} \ f(X) \equiv E[f(x)f(x)^T]$, $\text{Var} \ g(Y)$ and $\text{Cov}(f(X), g(Y))$ are replaced by their empirical counterparts. For $K, L \to \infty$, the $(\hat{K}, \hat{L})$ correlation tends to the Renyi correlation,

$$R \equiv \max\{\text{corr}(f(X), g(Y)) : f \in L_2(P_X), \ g \in L_2(P_Y)\}$$
For the empirical \((K, L)\) correlation, \(K\) and \(L\) have to be chosen in a data determined way, although evidently each \(K, L\) pair provides a test statistic. An even more important choice is that of the \(f_k\) and \(g_l\) (which need not be orthonormal but need only have a linear span dense in their corresponding Hilbert spaces).

We compare the performance of these test statistics in the first of the Szekely-Rizzo example in the next section.

**Comparison on Data Example**

Here we’ll investigate the performance of the standard ACE estimate of the Renyi correlation and a version of \((K, L)\) correlation in the first of the Szekely-Rizzo examples.

Recall that the proposed nonlinear model is

\[
y = \frac{\beta_1}{\beta_2} \exp \left\{ \frac{-(x - \beta_3)^2}{2\beta_2^2} \right\} + \epsilon.
\]

Breiman and Friedman (1985) provided an algorithm, known as alternating conditional expectations (ACE), for estimating the transformations \(f_0, g_0\) and \(R\) itself.

The estimated Renyi correlation is very close to 1 (0.9992669) in this case, as expected since \(Y\) is a function of \(X\) plus some noise. The plot below shows the original relationship between \(X\) and \(Y\) on the left and the relationship between the estimated transformations \(\hat{f}\) and \(\hat{g}\) on the right.

Having computed \(\hat{R}\), the estimate of \(R\), we compute its significance under the null hypothesis of independence using the permutation distribution just as Szekely and Rizzo did. The p-value is \(\leq 0.001\), which is extremely small as it should be.

Next, we compute the empirical \((K, L)\) correlation. For this case, we chose, as an orthonormal basis with respect to Lebesgue measure, one defined by the Hermite polynomials defined as \(H_n(x) = (-1)^n e^{x^2/2} \frac{d^n}{dx^n} e^{-x^2/2}\), for both \(X\) and \(Y\). We take \(f_k(\cdot) = g_k(\cdot) = e^{-x^2/4} H_k(\cdot)\).

The following table gives the computation results of different combination of \(K\) and \(L\. As before, the p-value is computed by a permutation test, based on 999 replicates. The value, not surprisingly is close to \(\hat{R}\), for \(K = L = 5\).
3.3 Extension of canonical correlation analysis to non-linear cases

Recall from chapter 1, canonical correlation analysis (CCA) is a method of correlating linear relationships between two multidimensional variables. Although it performs well in many cases, linearity certainly has many constrains. Inspired by Renyi correlation, we propose a non-linear version of CCA.

Our Problem (Population version):
Consider two sets of random variables, $X = (X_1, X_2, \cdots, X_p)^\top$ and $Y = (Y_1, Y_2, \cdots, Y_q)^\top$. We are interested in seeking the optimal transformations for each random variable, say $f_1, \cdots, f_p$ and $g_1, \cdots, g_q$, such that correlation between $\sum_{i=1}^p f_i(X_i)$ and $\sum_{j=1}^q g_j(Y_j)$ is maximized.

Without loss of generality, we assume that $\mathbb{E} f_i(X_i) = 0$, $\mathbb{E} f_i^2(X_i) = 1$ ($i = 1, \cdots, p$), and $\mathbb{E} g_j(Y_j) = 0$, $\mathbb{E} g_j^2(Y_j) = 1$ ($j = 1, \cdots, q$).
Thus, 
\[ \Sigma^f_x := \left[ \mathbb{E} f_i(X_i) f_j(X_j) \right]_{p \times p} = I_{p \times p}, \quad \Sigma^g_y := \left[ \mathbb{E} g_i(Y_i) g_j(Y_j) \right]_{q \times q} = I_{q \times q} \]

Also define the cross-correlation matrix as 
\[ \Sigma^f_{xy} := \left[ \mathbb{E} f_i(X_i) g_j(Y_j) \right]_{p \times q}. \]

So this can be formed as an optimization problem,
\[
\max_{f,g} \left\{ \max_{a,b} \frac{a^\top \Sigma^f_{xy} b}{\sqrt{a^\top \Sigma^f_x a \cdot b^\top \Sigma^g_y b}} \right\}
\]
under the constrains that 
\[ \mathbb{E} f_i(X_i) = 0, \mathbb{E} f_i^2(X_i) = 1 \quad (i = 1, \cdots, p); \quad \mathbb{E} g_j(Y_j) = 0, \mathbb{E} g_j^2(Y_j) = 1 \quad (j = 1, \cdots, q) \]

Notice that the inner maximization problem is just an ordinary CCA problem for \((f_1(X_1), \cdots, f_p(X_p))\) and \((g_1(Y_1), \cdots, g_q(Y_q))\).

**Remarks:** Notice that we cannot use the pair-wised Renyi correlation to solve the optimization problem of 3.1.

**Problem solving**

Directly optimizing over the functional space is hard, here we propose to use \((K, L)\) correlation instead, which is an approximation of Renyi’s correlation.

For random variables \(U, V \in \mathbb{R}^1\), let \(H_1, H_2, \cdots\) be an orthonormal basis of \(L_2(P_U)\) and \(Q_1, Q_2, \cdots\) an orthonormal basis of \(L_2(P_V)\) where \(L_2(P_U)\) is the Hilbert space of function \(f\) such that \(\mathbb{E}H^2(U) < \infty\) and similarly for \(L_2(P_V)\).

Let the \((K, L)\) approximate Renyi correlation be defined as,
\[
\max_{\alpha, \beta} \{ \text{corr} \left( \sum_{k=1}^{K} \alpha_k H_k(U), \sum_{l=1}^{L} \beta_l Q_l(V) \right) \}. 
\]

Back to our cases, where \(X\) and \(Y\) are both multidimensional variables, similarly let \(H_1^1, H_2^1, \cdots\) be an orthonormal basis of \(L_2(P_{X_1})\) and \(Q_1^1, Q_2^1, \cdots\) an orthonormal basis of \(L_2(P_{Y_1})\). Thus varying over functions of \(f_i, g_j\) can be approximated by varying their coefficients of the projections onto the corresponding basis.
Using vector notations,
\[
H^i(X_i) := (H^i_1(X_i), \ldots, H^i_{K_i}(X_i))^\top,
\]
\[
Q^j(Y_j) := (Q^j_1(Y_j), \ldots, Q^j_{L_i}(Y_j))^\top.
\]
\[
\alpha^i := (\alpha^i_1, \ldots, \alpha^i_{K_i})^\top
\]
\[
\beta^j := (\beta^j_1, \ldots, \beta^j_{L_i})^\top
\]
And define matrices as
\[
\Sigma_{HQ} := \begin{bmatrix}
E H^1(X_1)Q^1(Y_1)^\top & \cdots & E H^1(X_1)Q^q(Y_q)^\top \\
\vdots & \ddots & \vdots \\
E H^p(X_p)Q^1(Y_1)^\top & \cdots & E H^p(X_p)Q^q(Y_q)^\top
\end{bmatrix}
\]
\[
\Sigma_H := \begin{bmatrix}
E H^1(X_1)H^1(X_1)^\top & \cdots & E H^1(X_1)H^p(X_p)^\top \\
\vdots & \ddots & \vdots \\
E H^p(X_p)H^1(X_1)^\top & \cdots & E H^p(X_p)X^p(X_p)^\top
\end{bmatrix}
\]
\[
\Sigma_Q := \begin{bmatrix}
E Q^1(Y_1)Q^1(Y_1)^\top & \cdots & E Q^1(Y_1)Q^q(Y_q)^\top \\
\vdots & \ddots & \vdots \\
E Q^q(Y_q)Q^1(Y_1)^\top & \cdots & E Q^q(Y_q)Q^q(Y_q)^\top
\end{bmatrix}
\]

\[
A := \begin{bmatrix}
\alpha^1 & 0 \\
\vdots & \ddots \\
0 & \alpha^p
\end{bmatrix}
\]
\[
B := \begin{bmatrix}
\beta^1 & 0 \\
\vdots & \ddots \\
0 & \beta^q
\end{bmatrix}
\]

Then the optimization problem of (1) can be approximated by
\[
\max_{A,B} \left\{ \max_{a,b} \frac{a^\top (A^\top \Sigma_{HQ}B)b}{\sqrt{a^\top (A^\top \Sigma_H A)a} \; b^\top (B^\top \Sigma_Q B)b} \right\}
\]
which is equivalent to
\[
\max_{\tilde{a},\tilde{b}} \frac{\tilde{a}^\top \Sigma_{HQ} \tilde{b}}{\sqrt{\tilde{a}^\top \Sigma_H \tilde{a}} \; \tilde{b}^\top \Sigma_Q \tilde{b}}
\] (3.2)
where \( \tilde{a} \in \mathbb{R}^{\sum_{i=1}^{p} K_i} \) and \( \tilde{b} \in \mathbb{R}^{\sum_{j=1}^{q} L_j} \).

Interestingly, (2) has exactly the same form as the standard CCA problem.

**Sample version**

Let \( X^{(1)}, \ldots, X^{(n)} \) be i.i.d. samples of \( X \) and \( Y^{(1)}, \ldots, Y^{(n)} \) be i.i.d. samples of \( Y \).

Look at the sub-matrix of \( \Sigma_{HQ} \) first. Define \( M_{ij} := \mathbb{E}(H^i(X_i)Q^j(Y_j)^\top) \), which is a \( K_i \times L_j \) matrix. The natural estimation of \( M_{ij} \) would be

\[
\hat{M}_{ij} = \left( \frac{1}{n} \sum_{t=1}^{n} H^i(X_i^{(t)})Q^j(Y_j^{(t)})^\top \right)
\]

When \( K_i, L_j \) fixed, \( n \) goes to infinity, \( \hat{M}_{ij} \) will converge to \( M_{ij} \) under operator norm.

**Future directions**

In this section, I present an extension of canonical correlation analysis by utilizing an approximate method of Renyi correlation. It leaves us a lot of open questions for the future work. Even in the finite dimension case, it’s worth of discussion on how to choose the base functions. When \( n, p \) and \( q \) all go to infinity, regularization methods should be used to obtain the consistency results. Then the question comes up, what kind of regularization methods is suitable for the problem and what can we expect for the convergency rate. I’d like to propose the group lasso [34] [1]. Naturally in our problem, \( \tilde{a} \) and \( \tilde{b} \) fall into \( p \) and \( q \) groups respectively. When imposing the sparse assumptions, the group effects play an important role, which makes the group lasso method promising.
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