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With the advent of massive datasets, statistical learning and information processing techniques are expected to enable exceptional possibilities for engineering, data intensive sciences and better decision making. Unfortunately, existing algorithms for mathematical optimization, which is the core component in these techniques, often prove ineffective for scaling to the extent of all available data. In recent years, randomized dimension reduction has proven to be a very powerful tool for approximate computations over large datasets. In this thesis, we consider random projection methods in the context of general convex optimization problems on massive datasets. We explore many applications in machine learning, statistics and decision making and analyze various forms of randomization in detail. The central contributions of this thesis are as follows:

- We develop random projection methods for convex optimization problems and establish fundamental trade-offs between the size of the projection and accuracy of solution in convex optimization.

- We characterize information-theoretic limitations of methods that are based on random projection, which surprisingly shows that the most widely used form of random projection is, in fact, statistically sub-optimal.

- We present novel methods, which iteratively refine the solutions to achieve statistical optimality and enable solving large scale optimization and statistical inference problems orders-of-magnitude faster than existing methods.
• We develop new randomized methodologies for relaxing cardinality constraints in order to obtain checkable and more accurate approximations than the state of the art approaches.
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Chapter 1

Introduction

1.1 Motivation and background

As a result of the rapid growth of information sources, today’s computing devices face unprecedented volumes of data. In fact, 90% of all the data in the world today has been generated within the last two years\(^1\). With the advent of massive datasets, new possibilities for better decision making are unraveled via statistical learning and information processing techniques. Unfortunately, existing algorithms for mathematical optimization, which is the core component in these techniques, often prove ineffective for scaling to the extent of all available data. However, we can address problems at much larger scales by considering fundamental changes in how we access the data and design the underlying algorithms. For instance, we may prefer non-deterministic algorithms for better computational and statistical trade-offs compared to deterministic algorithms.

In this thesis we consider novel randomized algorithms and a theoretical framework that enable faster mathematical optimization and statistical estimation for large datasets. The key idea is to employ a carefully designed randomness in the data reading process to gather the *essence* of data without accessing it in entirety. We consider many applications in machine learning, data driven decision making and signal processing, then discuss theoretical and practical implications of the developed methods in detail.

\(^1\) Big Data at the Speed of Business. IBM.com
1.1.1 Convex optimization

Mathematical optimization is a branch of applied mathematics focused on minimization or maximization of certain functions, potentially subject to given constraints. Convex optimization is a special class of mathematical optimization which has found wide applications in many areas of engineering and sciences including estimation, signal processing, control, data analysis and modeling, statistics and finance. The most basic advantage of convex optimization compared to other optimization problems is that any local minimum must be a global minimum. Hence the problems can be solved efficiently using specialized numerical methods for convex optimization. A very large class of inference, approximation, data analytics and engineering design problems can be formulated as convex optimization.

A function \( f \) is convex if it satisfies the inequality
\[
f(\lambda x + (1 - \lambda)y) \leq \lambda f(x) + (1 - \lambda)f(y)
\]
for all \( x, y \in \mathbb{R}^d \) and \( \lambda \in [0, 1] \).

A convex optimization problem is written as
\[
\min \quad f(x) \\
\text{subject to} \quad g_i(x) \leq 0, \quad i = 1, ..., n
\]
where \( f \) and \( g_i \) are convex functions. Note that we can replace an affine constraint \( h(x) = 0 \) by a pair of inequality constraints \( h(x) \leq 0 \) and \( h(x) \geq 0 \) which are both convex constraints. Important examples are linear programs and quadratic programs where the objective and constraint functions are affine and quadratic respectively. In chapter 2 we describe how randomization can be used to solve quadratic programs with constraints approximately and faster. We review existing numerical methods and investigate novel fast randomized algorithms for solving general convex problems in Chapter 4.

1.1.2 Empirical risk minimization

In many machine learning, statistical estimation and decision making tasks, we frequently encounter the risk minimization problem
\[
\min_{\theta \in \Theta} \mathbb{E}_w[\ell(\theta, w)]
\]
where \( w \) is a random vector and \( \ell \) is a loss function. The expected objective function is usually referred as the population risk. In general, minimizing the expected risk
is often intractable and the empirical risk minimization (ERM) method considers an empirical approximation of the risk using independent and identically distributed (i.i.d.) samples of \( w_1, \ldots, w_n \) as follows

\[
\min_{\theta \in \Theta} \frac{1}{n} \sum_{i=1}^{n} \ell(\theta, w_i).
\]

In big data applications, the number of samples \( n \) can be very large and solving the above problem becomes a significant computational challenge. In the following three chapters of the thesis we will explore and theoretically analyze novel randomized algorithms in order to solve these problems faster than existing methods. In chapters 2, 3 and 4 we will consider instances of ERM including least-squares and logistic regression, support-vector machines and portfolio optimization.

### 1.1.3 Minimax theory

Minimax theory studies fundamental limits in statistical estimation and hypothesis testing problems. Here we only briefly review the basics of minimax theory which will play an essential role in Chapter 3 for designing better randomized sketching algorithms.

Suppose that we have samples \( w_1, \ldots, w_n \) i.i.d. from a distribution \( p_{\theta} \in \mathcal{P} \) where \( \theta \) is a parameter which belongs to a known set \( \Theta \). In estimating \( \theta \) from samples, we define the minimax risk as follows

\[
\mathcal{M}(\mathcal{P}, \Theta) := \inf_{\hat{\theta}} \sup_{\theta \in \Theta} \mathbb{E}_{\theta} \left[ \| \hat{\theta} - \theta \|^2 \right],
\]

where the infimum is taken over all estimators, i.e., functions of the observed data. The minimax risk can be interpreted in a game-theoretical setting: the statistician chooses an optimal estimator \( \hat{\theta} \) based on the data, then the adversary chooses a worst-case parameter \( \theta \) consistent with the observed data \( w \sim p_{\theta} \).

In Chapter 3 we study the minimax risk in estimation problems when the data is sketched, i.e., randomly projected and we consider all estimators that are functions of the sketched data. Surprisingly, for most of the popular sketching matrices, we show the existence of a gap in terms of statistical estimation performance. Consequently in Chapter 3, we propose efficient iterative algorithms which obtain statistical minimax estimation error.
1.1.4 Random projection

A fundamental component of randomized algorithms considered in this thesis is randomized mechanisms for dimension reduction. Random projection is a mathematical technique to lower the dimensionality of a set of points lying in the Euclidean space. Here we briefly describe this simple but extremely powerful technique. Consider the set of points \( \{x_1, \ldots, x_N\} \) where each of which is an element of \( \mathbb{R}^n \). We would like to obtain \( N \) points \( y_1, \ldots, y_N \) each of which is in \( \mathbb{R}^m \) where \( m \ll n \). The following lemma provides a randomized way to obtain such an embedding.

**Lemma 1** (The Johnson-Lindenstrauss (J-L) lemma [70, 139]). Given \( N \) points \( \{x_i\}_{i=1}^N \) let \( S \in \mathbb{R}^{m \times n} \) be a matrix such that \( S_{kl} \sim \frac{1}{\sqrt{m}} N(0,1) \) i.i.d. for all \( k, l \). Define the points \( y_i = Sx_i \). Then if \( m \geq \frac{20 \log(N)}{\epsilon^2} \) for some \( \epsilon \in (0,1/2) \), then with probability at least \( 1/2 \) it holds that

\[
(1 - \epsilon) \|x_i - x_j\|^2_2 \leq \|y_i - y_j\|^2_2 \leq (1 + \epsilon) \|x_i - x_j\|^2_2,
\]

for all \( i \) and \( j \).

Note that, in order to store the original points we need \( O(Nn) \) space. The J-L lemma allows us to store the embedded points which needs only \( O(N \log(N)) \) space. Instead of using a i.i.d. Gaussian embedding matrix \( S \) we can also use an i.i.d. \( \pm 1 \) matrix [1] which has computational advantages. Computing the embedding takes \( O(Nmn) \) time. Recently, faster random projections which employ the Fast Fourier Transform (FFT) have been discovered which can reduce the embedding time to \( O(Nn \log(m)) \). In the sequel we will describe these fast embeddings which play a significant role in our development of fast optimization algorithms.

1.1.5 Sketching data streams and matrices

A sketch is a small data structure that is used to approximate high dimensional data streams or large matrices for approximate computing, querying and updating. Random projections provide a simple construction of linear sketches where we apply the random projection matrix \( S \in \mathbb{R}^{m \times n} \) to a data vector \( x \in \mathbb{R}^n \) to obtain the sketch \( Sx \). In this context, the matrix \( S \) is referred as a sketching matrix and the vector \( x \) can be representing a data stream at a particular time instant.

One of the first uses of sketching in streaming algorithms have been approximating frequency moments [8]. When the vector \( x \in \mathbb{R}^n \) contains number of occurrences of
objects and we would like to update \( x \) via 
\[ x' = x + \Delta, \]
we can use the linearity of the sketch 
\[ Sx' = Sx + S\Delta \]
to update our approximation. Most importantly, we can approximate the second frequency moment 
\[ \left( \sum_{i=1}^{n} x_i^2 \right)^{1/2} = \|x\|_2 \]
via the quantity 
\[ \|Sx\|_2 \]
using the J-L lemma without storing the entire data stream.

Sketching can also be used to obtain approximations of large data matrices. Consider \( M \in \mathbb{R}^{n \times d} \) and the sketch \( SM \in \mathbb{R}^{m \times d} \) where we can interpret it as randomly projecting each column \( Me_i \) of the matrix \( M \). When \( m \ll n \), the sketched matrix provides computational advantages in linear algebraic operations such as Singular Value Decomposition (SVD) or QR decomposition.

### 1.1.6 Different kinds of sketches

Given a sketching matrix \( S \in \mathbb{R}^{m \times n} \), we use \( \{s_i\}_{i=1}^{m} \) to denote the collection of its \( n \)-dimensional rows. We restrict our attention to sketch matrices that are zero-mean, and that are normalized so that 
\[ \mathbb{E}[S^TS/m] = I_n. \]
Various types of randomized sketches of matrices are possible, and we describe a few of them here.

#### 1.1.6.0.1 Sub-Gaussian sketches

The most classical sketch is based on a random matrix \( S \in \mathbb{R}^{m \times n} \) with i.i.d. standard Gaussian entries, or somewhat more generally, sketch matrices based on i.i.d. sub-Gaussian rows. In particular, a zero-mean random vector \( s \in \mathbb{R}^n \) is 1-sub-Gaussian if for any \( u \in \mathbb{R}^n \), we have

\[
P[\langle s, u \rangle \geq \epsilon \|u\|_2] \leq e^{-\epsilon^2/2} \quad \text{for all } \epsilon \geq 0.
\]

For instance, a vector with i.i.d. \( N(0,1) \) entries is 1-sub-Gaussian, as is a vector with i.i.d. Rademacher entries (uniformly distributed over \( \{-1, +1\} \)). We use the terminology sub-Gaussian sketch to mean a random matrix \( S \in \mathbb{R}^{m \times n} \) with i.i.d. rows that are zero-mean, 1-sub-Gaussian, and with \( \text{cov}(s) = I_n \).

From a theoretical perspective, sub-Gaussian sketches are attractive because of the well-known concentration properties of sub-Gaussian random matrices (e.g., [44, 140]). On the other hand, from a computational perspective, a disadvantage of sub-Gaussian sketches is that they require matrix-vector multiplications with unstructured random matrices. In particular, given a data matrix \( A \in \mathbb{R}^{n \times d} \), computing its sketched version \( SA \) requires \( \mathcal{O}(mnd) \) basic operations in general (using classical matrix multiplication).

#### 1.1.6.0.2 Sketches based on randomized orthonormal systems (ROS)

The second type of randomized sketch we consider is randomized orthonormal system (ROS), for which matrix multiplication can be performed much more efficiently. In
order to define a ROS sketch, we first let $H \in \mathbb{C}^{n \times n}$ be an orthonormal complex valued matrix with unit magnitude entries, i.e., $|H_{ij}| \in [-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}]$. Standard classes of such matrices are the Hadamard or Fourier bases, for which matrix-vector multiplication can be performed in $O(n \log n)$ time via the fast Hadamard or Fourier transforms, respectively. Based on any such matrix, a sketching matrix $S \in \mathbb{C}^{m \times n}$ from a ROS ensemble is obtained by sampling i.i.d. rows of the form

$$s^T = \sqrt{ne_j^T}HD$$

with probability $1/n$ for $j = 1, \ldots, n$,

where the random vector $e_j \in \mathbb{R}^n$ is chosen uniformly at random from the set of all $n$ canonical basis vectors, and $D = \text{diag}(\nu)$ is a diagonal matrix of i.i.d. Rademacher variables $\nu \in \{-1, +1\}^n$. Given a fast routine for matrix-vector multiplication, the sketch $SM$ for a data matrix $M \in \mathbb{R}^{n \times d}$ can be formed in $O(nd\log m)$ time (for instance, see the papers [5, 4, 55]). The fast matrix multiplication usually requires $n$ to be a power of 2 (or power of $r$ for a radix-$r$ construction). However, in order to use the fast multiplication for an arbitrary $n$, we can augment the data matrix with a block of zero rows and do the same for the square root of the Hessian without changing the objective value.

1.1.6.0.3 Sketches based on random row sampling  
Given a probability distribution $\{p_j\}_{j=1}^n$ over $[n] = \{1, \ldots, n\}$, another choice of sketch is to randomly sample the rows of a data matrix $M$ a total of $m$ times with replacement from the given probability distribution. Thus, the rows of $S$ are independent and take on the values

$$s^T = \frac{e_j}{\sqrt{p_j}}$$

with probability $p_j$ for $j = 1, \ldots, n$

where $e_j \in \mathbb{R}^n$ is the $j^{th}$ canonical basis vector. Different choices of the weights $\{p_j\}_{j=1}^n$ are possible, including those based on the row $\ell_2$ norms $p_j \propto \|Me_j\|_2^2$ and leverage values of $M$—i.e., $p_j \propto \|Ue_j\|_2$ for $j = 1, \ldots, n$, where $U \in \mathbb{R}^{n \times d}$ is the matrix of left singular vectors of $M$ (e.g., see the paper [52]). When the matrix $M \in \mathbb{R}^{n \times d}$ corresponds to the adjacency matrix of a graph with $d$ vertices and $n$ edges, the leverage scores of $M$ are also known as effective resistances which can be used to sub-sample edges of a given graph by preserving its spectral properties [129].

1.1.6.0.4 Sparse JL Sketches  
For sparse data matrices, the sketching operation can be done faster if the sketching matrix is chosen from a distribution over sparse matrices. Several works developed sparse JL embeddings [1, 42, 74] and sparse subspace embeddings [103]. Here we describe a construction given by [103, 74]. Given an integer $s$, each column of $S$ is chosen to have exactly $s$ non-zero entries in random locations, each equal to $\pm 1/\sqrt{s}$ uniformly at random. The column sparsity parameter $s$ can be chosen $O(1/\epsilon)$ for subspace embeddings and $O(\log(1/\delta)/\epsilon)$ for sparse JL embeddings where $\delta$ is the failure probability.
1.2 Goals and contributions of this thesis

We can list the high level goals of this thesis as follows:

1. Developing random projection methods for convex optimization problems and characterizing fundamental trade-offs between the size of the projection and accuracy of solutions.


3. Designing computationally and statistically efficient statistical estimation algorithms when the sample size is very large. More precisely, the algorithm should run in linear time in the input data size and achieve statistical minimax optimality.

4. Developing new randomized methodologies for relaxing cardinality constraints in order to obtain better approximations than the state of the art approaches (e.g., $\ell_1$ heuristic).

More specifically we can list the central contributions of this thesis as follows:

- Novel randomized algorithms for convex optimization: We develop a novel framework for general convex optimization problems which yields provably faster algorithms than currently available methods for large sample sizes. Specifically, the derived algorithms run in exactly linear time in the input data size. The algorithms significantly outperform existing methods on real-world large scale problems such as least-squares, logistic regression and linear, quadratic and semidefinite programming.

- Information-theoretical sub-optimality of traditional random projection methods: Using an information theoretical argument which is analogous to communication systems, we showed that these methods are sub-optimal in terms of a natural statistical error measure. Moreover, a novel alternative method is proposed which is proven to be statistically optimal and at the same time enjoys the same fast computation.

- Novel convex relaxations with checkable optimality: We present a new framework which has several advantages over the well-known convex relaxations. In particular, the proposed approach produces bounds and checkable optimality without any assumptions on the data in contrast to known methods, such as $\ell_1$ relaxation. Moreover, in many fundamental problems, such as estimation of a probability distribution, $\ell_1$ relaxations are inapplicable while our methods were proven to be very effective in a variety of applications including data clustering.
• Privacy and accuracy trade-offs of random projections: We characterize a theoretical trade-off between the information theoretic amount of revealed data to an optimization service and the quality of optimization. Our theoretical results state that, privacy preserving optimization using a randomization method is possible depending on the geometric properties of the optimization constraint set. Interestingly, in many cases of interest, we need not know about the data to be able to optimize over it.

1.2.1 Thesis organization and previously published work

Several portions of this thesis are based on the previously published joint work with several collaborators. Chapter 2, 3 and 4 are based on joint work with Martin Wainwright [114, 115, 113]. Chapter 5 is based on a joint work with Yun Yang [151]. Chapter 6 is based on joint work with Laurent El Ghaoui [116] and Venkat Chandrasekaran [111].

1.2.2 Notation

For sequences \( \{a_t\}_{t=0}^{\infty} \) and \( \{b_t\}_{t=0}^{\infty} \), we use the notation \( a_t \leq b_t \) to mean that there is a constant (independent of \( t \)) such that \( a_t \leq C b_t \) for all \( t \). Equivalently, we write \( b_t \geq a_t \). We write \( a_t \asymp b_t \) if \( a_t \leq b_t \) and \( b_t \leq a_t \). We use \( \ell_p \) to denote the usual \( p \)-norms \( \|x\|_p := (\sum_i x_i^p)^{1/p} \) and \( \|x\|_\infty = \max_i |x_i| \). We use \( e_i \in \mathbb{R}^n \), to denote the \( i \)'th ordinary basis vector in \( \mathbb{R}^n \). We use \( x_i \) to denote the \( i \)'th index of a vector \( x \) and \( M_{ij} \) to denote the \((i,j)\)'th element of a matrix \( M \). We use \( \lambda_{\min}(M) \) and \( \lambda_{\max}(M) \) to denote the minimum and maximum eigenvalue of a matrix \( M \in \mathbb{R}^{n_1 \times n_2} \) respectively. For an integer \( i, 1 \leq i \leq \text{rank}(M) \), \( \sigma_i(M) \) is the \( i \)'th largest singular value of a matrix \( M \). The Frobenius norm is defined by \( \|M\|_F := \sqrt{\sum_i \sigma_i^2(M)} \) for a matrix. The \( \ell_2 \) operator norm of a matrix \( M \) is defined by

\[
\|M\|_2 := \max_{\|x\|_2 \leq 1} \|Mx\|_2 = \sigma_1.
\]

The nuclear norm of a matrix is defined by \( \|M\|_* := \sum_i \sigma_i(M) \). \( \mathbb{E} \) denotes the expectation of a random variable. The notation \( (\cdot)_+ \) denotes the positive part of a real scalar.
Chapter 2

Random projections of convex quadratic programs

Optimizing a convex function subject to convex constraints is fundamental to many disciplines in engineering, applied mathematics, and statistics [28, 104]. While most convex programs can be solved in polynomial time, the computational cost can still be prohibitive when the problem dimension and/or number of constraints are large. For instance, although many quadratic programs can be solved in cubic time, this scaling may be prohibitive when the dimension is on the order of millions. This type of concern is only exacerbated for more sophisticated cone programs, such as second-order cone and semidefinite programs. Consequently, it is of great interest to develop methods for approximately solving such programs, along with rigorous bounds on the quality of the resulting approximation.

In this section, we analyze a particular scheme for approximating a convex program defined by minimizing a convex quadratic objective function over an arbitrary convex set. The scheme is simple to describe and implement, as it is based on performing a random projection of the matrices and vectors defining the objective function. Since the underlying constraint set may be arbitrary, our analysis encompasses many problem classes including quadratic programs (with constrained or penalized least-squares as a particular case), as well as second-order cone programs and semidefinite programs (including low-rank matrix approximation as a particular case).

An interesting class of such optimization problems arise in the context of statistical estimation. Many such problems can be formulated as estimating an unknown parameter based on noisy linear measurements, along with the side information that the
true parameter belongs to a low-dimensional space. Examples of such low-dimensional structures include sparse vectors, low-rank matrices, discrete sets defined in a combinatorial manner, as well as algebraic sets, including norms for inducing shrinkage or smoothness. Convex relaxations provide a principled way of deriving polynomial-time methods for such problems [28], and their statistical performance has been extensively studied over the past decade (see the sources [30, 35, 144] for overviews). For many such problems, the ambient dimension of the parameter is very large, and the number of samples can also be large. In these contexts, convex programs may be difficult to solve exactly, and reducing the dimension and sample size by sketching is a very attractive option.

Our work is related to a line of work on sketching unconstrained least-squares problems (e.g., see the papers [123, 55, 90, 27] and references therein). The results given here generalize this line of work by providing guarantees for a broader class of constrained quadratic programs. In addition, our techniques are convex-analytic in nature, and by exploiting analytical tools from Banach space geometry and empirical process theory [45, 85, 84], lead to sharper bounds on the sketch size as well as sharper probabilistic guarantees. Our work also provides a unified view of both least-squares sketching [55, 90, 27] and compressed sensing [49, 51]. As we discuss in the sequel, various results in compressed sensing can be understood as special cases of sketched least-squares, in which the data matrix in the original quadratic program is the identity.

In addition to reducing computation and storage, random projection is also useful in the context of privacy preservation. Many types of modern data, including financial records and medical tests, have associated privacy concerns. Random projection allows for a sketched version of the data set to be stored, but such that there is a vanishingly small amount of information about any given data point. Our theory shows that this is still possible, while still solving a convex program defined by the data set up to $\delta$-accuracy. In this way, we sharpen some results by Zhou and Wasserman [158] on privacy-preserving random projections for sparse regression. Our theory points to an interesting dichotomy in privacy-preserving optimization problems based on the trade-off between the complexity of the constraint set and mutual information between data and its sketch. We show that if the constraint set is simple enough in terms of a statistical measure, privacy-preserving optimization can be done with arbitrary accuracy.

2.1 Problem formulation

We begin by formulating the problem analyzed in this section, before turning to a statement of our main results.
Consider a convex program of the form
\[
x^* \in \arg \min_{x \in \mathcal{C}} \|Ax - y\|_2^2,
\]
where \( \mathcal{C} \) is some convex subset of \( \mathbb{R}^d \), and \( y \in \mathbb{R}^n \) \( A \in \mathbb{R}^{n \times d} \) are a data vector and data matrix, respectively. Our goal is to obtain an \( \delta \)-optimal solution to this problem in a computationally simpler manner, and we do so by projecting the problem into the lower dimensional space \( \mathbb{R}^m \) for \( m < n \). In particular, given a sketching matrix \( S \in \mathbb{R}^{m \times n} \), consider the sketched problem
\[
\hat{x} \in \arg \min_{x \in \mathcal{C}} \|S(Ax - y)\|_2^2.
\]
Note that by the optimality and feasibility of \( x^* \) and \( \hat{x} \), respectively, for the original problem (2.1), we always have \( f(x^*) \leq f(\hat{x}) \). Accordingly, we say that \( \hat{x} \) is an \( \delta \)-optimal approximation to the original problem (2.1) if
\[
f(\hat{x}) \leq (1 + \delta)^2 f(x^*).
\]
Our main result characterizes the number of projections \( m \) required to achieve this bound as a function of \( \delta \), and other problem parameters.

Our analysis involves a natural geometric object in convex analysis, namely the tangent cone of the constraint set \( \mathcal{C} \) at the optimum \( x^* \), given by
\[
\mathcal{K} := \text{clconv} \{ \Delta \in \mathbb{R}^d \mid \Delta = t(x - x^*) \text{ for some } t \geq 0 \text{ and } x \in \mathcal{C} \},
\]
where clconv denotes the closed convex hull. This set arises naturally in the convex optimality conditions for the original problem (2.1): any vector \( \Delta \in \mathcal{K} \) defines a feasible direction at the optimal \( x^* \), and optimality means that it is impossible to decrease the cost function by moving in directions belonging to the tangent cone. Figure 2.1 depicts an example of a tangent cone.

We use \( A\mathcal{K} \) to denote the linearly transformed cone \( \{A\Delta \in \mathbb{R}^n \mid \Delta \in \mathcal{K} \} \). Our main results involve measures of the “size” of this transformed cone when it is intersected with the Euclidean sphere \( \mathcal{S}^{n-1} = \{ z \in \mathbb{R}^n \mid \|z\|_2 = 1 \} \). In particular, we define Gaussian width of the set \( A\mathcal{K} \cap \mathcal{S}^{n-1} \) via
\[
\mathbb{W}(A\mathcal{K}) := \mathbb{E}_g \left[ \sup_{z \in A\mathcal{K} \cap \mathcal{S}^{n-1}} |\langle g, z \rangle| \right]
\]
where \( g \in \mathbb{R}^n \) is an i.i.d. sequence of \( N(0, 1) \) variables. This complexity measure plays an important role in Banach space theory, learning theory and statistics (e.g., [117, 78, 85, 19]). As an example of a transformed tangent cone with small width, consider a low-rank matrix \( A \) where \( r := \text{rank}(A) \ll d \), then the supremum in equation (2.5) is taken in an \( r \)-dimensional subspace. In this case, it can be shown that \( \mathbb{W}(A\mathcal{K}) \leq \sqrt{r} \)—see Corollary 2 for details.
2.1.1 Guarantees for sub-Gaussian sketches

Our first main result provides a relation between the sufficient sketch size and Gaussian complexity in the case of sub-Gaussian sketches.

**Theorem 1** (Guarantees for sub-Gaussian projections). Let $S \in \mathbb{R}^{m \times n}$ be drawn from a $\sigma$-sub-Gaussian ensemble. Then there are universal constants $(c_0, c_1, c_2)$ such that, for any tolerance parameter $\delta \in (0, 1)$, given a sketch size lower bounded as

$$m \geq \frac{c_0}{\delta^2} \mathbb{W}^2(A \mathcal{K}),$$

(2.6)

the approximate solution $\hat{x}$ is guaranteed to be $\delta$-optimal (2.3) for the original program with probability at least $1 - c_1 e^{-c_2 m \delta^2}$.

As will be clarified in examples to follow, the squared width $\mathbb{W}^2(A \mathcal{K})$ scales proportionally to the effective dimension, or number of degrees of freedom in the set $A \mathcal{K} \cap \mathbb{S}^{n-1}$. Consequently, up to constant factors, Theorem 1 guarantees that we can project down to the effective dimension of the problem while preserving $\delta$-optimality of the solution. Moreover, as we show in section 2.2-C, the sketch size lower-bound in Theorem 1 cannot be improved substantially for arbitrary $A$ and $\mathcal{C}$ due to connections with Compressed Sensing and denoising.

This fact has an interesting corollary in the context of privacy-preserving optimization. Suppose that we model the data matrix $A \in \mathbb{R}^{n \times d}$ as being random, and
our goal is to solve the original convex program (2.1) up to \( \delta \)-accuracy while revealing as little as possible about the individual entries of \( A \). By Theorem 1, whenever the sketch dimension satisfies the lower bound (2.6), the sketched data matrix \( SA \in \mathbb{R}^{m \times d} \) suffices to solve the original program up to \( \delta \)-accuracy. We can thus ask about how much information per entry of \( A \) is retained by the sketched data matrix. One way in which to do so is by computing the mutual information per symbol, namely

\[
\frac{I(SA; A)}{nd} = \frac{1}{nd} D\left( \mathbb{P}_{SA,A} \parallel \mathbb{P}_{SA} \mathbb{P}_{A} \right),
\]

corresponding to the (renormalized) Kullback-Leibler divergence between the joint distribution over \((SA, A)\) and the product of the marginals. Here we have chosen the renormalization \((nd)\) since the matrix has dimensions \( n \times d \). This question was studied by Zhou and Wasserman [158] in the context of privacy-preserving sparse regression, in which \( C \) is an \( \ell_1 \)-ball, to be discussed more at length in Section 2.2.2. In our setting, we have the following more generic corollary of Theorem 1:

**Corollary 1.** Let the entries of \( A \) be drawn i.i.d. from a distribution with finite variance \( \gamma^2 \). By using \( m = \frac{cn}{\delta^2} W^2(AK) \) random Gaussian projections, we can ensure that

\[
\frac{I(SA; A)}{nd} \leq \frac{c_0}{\delta^2} \frac{W^2(AK)}{n} \log(2\pi e \gamma^2),
\]

and that the sketched solution is \( \delta \)-optimal with probability at least \( 1 - c_1 e^{-c_2 m \delta^2} \).

Note that the inequality \( W^2(AK) \leq n \) always holds. However, for many problems, we have the much stronger guarantee \( W^2(AK) = o(n) \), in which case the bound (2.7) guarantees that the mutual information per symbol is vanishing. There are various concrete problems, as discussed in Section 2.2, for which this type of scaling is reasonable. Thus, for any fixed \( \delta \in (0, 1) \), we are guaranteed a \( \delta \)-optimal solution with a vanishing mutual information per symbol.\(^1\)

Corollary 1 follows by a straightforward combination of past work with Theorem 1. In particular, Zhou and Wasserman [158] show that under the stated conditions, for a standard i.i.d. Gaussian sketching matrix \( S \), the mutual information rate per symbol is upper bounded as

\[
\frac{I(SA; A)}{nd} \leq \frac{m}{2n} \log(2\pi e \gamma^2).
\]

Substituting in the stated choice of \( m \) and applying Theorem 1 yields the claim.

\(^1\)While this is a reasonable guarantee, we note that there are stronger measures of privacy than vanishing mutual information (e.g., differential privacy [56]).
2.1.2 Guarantees for randomized orthogonal systems

Our main result for randomized orthonormal systems involves the $S$-Gaussian width of the set $AK \cap S^{n-1}$, given by

$$\mathbb{W}_S(AK) := \mathbb{E}_{g,S} \left[ \sup_{z \in AK \cap S^{n-1}} \left| \langle g, \frac{S_z}{\sqrt{m}} \rangle \right| \right].$$

(2.8)

As will be clear in the corollaries to follow, in many cases, the $S$-Gaussian width is equivalent to the ordinary Gaussian width (2.5) up to numerical constants. It also involves the Rademacher width of the set $AK \cap S^{n-1}$, given by

$$\mathbb{R}(AK) = \mathbb{E}_\varepsilon \left[ \sup_{z \in AK \cap S^{n-1}} | \langle z, \varepsilon \rangle | \right],$$

(2.9)

where $\varepsilon \in \{-1, +1\}^n$ is an i.i.d. vector of Rademacher variables.

**Theorem 2 (Guarantees for randomized orthonormal system).** Let $S \in \mathbb{R}^{m \times n}$ be drawn from a randomized orthonormal system (ROS). Then given a sample size $m$ lower bounded as

$$\frac{m}{\log m} > \frac{c_0}{\delta^2} (\mathbb{R}^2(AK) + \log n) \mathbb{W}_S^2(AK),$$

(2.10)

the approximate solution $\hat{x}$ is guaranteed to be $\delta$-optimal (2.3) for the original program with probability at least $1 - \frac{c_1}{(mn)^2} - c_1 \exp \left( - \frac{c_2 m^2 \delta^2}{\mathbb{R}^2(AK) + \log(mn)} \right)$.

The required projection dimension (2.10) for ROS sketches is in general larger than that required for sub-Gaussian sketches, due to the presence of the additional pre-factor $\mathbb{R}^2(AK) + \log n$. For certain types of cones, we can use more specialized techniques to remove this pre-factor, so that it is not always required. The details of these arguments are given in Section 2.4, and we provide some illustrative examples of such sharpened results in the corollaries to follow. However, the potentially larger projection dimension is offset by the much lower computational complexity of forming matrix vector products using the ROS sketching matrix.

2.2 Applications

Our two main theorems are general results that apply to any choice of the convex constraint set $\mathcal{C}$. We now turn to some consequences of Theorems 1 and 2 for more specific classes of problems, in which the geometry enters in different ways.
2.2.1 Unconstrained least squares

We begin with the simplest possible choice, namely $C = \mathbb{R}^d$, which leads to an unconstrained least squares problem. This class of problems has been studied extensively in past work on least-square sketching [90]; our derivation here provides a sharper result in a more direct manner. At least intuitively, given the data matrix $A \in \mathbb{R}^{n \times d}$, it should be possible to reduce the dimensionality to the rank of the data matrix $A$, while preserving the accuracy of the solution. In many cases, the quantity $\text{rank}(A)$ is substantially smaller than $\min\{n, d\}$. The following corollaries of Theorem 1 and 2 confirm this intuition:

**Corollary 2** (Approximation guarantee for unconstrained least squares) Consider the case of unconstrained least squares with $C = \mathbb{R}^d$:

(a) Given a sub-Gaussian sketch with dimension $m > c_0 \frac{\text{rank}(A)}{\delta^2}$, the sketched solution is $\delta$-optimal (2.3) with probability at least $1 - c_1 e^{-c_2 md^2}$.

(b) Given an ROS sketch with dimension $m > c'_0 \frac{\text{rank}(A)}{\delta^2} \log^4(n)$, the sketched solution is $\delta$-optimal (2.3) with probability at least $1 - c_1 e^{-c_2 md^2}$.

This corollary improves known results both in the probability estimate and required samples, in particular previous results hold only with constant probability; see the paper [90] for an overview of such results. Note that the total computational complexity of computing $SA$ and solving the sketched least squares problem, for instance via QR decomposition [62], is of the order $O(ndm + md^2)$ for sub-Gaussian sketches, and of the order $O(nd \log(m) + md^2)$ for ROS sketches. Consequently, by using ROS sketches, the overall complexity of computing a $\delta$-approximate least squares solution with exponentially high probability is $O(\text{rank}(A)d^2 \log^4(n)/\delta^2 + nd \log(\text{rank}(A)/\delta^2))$. In many cases, this complexity is substantially lower than direct computation of the solution via QR decomposition, which would require $O(nd^2)$ operations. We also note that the rank($A$) may not be known in advance. However in many applications such as polynomial and kernel regression, the matrix is approximately low rank. In such cases, standard bounds from matrix perturbation theory [132] can be applied to obtain an approximation bound via the decomposition $A = A_r + E$, where $\text{rank}(A_r) = r$ and $\|E\|_2$ is small.

**Proof.** Since $C = \mathbb{R}^d$, the tangent cone $K$ is all of $\mathbb{R}^d$, and the set $AK$ is the image of
Thus, we have

\[ \mathcal{W}(AK) = \mathbb{E} \left[ \sup_{u \in \mathbb{R}^d} \frac{|\langle Au, g \rangle|}{\|Au\|_2} \right] \leq \sqrt{\text{rank}(A)}, \]  

(2.11)

where the inequality follows from the fact that the image of \( A \) is at most \( \text{rank}(A) \)-dimensional. Thus, the sub-Gaussian bound in part (a) is an immediate consequence of Theorem 1.

Turning to part (b), an application of Theorem 2 will lead to a sub-optimal result involving \( (\text{rank}(A))^2 \). In Section 2.4.1, we show how a refined argument will lead to bound stated here.

In order to investigate the theoretical prediction of Corollary 2, we performed some simple simulations on randomly generated problem instances. Fixing a dimension \( d = 500 \), we formed a random ensemble of least-squares problems by first generating a random data matrix \( A \in \mathbb{R}^{n \times 500} \) with i.i.d. standard Gaussian entries. For a fixed random vector \( x_0 \in \mathbb{R}^d \), we then computed the data vector \( y = Ax_0 + w \), where the noise vector \( w \sim N(0, \nu^2) \) where \( \nu = \sqrt{0.2} \). Given this random ensemble of problems, we computed the projected data matrix-vector pairs \((SA, Sy)\) using Gaussian, Rademacher, and randomized Hadamard sketching matrices, and then solved the projected convex program. We performed this experiment for a range of different problem sizes \( n \in \{1024, 2048, 4096\} \). For any \( n \) in this set, we have \( \text{rank}(A) = d = 500 \), with high probability over the choice of randomly sampled \( A \). Suppose that we choose a projection dimension of the form \( m = \max\{1.5 \alpha d, 1\} \), where the control parameter \( \alpha \) ranges over the interval \([0, 1]\). Corollary 2 predicts that the approximation error should converge to 1 under this scaling, for each choice of \( n \).

Figure 2.2 shows the results of these experiments, plotting the approximation ratio \( f(\hat{x})/f(x^*) \) versus the control parameter \( \alpha \). Consistent with Corollary 2, regardless of the choice of \( n \), once the projection dimension is a suitably large multiple of \( \text{rank}(A) = 500 \), the approximation quality becomes very good.

### 2.2.2 \( \ell_1 \)-constrained least squares

We now turn to a constrained form of least-squares, in which the geometry of the tangent cone enters in a more interesting way. In particular, consider the \( \ell_1 \)-
Figure 2.2: Comparison of Gaussian, Rademacher and randomized Hadamard sketches for unconstrained least squares. Each curve plots the approximation ratio $f(\hat{x})/f(x^*)$ versus the control parameter $\alpha$, averaged over $T_{\text{trial}} = 100$ trials, for projection dimensions $m = \max\{1.5\alpha d, 1\}$ and for problem dimensions $d = 500$ and $n \in \{1024, 2048, 4096\}$.

constrained least squares program, known as the Lasso [36, 134], given by

$$x^* \in \arg \min_{\|x\|_1 \leq R} \|Ax - y\|_2^2.$$  \hfill (2.12)

It is is widely used in signal processing and statistics for sparse signal recovery and approximation.

In this section, we show that as a corollary of Theorem 1, this quadratic program can be sketched logarithmically in dimension $d$ when the optimal solution to the original problem is sparse. In particular, assuming that $x^*$ is unique, we let $k$ denote the number of non-zero coefficients of the unique solution to the above program. (When $x^*$ is not unique, we let $k$ denote the minimal cardinality among all optimal vectors). Define the $\ell_1$-restricted eigenvalues of the given data matrix $A$ as

$$\gamma_k^{-}(A) := \min_{\|z\|_2 = 1, \|z\|_1 \leq 2\sqrt{k}} \|Az\|_2^2, \quad \text{and}$$

$$\gamma_k^{+}(A) := \max_{\|z\|_2 = 1, \|z\|_1 \leq 2\sqrt{k}} \|Az\|_2^2.$$  \hfill (2.13)
We note that our choice of introducing the factor of two in the constraint \(|z|_1 \leq 2\sqrt{k}\) is for later theoretical convenience, due to the structure of the tangent cone associated with the \(\ell_1\)-norm. By rescaling as necessary, we may assume \(\gamma_k(A) \leq 1\) without loss of generality.

**Corollary 3** (Approximation guarantees for \(\ell_1\)-constrained least squares). Consider the \(\ell_1\)-constrained least squares problem (2.12):

(a) For sub-Gaussian sketches, a sketch dimension lower bounded by

\[
m \geq c_0 \frac{\delta^2}{\gamma_k(A)} \min \left\{ \text{rank}(A), \max_{j \in [1:d]} \frac{\|a_j\|_2^2}{\gamma_k^{-}(A)} k \log(d) \right\}
\]

(2.15)

guarantees that the sketched solution is \(\delta\)-optimal (2.3) with probability at least \(1 - c_1 e^{-c_2 m \delta^2}\).

(b) For ROS sketches, a sketch dimension lower bounded by

\[
m > \frac{c'_0}{\delta^2} \log^4(n) \min \left\{ \text{rank}(A), \frac{\left( \max_j \|a_j\|_2^2 k \log(d) \right)^2}{\log^4(n)}, \left( \frac{\gamma_k^+(A) + 1}{\gamma_k^-(A)} \right)^2 k \log(d) \right\}
\]

(2.16)

guarantees that the sketched solution is \(\delta\)-optimal (2.3) with probability at least \(1 - c_1 e^{-c_2 m \delta^2}\).

We note that part (a) of this corollary improves the result of Zhou et al. [158], which establishes consistency of Lasso with a Gaussian sketch dimension of the order \(k^2 \log(dnk)\), in contrast to the \(k \log(d)\) requirement in the bound (2.15). To be more precise, these two results are slightly different, in that the result [158] focuses on support recovery, whereas Corollary 3 guarantees a \(\delta\)-accurate approximation of the cost function.

Let us consider the complexity of solving the sketched problem using different methods. In the regime \(n > d\), the complexity of solving the original Lasso problem as a linearly constrained quadratic program via interior point solvers is \(O(nd^2)\) per iteration (e.g., see Nesterov and Nemirovski [107]). Thus, computing the sketched data and solving the sketched Lasso problem requires \(O(ndm + md^2)\) operations for sub-Gaussian sketches, and \(O(nd \log(m) + md^2)\) for ROS sketches.
Another popular choice for solving the Lasso problem is to use a first-order algorithm [106]; such algorithms require \(O(nd)\) operations per iteration, and yield a solution that is \(O(1/T)\)-optimal within \(T\) iterations. If we apply such an algorithm to the sketched version for \(T\) steps, then we obtain a vector such that

\[
f(\hat{x}) \leq (1 + \delta)^2 f(x^*) + O\left(\frac{1}{T}\right).
\]

Overall, obtaining this guarantee requires \(O(ndm + mdT)\) operations for sub-Gaussian sketches, and \(O(nd \log(m) + mdT)\) operations for ROS sketches.

Proof. Let \(S\) denote the support of the optimal solution \(x^*\). The tangent cone to the \(\ell_1\)-norm constraint at the optimum \(x^*\) takes the form

\[
K = \{ \Delta \in \mathbb{R}^d \mid \langle \Delta_S, \hat{z}_S \rangle + \|\Delta_{S^c}\|_1 \leq 0 \},
\]

where \(\Delta_S\) and \(\Delta_{S^c}\) denote the restriction of the vector \(\Delta\) to subsets \(S\) and \(S^c\) respectively and \(\hat{z}_S := \text{sign}(x^*_S) \in \{-1, +1\}^k\) is the sign vector of the optimal solution on its support \(S\). By the triangle inequality, any vector \(\Delta \in K\) satisfies the inequality

\[
\|\Delta\|_1 \leq 2\|\Delta_S\|_1 \leq 2\sqrt{k}\|\Delta_S\|_2 \leq 2\sqrt{k}\|\Delta\|_2.
\]

If \(\|A\Delta\|_2 = 1\), then by the definition (2.13), we also have the upper bound \(\|\Delta\|_2 \leq \frac{1}{\sqrt{\gamma_k(A)}}\), whence

\[
\langle A\Delta, g \rangle \leq 2\sqrt{|S|}\|\Delta\|_2\|A^T g\|_\infty \leq \frac{2\sqrt{|S|}\|A^T g\|_\infty}{\sqrt{\gamma_k(A)}}.
\]

Note that \(A^T g\) is a \(d\)-dimensional Gaussian vector, in which the \(j^{th}\)-entry has variance \(\|a_j\|_2^2\). Consequently, inequality (2.19) combined with standard Gaussian tail bounds [85] imply that

\[
\mathbb{W}(AK) \leq 6\sqrt{k \log(d)} \max_{j=1,\ldots,d} \frac{\|a_j\|_2}{\sqrt{\gamma_k(A)}}.
\]

Combined with the bound from Corollary 2, also applicable in this setting, the claim (2.15) follows.
Turning to part (b), the first lower bound involving \( \text{rank}(A) \) follows from Corollary 2. The second lower bound follows as a corollary of Theorem 2 in application to the Lasso; see Section 2.6.1 for the calculations. The third lower bound follows by a specialized argument given in Section 2.4.3.

In order to investigate the prediction of Corollary 3, we generated a random ensemble of sparse linear regression problems as follows. We first generated a data matrix \( A \in \mathbb{R}^{4096 \times 500} \) by sampling i.i.d. standard Gaussian entries, and then a \( k' \)-sparse base vector \( x_0 \in \mathbb{R}^d \) by choosing a uniformly random subset \( S \) of size \( k' = d/10 \), and setting its entries to in \( \{-1, +1\} \) independent and equiprobably. Finally, we formed the data vector \( y = Ax_0 + w \), where the noise vector \( w \in \mathbb{R}^n \) has i.i.d. \( \mathcal{N}(0, \nu^2) \) entries with \( \nu = \sqrt{0.2} \).

![Figure 2.3: Comparison of Gaussian, Rademacher and randomized Hadamard sketches for the Lasso program (2.12). Each curve plots the approximation ratio \( f(\hat{x})/f(x^*) \) versus the control parameter \( \alpha \), averaged over \( T_{\text{trial}} = 100 \) trials, for projection dimensions \( m = \max\{4\alpha \|x^*\|_0 \log d, 1\} \), problem dimensions \( (n,d) = (4096,500) \), and \( \ell_1 \)-constraint radius \( R \in \{1, 5, 10, 20\} \).](image)

In our experiments, we solved the Lasso (2.12) with a choice of radius parameter \( R \in \{1, 5, 10, 20\} \), and set \( k = \|x^*\|_0 \). We then set the projection dimension
\[ m = \max\{4\alpha k \log d, 1\} \] where \( \alpha \in (0, 1) \) is a control parameter, and solved the sketched Lasso for Gaussian, Rademacher and randomized Hadamard sketching matrices. Our theory predicts that the approximation ratio tends to one as the control parameter \( \alpha \) increases. The results are plotted in Figure 2.3, and confirm this qualitative prediction.

### 2.2.3 Compressed sensing and noise folding

It is worth noting that various compressed sensing results can be recovered as a special case of Corollary 3—more precisely, one in which the “data matrix” \( A \) is simply the identity (so that \( n = d \)). With this choice, the original problem (2.1) corresponds to the classical denoising problem, namely

\[
x^* = \arg \min_{x \in \mathcal{C}} \| x - y \|_2^2,
\]

so that the cost function is simply \( f(x) = \| x - y \|_2^2 \). With the choice of constraint set \( \mathcal{C} = \{ \| x \|_1 \leq R \} \), the optimal solution \( x^* \) to the original problem is unique, and can be obtained by performing a coordinate-wise soft-thresholding operation on the data vector \( y \). For this choice, the sketched version of the de-noising problem (2.21) is given by

\[
\hat{x} = \arg \min_{x \in \mathcal{C}} \| Sx - Sy \|_2^2
\]

#### 2.2.3.0.5 Noiseless version: In the noiseless version of compressed sensing, we have \( y = \bar{x} \in \mathcal{C} \), and hence the optimal solution to the original “denoising” problem (2.21) is given by \( x^* = \bar{x} \), with optimal value

\[
f(x^*) = \| x^* - \bar{x} \|_2^2 = 0.
\]

Using the sketched data vector \( S\bar{x} \in \mathbb{R}^m \), we can solve the sketched program (2.22). If doing so yields a \( \delta \)-approximation \( \hat{x} \), then in this special case, we are guaranteed that

\[
\| \hat{x} - \bar{x} \|_2^2 = f(\hat{x}) \leq (1 + \delta)^2 f(x^*) = 0,
\]

which implies that we have exact recovery—that is, \( \hat{x} = \bar{x} \).

#### 2.2.3.0.6 Noisy versions: In a more general setting, we observe the vector \( y = \bar{x} + w \), where \( \bar{x} \in \mathcal{C} \) and \( w \in \mathbb{R}^n \) is some type of observation noise. The sketched observation model then takes the form

\[
Sy = S\bar{x} + Sw,
\]
so that the sketching matrix is applied to both the true vector $\bar{x}$ and the noise vector $w$. This set-up corresponds to an instance of compressed sensing with “folded” noise (e.g., see the papers [12, 2]), which some argue is a more realistic set-up for compressed sensing. In this context, our results imply that the sketched version satisfies the bound

$$\|\hat{x} - y\|_2^2 \leq (1 + \delta)^2 \|x^* - y\|_2^2.$$  \hfill (2.24)

If we think of $y$ as an approximately sparse vector and $x^*$ as the best approximation to $y$ from the $\ell_1$-ball, then this bound (2.24) guarantees that we recover a $\delta$-approximation to the best sparse approximation. Moreover, this bound shows that the compressed sensing error should be closely related to the error in denoising, as has been made precise in recent work [51]. Moreover, this connection and information theoretic lower-bounds for Compressed Sensing (see e.g., [2]) also imply that our approximation results in Theorems 1 and 2 can not be improved substantially.

Let us summarize these conclusions in a corollary:

**Corollary 4.** Consider an instance of the denoising problem (2.21) when $\mathcal{C} = \{x \in \mathbb{R}^n \mid \|x\|_1 \leq R\}$.

(a) For sub-Gaussian sketches with projection dimension $m \geq \frac{c_0}{\delta^2} \|x^*\|_0 \log d$, we are guaranteed exact recovery in the noiseless case (2.23), and $\delta$-approximate recovery (2.24) in the noisy case, both with probability at least $1 - c_1 e^{-c_2 m \delta^2}$.

(b) For ROS sketches, the same conclusions hold with probability $1 - e^{-c_1 \frac{m \delta^2}{\log^{4} n}}$ using a sketch dimension

$$m \geq \frac{c_0}{\delta^2} \min \{ \|x^*\|_0 \log^5 d, \|x^*\|_0^2 \log d \}.$$  \hfill (2.25)

Of course, a more general version of this corollary holds for any convex constraint set $\mathcal{C}$, involving the Gaussian/Rademacher width functions. In this more setting, the corollary generalizes results by Chandrasekaran et al. [35], who studied randomized Gaussian sketches in application to atomic norms, to other types of sketching matrices and other types of constraints. They provide a number of calculations of widths for various atomic norm constraint sets, including permutation and orthogonal matrices, and cut polytopes, which can be used in conjunction with the more general form of Corollary 4.
2.2.4 Support vector machine classification

Our theory also has applications to learning linear classifiers based on labeled samples. In the context of binary classification, a labeled sample is a pair \((a_i, z_i)\), where the vector \(a_i \in \mathbb{R}^n\) represents a collection of features, and \(z_i \in \{-1, +1\}\) is the associated class label. A linear classifier is specified by a function \(a \mapsto \text{sign}(\langle w, a \rangle) \in \{-1, +1\}\), where \(w \in \mathbb{R}^n\) is a weight vector to be estimated.

Given a set of labelled patterns \(\{(a_i, z_i)\}_{i=1}^d\), the support vector machine [40, 131] estimates the weight vector \(w^*\) by minimizing the function

\[
w^* = \arg \min_{w \in \mathbb{R}^n} \left\{ \frac{1}{2C} \sum_{i=1}^d g(z_i, \langle w, a_i \rangle) + \frac{1}{2} \|w\|_2^2 \right\}. \tag{2.26}
\]

In this formulation, the squared hinge loss \(g(w) := (1 - y_i \langle w, a_i \rangle)_+^2\) is used to measure the performance of the classifier on sample \(i\), and the quadratic penalty \(\|w\|_2^2\) serves as a form of regularization.

By considering the dual of this problem, we arrive at a least-squares problem that is amenable to our sketching techniques. Let \(A \in \mathbb{R}^{n \times d}\) be a matrix with \(a_i \in \mathbb{R}^n\) as its \(i^{th}\) column, let \(D = \text{diag}(z) \in \mathbb{R}^{d \times d}\) be a diagonal matrix, and define \(B^T = [(AD)^T / \sqrt{d}] I\). With this notation, the associated dual problem (e.g. see the paper [86]) takes the form

\[
x^* := \arg \min_{x \in \mathbb{R}^d} \|Bx\|_2^2 \text{ s.t. } x \geq 0 \text{ and } \sum_{i=1}^d x_i = 1. \tag{2.27}
\]

The optimal solution \(x^* \in \mathbb{R}^d\) corresponds to a vector of weights associated with the samples: it specifies the optimal SVM weight vector via \(w^* = \sum_{i=1}^d x_i^* z_i a_i\). It is often the case that the dual solution \(x^*\) has relatively few non-zero coefficients, corresponding to samples that lie on the so-called margin of the support vector machine.

The sketched version is then given by

\[
\hat{x} := \arg \min_{x \in \mathbb{R}^d} \|SBx\|_2^2 \text{ s.t. } x \geq 0 \text{ and } \sum_{i=1}^d x_i = 1. \tag{2.28}
\]

The simplex constraint in the quadratic program (2.27), although not identical to an \(\ell_1\)-constraint, leads to similar scaling in terms of the sketch dimension.

**Corollary 5 (Sketch dimensions for support vector machines).** Given a collection of labeled samples \(\{(a_i, z_i)\}_{i=1}^d\), let \(\|x^*\|_0\) denote the number of samples on the margin in the SVM solution (2.27). Then given a sub-Gaussian sketch with dimension

\[
m \geq \frac{c_0}{\delta^2} \|x^*\|_0 \log(d) \max_{j=1,...,d} \frac{\|a_j\|^2}{\gamma_k(A)}, \tag{2.29}
\]
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the sketched solution (2.28) is $\delta$-optimal with probability at least $1 - c_1 e^{-c_2 m \delta^2}$.

We omit the proof, as the calculations specializing from Theorem 1 are essentially the same as those of Corollary 3. The computational complexity of solving the SVM problem as a linearly constrained quadratic problem is same with the Lasso problem, so that the same conclusions apply.

![Figure 2.4: Comparison of Gaussian, Rademacher and randomized Hadamard sketches for the support vector machine (2.27). Each curve plots the approximation ratio $f(\hat{x})/f(x^*)$ versus the control parameter $\alpha$, averaged over $T_{\text{trial}} = 100$ trials, for projection dimensions $m = \max\{5\alpha\|x^*\|_0 \log d, 1\}$, and problem dimensions $d \in \{1024, 2048, 4096\}$.](image)

In order to study the prediction of Corollary 5, we generated some classification experiments, and tested the performance of the sketching procedure. Consider a two-component Gaussian mixture model, based on the component distributions $N(\mu_0, I)$ and $N(\mu_1, I)$, where $\mu_0$ and $\mu_1$ are uniformly distributed in $[-3, 3]$. Placing equal weights on each component, we draw $d$ samples from this mixture distribution, and then use the resulting data to solve the SVM dual program (2.27), thereby obtaining an optimal linear decision boundary specified by the vector $x^*$. The number of non-zero entries $\|x^*\|_0$ corresponds to the number of examples on the decision boundary, known as support vectors. We then solve the sketched version (2.28), using either Gaussian, Rademacher or randomized Hadamard sketches, and using a projection
dimension scaling as \( m = \max\{5 \alpha \|x^*\|_0 \log d, 1\} \), where \( \alpha \in [0, 1] \) is a control parameter. We repeat this experiment for problem dimensions \( d \in \{1024, 2048, 4096\} \), performing \( T_{\text{trial}} = 100 \) trials for each choice of \((\alpha, d)\).

Figure 2.4 shows plots of the approximation ratio versus the control parameter. Each bundle of curves corresponds to a different problem dimension, and has three curves for the three different sketch types. Consistent with the theory, in all cases, the approximation error approaches one as \( \alpha \) scales upwards.

It is worthwhile noting that similar sketching techniques can be applied to other optimization problems that involve the unit simplex as a constraint. Another instance is the Markowitz formulation of the portfolio optimization problem [91]. Here the goal is to estimate a vector \( x \in \mathbb{R}^d \) in the unit simplex, corresponding to non-negative weights associated with each of \( d \) possible assets, so as to minimize the variance of the return subject to a lower bound on the expected return. More precisely, we let \( \mu \in \mathbb{R}^d \) denote a vector corresponding to mean return associated with the assets, and we let \( \Sigma \in \mathbb{R}^{d \times d} \) be a symmetric, positive semidefinite matrix, corresponding to the covariance of the returns. Typically, the mean vector and covariance matrix are estimated from data. Given the pair \((\mu, \Sigma)\), the Markowitz allocation is given by

\[
x^* = \arg \min_{x \in \mathbb{R}^d} x^T \Sigma x \quad \text{such that } \langle \mu, x \rangle \geq \gamma, \ x \geq 0 \text{ and } \sum_{j=1}^d x_j = 1.
\]  

(2.30)

Note that this problem can be written in the same form as the SVM, since the covariance matrix \( \Sigma \succeq 0 \) can be factorized as \( \Sigma = A^T A \). Whenever the expected return constraint \( \langle \mu, x \rangle \geq \gamma \) is active at the solution, the tangent cone is given by

\[
\mathcal{K} = \{ \Delta \in \mathbb{R}^d \mid \langle \mu, \Delta \rangle \geq 0, \ \sum_{j=1}^d \Delta_j = 0, \ \Delta_{S^c} \geq 0 \}
\]

where \( S \) is the support of \( x^* \). This tangent cone is a subset of the tangent cone for the SVM, and hence the bounds of Corollary 5 also apply to the portfolio optimization problem.

### 2.2.5 Matrix estimation with nuclear norm regularization

We now turn to the use of sketching for matrix estimation problems, and in particular those that involve nuclear norm constraints. Let \( \mathcal{C} \subset \mathbb{R}^{d_1 \times d_2} \) be a convex subset of the space of all \( d_1 \times d_2 \) matrices. Many matrix estimation problems can be written in the general form

\[
\min_{X \in \mathcal{C}} \|y - A(X)\|_2^2
\]
where $y \in \mathbb{R}^n$ is a data vector, and $A$ is a linear operator from $\mathbb{R}^{d_1 \times d_2}$ to $\mathbb{R}^n$. Letting $\text{vec}$ denote the vectorized form of a matrix, we can write $A(X) = A\text{vec}(X)$ for a suitably defined matrix $A \in \mathbb{R}^{n \times D}$, where $D = d_1 d_2$. Consequently, our general sketching techniques are again applicable.

In many matrix estimation problems, of primary interest are matrices of relatively low rank. Since rank constraints are typically computationally intractable, a standard convex surrogate is the nuclear norm of matrix, given by the sum of its singular values

$$
\|X\|_* = \sum_{j=1}^{\min\{d_1,d_2\}} \sigma_j(X).
$$

As an illustrative example, let us consider the problem of weighted low-rank matrix approximation. Suppose that we wish to approximate a given matrix $Z \in \mathbb{R}^{d_1 \times d_2}$ by a low-rank matrix $X$ of the same dimensions, where we measure the quality of approximation using a weighted Frobenius norm

$$
\|Z - X\|_\omega^2 = \sum_{j=1}^{d_2} \omega_j^2 \|z_j - x_j\|_2^2,
$$

where $z_j$ and $x_j$ are the $j^{th}$ columns of $Z$ and $X$ respectively, and $\omega \in \mathbb{R}^{d_2}$ is a vector of non-negative weights. If the weight vector is uniform ($\omega_j = c$ for all $j = 1, \ldots, d$), then the norm $\|\cdot\|_\omega$ is simply the usual Frobenius norm, a low-rank minimizer can be obtained by computing a partial singular value decomposition of the data matrix $Y$. For non-uniform weights, it is no longer easy to solve the rank-constrained minimization problem. Accordingly, it is natural to consider the convex relaxation

$$
X^* := \arg \min_{\|X\|_* \leq R} \|Z - X\|_\omega^2,
$$

in which the rank constraint is replaced by the nuclear norm constraint $\|X\|_* \leq R$. This program can be written in an equivalent vectorized form in dimension $D = d_1 d_2$ by defining the block-diagonal matrix $A = \text{blkdiag}(\omega_1 I, \ldots, \omega_2 I)$, as well as the vector $y \in \mathbb{R}^D$ whose $j^{th}$ block is given by $\omega_j y_j$. We can then consider the equivalent problem $X^* := \arg \min_{\|X\|_* \leq R} \|y - A\text{vec}(X)\|_2^2$, as well as its sketched version

$$
\hat{X} := \arg \min_{\|X\|_* \leq R} \|S y - S A\text{vec}(X)\|_2^2.
$$

Suppose that the original optimum $X^*$ has rank $r$: it then be described using at $O(r(d_1 + d_2))$ real numbers. Intuitively, it should be possible to project the original problem down to this dimension while still guaranteeing an accurate solution. The following corollary provides a rigorous confirmation of this intuition:
Corollary 6 (Sketch dimensions for weighted low-rank approximation). Consider the weighted low-rank approximation problem (2.33) based on a weight vector with condition number \( \kappa^2(\omega) = \frac{\max_{j=1,\ldots,d} \omega^2_j}{\min_{j=1,\ldots,d} \omega^2_j} \), and suppose that the optimal solution has rank \( r = \text{rank}(X^*) \).

(a) For sub-Gaussian sketches, a sketch dimension lower bounded by
\[
m \geq \frac{c_0}{\delta^2} \kappa^2(\omega) r (d_1 + d_2) \tag{2.35}
\]
guarantees that the sketched solution (2.34) is \( \delta \)-optimal (2.3) with probability at least \( 1 - c_1 e^{-c_2 m \delta^2} \).

(b) For ROS sketches, a sketch dimension lower bounded by
\[
m > \frac{c'_0}{\delta^2} \kappa^2(\omega) r (d_1 + d_2) \log^4(d_1 d_2). \tag{2.36}
\]
guarantees that the sketched solution (2.34) is \( \delta \)-optimal (2.3) with probability at least \( 1 - c_1 e^{-c_2 m \delta^2} \).

For this particular application, the use of sketching is not likely to lead to substantial computational savings, since the optimization space remains \( d_1 d_2 \) dimensional in both the original and sketched versions. However, the lower dimensional nature of the sketched data can be still very useful in reducing storage requirements and privacy-preserving optimization.

Proof. We prove part (a) here, leaving the proof of part (b) to Section 2.4.4. Throughout the proof, we adopt the shorthand notation \( \omega_{\min} = \min_{j=1,\ldots,d} \omega_j \) and \( \omega_{\max} = \max_{j=1,\ldots,d} \omega_j \). As shown in past work on nuclear norm regularization (see Lemma 1 in the paper [101]), the tangent cone of the nuclear norm constraint \( \|X\|_* \leq R \) at a rank \( r \) matrix is contained within the cone
\[
\mathcal{K}' = \{ \Delta \in \mathbb{R}^{d_1 \times d_2} \mid \|\Delta\|_* \leq 2\sqrt{r} \|\Delta\|_F \}. \tag{2.37}
\]
For any matrix $\Delta$ with $\|A \text{vec}(\Delta)\|_2 = 1$, we must have $\|\Delta\|_F \leq \frac{1}{\omega_{\text{min}}}$. By definition of the Gaussian width, we then have

$$W(\Delta) \leq \frac{1}{\omega_{\text{min}}} E\left[ \sup_{\|\Delta\|_* \leq 2\sqrt{r}} |(A^T g, \text{vec}(\Delta))| \right].$$

Since $A^T$ is a diagonal matrix, the vector $A^T g$ has independent entries with maximal variance $\omega_{\text{max}}^2$. Letting $G \in \mathbb{R}^{d_1 \times d_2}$ denote the matrix formed by segmenting the vector $A^T g$ into $d_2$ blocks of length $d_1$, we have

$$W(\Delta) \leq \frac{1}{\omega_{\text{min}}} E\left[ \sup_{\|\Delta\|_* \leq 2\sqrt{r}} |\text{trace}(G\Delta)| \right] \leq \frac{2\sqrt{r}}{\omega_{\text{min}}} E[\|G\|_2]$$

where we have used the duality between the operator and nuclear norms. By standard results on operator norms of Gaussian random matrices [44], we have $E[\|G\|_2] \leq \omega_{\text{max}}(\sqrt{d_1} + \sqrt{d_2})$, and hence

$$W(\Delta) \leq \frac{2\omega_{\text{max}}}{\omega_{\text{min}}} \sqrt{r} (\sqrt{d_1} + \sqrt{d_2}).$$

Thus, the bound (2.35) follows as a corollary of Theorem 1.

### 2.2.6 Group sparse regularization

As a final example, let us consider optimization problems that involve constraints to enforce group sparsity. This notion is a generalization of elementwise sparsity, defined in terms of a partition $G$ of the index set $[d] = \{1, 2, \ldots, d\}$ into a collection of non-overlapping subsets, referred to as groups. Given a group $g \in G$ and a vector $x \in \mathbb{R}^d$, we use $x_g \in \mathbb{R}^{|g|}$ to denote the sub-vector indexed by elements of $g$. A basic form of the group Lasso norm [154] is given by

$$\|x\|_G = \sum_{g \in G} \|x_g\|_2. \quad (2.38)$$

Note that in the special case that $G$ consists of $d$ groups, each of size 1, this norm reduces to the usual $\ell_1$-norm. More generally, with non-trivial grouping, it defines a
second-order cone constraint [28]. Bach et al. [17] provide an overview of the group Lasso norm (2.38), as well as more exotic choices for enforcing group sparsity.

Here let us consider the problem of sketching the second-order cone program (SOCP)

\[ x^* = \arg \min_{\|x\|_G \leq R} \|Ax - y\|_2^2. \tag{2.39} \]

We let \( k \) denote the number of active groups in the optimal solution \( x^* \)—that is, the number of groups for which \( x^*_g \neq 0 \). For any group \( g \in \mathcal{G} \), we use \( A_g \) to denote the \( n \times |g| \) sub-matrix with columns indexed by \( g \). In analogy to the sparse RE condition (2.13), we define the group-sparse restricted eigenvalue \( \gamma^{-k,\mathcal{G}}(A) := \min_{\|z\|_2 = 1} \|Az\|_2^2 \|z\|_G \leq 2\sqrt{k} \|Az\|_2^2 \).

**Corollary 7** (Guarantees for group-sparse least-squares squares). For the group Lasso program (2.39) with maximum group size \( M = \max_{g \in \mathcal{G}} |g| \), a projection dimension lower bounded as

\[ m \geq \frac{c_0}{\delta^2} \min \left\{ \text{rank}(A), \max_{g \in \mathcal{G}} \frac{\|A_g\|_2}{\gamma^{-k,\mathcal{G}}(A)} \left( k \log |\mathcal{G}| + kM \right) \right\} \tag{2.40} \]

guarantees that the sketched solution is \( \delta \)-optimal (2.3) with probability at least \( 1 - c_1 e^{-c_2 m \delta^2} \).

Note that this is a generalization of Corollary 3 on sketching the ordinary Lasso. Indeed, when we have \( |\mathcal{G}| = d \) groups, each of size \( M = 1 \), then the lower bound (2.40) reduces to the lower bound (2.15). As might be expected, the proof of Corollary 7 is similar to that of Corollary 3. It makes use of some standard results on the expected maxima of \( \chi^2 \)-variates to upper bound the Gaussian complexity; see the paper [100] for more details on this calculation.

### 2.3 Proofs of main results

We now turn to the proofs of our main results, namely Theorem 1 on sub-Gaussian sketching, and Theorem 2 on sketching with randomized orthogonal systems. At a high level, the proofs consists of two parts. The first part is a deterministic argument, using convex optimality conditions. The second step is probabilistic, and depends on the particular choice of random sketching matrices.
2.3.1 Main argument

Central to the proofs of both Theorem 1 and 2 are the following two variational quantities:

\begin{align}
Z_1(AK) &:= \inf_{v \in AK \cap S^{n-1}} \frac{1}{m} \|Sv\|_2^2, \quad \text{and} \\
Z_2(AK) &:= \sup_{v \in AK \cap S^{n-1}} \left| \langle u, \left( \frac{ST}{m} - I \right) v \rangle \right|,
\end{align}

(2.41a)

where we recall that \( S^{n-1} \) is the Euclidean unit sphere in \( \mathbb{R}^n \), and in equation (2.41b), the vector \( u \in S^{n-1} \) is fixed but arbitrary. These are deterministic quantities for any fixed choice of sketching matrix \( S \), but random variables for randomized sketches. As it will be illustrated by our subsequent analysis, these quantities isolate the stochastic nature of the random sketch \( S \) and are considerably easier to analyze owing to connections with some well-studied sub-Gaussian empirical processes (e.g. see [97]).

The following lemma demonstrates the significance of these two quantities:

**Lemma 2.** For any sketching matrix \( S \in \mathbb{R}^{m \times n} \), we have

\[ f(\hat{x}) \leq \left( 1 + 2 \frac{Z_2(AK)}{Z_1(AK)} \right)^2 f(x^*) \]  \hspace{1cm} (2.42)

Consequently, we see that in order to establish that \( \hat{x} \) is \( \delta \)-optimal, we need to control the ratio \( Z_2(AK)/Z_1(AK) \).

**Proof.** Define the error vector \( \hat{e} := \hat{x} - x^* \). We first assume \( f(x^*) = \|Ax^* - y\|_2^2 > 0 \) and we shall return to this case later. By the triangle inequality, we have

\[ \|A\hat{x} - y\|_2 \leq \|Ax^* - y\|_2 + \|A\hat{e}\|_2 \]

(2.43)

\[ = \|Ax^* - y\|_2 \left( 1 + \frac{\|A\hat{e}\|_2}{\|Ax^* - y\|_2} \right). \]

(2.44)

Squaring both sides yields

\[ f(\hat{x}) \leq \left( 1 + \frac{\|A\hat{e}\|_2}{\|Ax^* - y\|_2} \right)^2 f(x^*). \]

Consequently, it suffices to control the ratio \( \frac{\|A\hat{e}\|_2}{\|Ax^* - y\|_2} \), and we use convex optimality conditions to do so. If \( \|A\hat{e}\|_2 = 0 \), the claim (2.42) is trivially true, hence we assume \( \|A\hat{e}\|_2 > 0 \) without loss of generality.
Since \( \hat{x} \) and \( x^* \) are optimal and feasible, respectively, for the sketched problem (2.2), we have 
\[
\frac{1}{2m} \| SA\hat{e} + SAx^* - S\{y^* \|_2^2 \leq \frac{1}{2m} \| SAx^* - S\{y \|_2^2 .
\]

Expanding the left-hand-side and subtracting \( \frac{1}{2m} \| SAx^* - S\{y \|_2^2 \) from both sides yields 
\[
\frac{1}{2m} \| SA\hat{e} \|_2^2 \leq -\langle Ax^* - y, \frac{1}{m} S^T S A\hat{e} \rangle \\
= -\langle Ax^* - y, (\frac{1}{m} S^T S - I) A\hat{e} \rangle - \langle Ax^* - y, A\hat{e} \rangle ,
\]
where we have added and subtracted \( \langle Ax^* - y, A\hat{e} \rangle \). Now by the optimality of \( x^* \) for the original problem (2.1), we have 
\[
\langle (Ax^* - y), A\hat{e} \rangle = \langle A^T (Ax^* - y), \hat{x} - x^* \rangle \geq 0,
\]
and hence
\[
\frac{1}{2m} \| SA\hat{e} \|_2^2 \leq \left| \langle Ax^* - y, (\frac{1}{m} S^T S - I) A\hat{e} \rangle \right| . \quad (2.45)
\]
Letting \( \{s_i\}_{i=1}^m \) correspond to the rows of \( S \), note that the first term in the above right-hand side contains the random matrix 
\[
\frac{1}{m} S^T S - I = \frac{1}{m} \sum_{i=1}^m s_i s_i^T - I.
\]
Since \( \mathbb{E}s_i s_i^T = I \), this random matrix is zero-mean and it should be possible to control its fluctuations as a function of \( m \), and the two vectors \( Ax^* - y \) and \( A\hat{e} \) that also arise in the inequality (2.45). Whereas the vector \( Ax^* - y \) is non-random, the challenge here is that \( \hat{e} \) is a random vector that also depends on the sketch matrix. For this reason, we need to prove a form of uniform law of large numbers of this term. In this context, the previously defined quantities \( Z_1(AK) \) and \( Z_2(AK) \) play the role of
uniform lower and upper bounds on appropriately scaled form of the left-hand-side and right-hand side (respectively) of the inequality (2.45). Renormalizing the right-hand side of inequality (2.45), we find that

\[
\frac{1}{2m} \|SA\tilde{e}\|_2^2 \leq \|Ax^* - y\|_2 \|A\tilde{e}\|_2 \left( \frac{Ax^* - y}{\|Ax^* - y\|_2}, (\frac{1}{m} S^T S - I) \frac{A\tilde{e}}{\|A\tilde{e}\|_2} \right).
\]

By the optimality of \( \hat{x} \), we have \( A\tilde{e} \in AK \) and \( \frac{Ax^* - y}{\|Ax^* - y\|_2} \) is a fixed unit-norm vector, whence the basic inequality (2.46) and definitions (2.41a) and (2.41b) imply that

\[
\frac{1}{2} Z_1(AK) \|A\tilde{e}\|_2^2 \leq \|A\tilde{e}\|_2 \|Ax^* - y\|_2 Z_2(AK).
\]

Cancelling terms yields the inequality

\[
\frac{\|A\tilde{e}\|_2}{\|Ax^* - y\|_2} \leq 2 \frac{Z_2(AK)}{Z_1(AK)}.
\]

Combined with our earlier inequality (2.43), the claim (2.42) follows for \( \|Ax^* - y\|_2 > 0 \).

Finally, consider the special case \( f(x^*) = \|Ax^* - y\|_2^2 = 0 \), and show that \( f(\hat{x}) = 0 \). Since inequality (2.45) still holds, we find that

\[
\frac{1}{2m} \|SA\tilde{e}\|_2^2 \leq 0.
\]

Combined with the definition (2.41a) of \( Z_1(AK) \), we see that \( \frac{1}{2} Z_1(AK) \|A\tilde{e}\|_2^2 \leq 0 \). As long as \( Z_1(AK) > 0 \), we are thus guaranteed that \( \|A\tilde{e}\|_2 = 0 \). Since \( \|Ax - y\|_2 \leq \|A\tilde{e}\|_2 \), we conclude that \( f(\hat{x}) = \|Ax - y\|_2^2 = 0 \) as claimed. \( \square \)

### 2.3.2 Proof of Theorem 1

In order to complete the proof of Theorem 1, we need to upper bound the ratio \( Z_2(AK)/Z_1(AK) \). The following lemmas provide such control in the sub-Gaussian case. As usual, we let \( S \in \mathbb{R}^{m \times n} \) denote the matrix with the vectors \( \{s_i\}_{i=1}^m \) as its rows.
Lemma 3 (Lower bound on $Z_1(\mathcal{A}K)$). Under the conditions of Theorem 1, for i.i.d. \( \sigma \)-sub-Gaussian vectors \( \{s_i\}_{i=1}^m \), we have

\[
\inf_{v \in \mathcal{A}K \cap S^{n-1}} \frac{1}{m} \|Sv\|_2^2 \geq 1 - \delta
\]

with probability at least \( 1 - \exp(-c_1 \frac{m \delta^2}{\sigma^4}) \).

Lemma 4 (Upper bound on $Z_2(\mathcal{A}K)$). Under the conditions of Theorem 1, for i.i.d. \( \sigma \)-sub-Gaussian vectors \( \{s_i\}_{i=1}^m \) and any fixed vector \( u \in S^{n-1} \), we have

\[
\sup_{v \in \mathcal{A}K \cap S^{n-1}} \left| \langle u, \left( \frac{1}{m} S^T S - I \right) v \rangle \right| \leq \delta
\]

with probability at least \( 1 - 6 \exp\left(-c_1 \frac{m \delta^2}{\sigma^4}\right) \).

Taking these two lemmas as given, we can complete the proof of Theorem 1. As long as \( \delta \in (0, 1/2) \), they imply that

\[
2 \frac{Z_2(\mathcal{A}K)}{Z_1(\mathcal{A}K)} \leq \frac{2 \delta}{1 - \delta} \leq 4 \delta
\]

with probability at least \( 1 - 4 \exp\left(-c_1 \frac{m \delta^2}{\sigma^4}\right) \). The rescaling \( 4 \delta \mapsto \delta \), with appropriate changes of the universal constants, yields the result.

It remains to prove the two lemmas. In the sub-Gaussian case, both of these results exploit a result due to Mendelson et al. [97]:

Proposition 1. Let \( \{s_i\}_{i=1}^m \) be i.i.d. samples from a zero-mean \( \sigma \)-sub-Gaussian distribution with \( \text{cov}(s_i) = I_{n \times n} \). Then there are universal constants such that for any subset \( \mathcal{Y} \subseteq S^{n-1} \), we have

\[
\sup_{y \in \mathcal{Y}} \left| y^T \left( \frac{S^T S}{m} - I_{n \times n} \right) y \right| \leq c_1 \frac{\mathbb{W}(\mathcal{Y})}{\sqrt{m}} + \delta
\]

with probability at least \( 1 - e^{-c_2 \frac{m \delta^2}{\sigma^4}} \).

This claim follows from their Theorem D, using the linear functions \( f_y(s) = \langle s, y \rangle \).
2.3.2.1 Proof of Lemma 3

Lemma 3 follows immediately from Proposition 1: in particular, the bound (2.49) with the set \( \mathcal{Y} = \mathcal{A}K \cap S^{n-1} \) ensures that

\[
\inf_{v \in \mathcal{A}K \cap S^{n-1}} \frac{\|Sv\|_2^2}{m} \geq 1 - c_1 \frac{\mathbb{W}(\mathcal{Y})}{\sqrt{m}} - \frac{\delta}{2} \geq 1 - \delta,
\]

where inequality (i) follows as long as \( m > \frac{c_0}{\delta^2} \mathbb{W}(\mathcal{A}K) \) for a sufficiently large universal constant.

2.3.2.2 Proof of Lemma 4

The proof of this claim is more involved. Let us partition the set \( \mathcal{V} = \mathcal{A}K \cap S^{n-1} \) into two disjoint subsets, namely

\[
\mathcal{V}_+ = \{ v \in \mathcal{V} \mid \langle u, v \rangle \geq 0 \}, \quad \text{and} \quad \mathcal{V}_- = \{ v \in \mathcal{V} \mid \langle u, v \rangle < 0 \}.
\]

Introducing the shorthand \( Q = \frac{s^T s}{m} - I \), we then have

\[
Z_2(AK) \leq \sup_{v \in \mathcal{V}_+} |u^T Qv| + \sup_{v \in \mathcal{V}_-} |u^T Qv|,
\]

and we bound each of these terms in turn.

Beginning with the first term, for any \( v \in \mathcal{V}_+ \), the triangle inequality implies that

\[
|u^T Qv| \leq \frac{1}{2} |(u + v)^T Q(u + v)| + \frac{1}{2} |u^T Qu| + \frac{1}{2} |v^T Qv|.
\]

Defining the set \( \mathcal{U}_+ := \{ \frac{u + v}{\|u + v\|_2} \mid v \in \mathcal{V}_+ \} \), we apply Proposition 1 three times in succession, with the choices \( \mathcal{Y} = \mathcal{U}_+ \), \( \mathcal{Y} = \mathcal{V}_+ \) and \( \mathcal{Y} = \{ u \} \) respectively, which yields

\[
\sup_{v \in \mathcal{V}_+} \frac{|(u + v)^T Q(u + v)|}{\|u + v\|_2^2} \leq c_1 \frac{\mathbb{W}(\mathcal{U}_+)}{\sqrt{m}} + \delta \quad \text{(2.51a)}
\]

\[
\sup_{v \in \mathcal{A}K \cap S^{n-1}} |u^T Qv| \leq c_1 \frac{\mathbb{W}(\mathcal{A}K \cap S^{n-1})}{\sqrt{m}} + \delta, \quad \text{(2.51b)}
\]

\[
|u^T Qu| \leq c_1 \frac{\mathbb{W}(\{ u \})}{\sqrt{m}} + \delta. \quad \text{(2.51c)}
\]
All three bounds hold with probability at least $1 - 3e^{-c_2m\delta^2/s^4}$. Note that $\|u + v\|^2 \leq 4$, so that the bound (2.51a) implies that $|(u + v)^T Q(u + v)| \leq 4c_1 \mathbb{W}(U_+) + 4\delta$ for all $v \in \mathcal{V}_+$. Thus, when inequalities (2.51a) through (2.51c) hold, the decomposition (2.50) implies that

$$
|u^T Qu| \
\leq \frac{c_1}{2} \left\{ 4\mathbb{W}(U_+) + \mathbb{W}(AK \cap S^{n-1}) + \mathbb{W}(\{u\}) \right\} + 3\delta. \quad (2.52)
$$

It remains to simplify the sum of the three Gaussian complexity terms. An easy calculation gives $\mathbb{W}(\{u\}) \leq \sqrt{2/\pi} \leq \mathbb{W}(AK \cap S^{n-1})$. In addition, we claim that

$$
\mathbb{W}(U_+) \leq \mathbb{W}(\{u\}) + \mathbb{W}(AK \cap S^{n-1}). \quad (2.53)
$$

Given any $v \in \mathcal{V}_+$, let $\Pi(v)$ denote its projection onto the subspace orthogonal to $u$. We can then write $v = \alpha u + \Pi(v)$ for some scalar $\alpha \in [0,1]$, where $\|\Pi(v)\|_2 = \sqrt{1 - \alpha^2}$. In terms of this decomposition, we have

$$
\|u + v\|^2 = \|(1 + \alpha)u + \Pi(v)\|^2 \
= (1 + \alpha)^2 + 1 - \alpha^2 \
= 2 + 2\alpha.
$$

Consequently, we have

$$
\left| \langle g, \frac{u + v}{\|u + v\|_2} \rangle \right| = \left| \frac{(1 + \alpha)}{\sqrt{2(1 + \alpha)}} \langle g, u \rangle + \frac{1}{\sqrt{2(1 + \alpha)}} \langle g, \Pi(v) \rangle \right| \
\leq \left| \langle g, u \rangle \right| + \left| \langle g, \Pi(v) \rangle \right|. \quad (2.54)
$$

For any pair $v, v' \in \mathcal{V}_+$, note that

$$
\text{var} (\langle g, \Pi(v) \rangle - \langle g, \Pi(v') \rangle) = \|\Pi(v) - \Pi(v')\|^2_2 \leq \|v - v'\|^2_2 \
= \text{var} (\langle g, v \rangle - \langle g, v' \rangle).
$$

where the inequality follows by the non-expansiveness of projection. Consequently, by the Sudakov-Fernique comparison inequality [85], we have

$$
\mathbb{E} \left[ \sup_{v \in \mathcal{V}_+} |\langle g, \Pi(v) \rangle| \right] \leq \mathbb{E} \left[ \sup_{v \in \mathcal{V}_+} |\langle g, v \rangle| \right] = \mathbb{W}(\mathcal{V}_+).
$$

Since $\mathcal{V}_+ \subseteq AK \cap S^{n-1}$, we have $\mathbb{W}(\mathcal{V}_+) \leq \mathbb{W}(AK \cap S^{n-1})$. Combined with our earlier inequality (2.54), we have shown that

$$
\mathbb{W}(U_+) \leq \mathbb{W}(\{u\}) + \mathbb{W}(AK \cap S^{n-1}) \leq 2 \mathbb{W}(AK \cap S^{n-1}).
$$
Substituting back into our original upper bound (2.52), we have established that
\[
\sup_{v \in V_+} |u^T Qv| \leq \frac{c_1}{2\sqrt{m}} \left\{ 8W(AK \cap S^{n-1}) + 2W(AK \cap S^{n-1}) \right\} + 3\delta \quad (2.55)
\]
\[
= \frac{5c_1}{\sqrt{m}} W(AK \cap S^{n-1}) + 3\delta. \quad (2.56)
\]
with high probability.

As for the supremum over $V_-$, in this case, we use the decomposition
\[
u^T Qv = \frac{1}{2} \left\{ v^T Qv + u^T Qu - (v - u)^T Q(v - u) \right\}.
\]
The analogue of $U_+$ is the set $U_- = \left\{ \frac{v - u}{\|v - u\|_2} \mid v \in V_- \right\}$. Since $\langle -u, v \rangle \geq 0$ for all $v \in V_-$, the same argument as before can be applied to show that $\sup_{v \in V_-} |u^T Qv|$ satisfies the same bound (2.55) with high probability.

Putting together the pieces, we have established that, with probability at least $1 - 6e^{-c_2 m\delta^2/\sigma^4}$, we have
\[
Z_2(AK) = \sup_{v \in AK \cap S^{n-1}} |u^T Qv| \leq \frac{10c_1}{\sqrt{m}} W(AK \cap S^{n-1}) + 6\delta \leq 9\delta,
\]
where inequality (i) makes use of the assumed lower bound on the projection dimension. The claim follows by rescaling $\delta$ and redefining the universal constants appropriately.

### 2.3.3 Proof of Theorem 2

We begin by stating two technical lemmas that provide control on the random variables $Z_1(AK)$ and $Z_2(AK)$ for randomized orthogonal systems. These results involve the $S$-Gaussian width previously defined in equation (2.8); we also recall the Rademacher width
\[
\mathbb{R}(AK) := \mathbb{E}_\epsilon \left[ \sup_{z \in AK \cap S^{n-1}} |\langle z, \epsilon \rangle| \right]. \quad (2.57)
\]
Lemma 5 (Lower bound on $Z_1(\mathcal{A}\mathcal{K})$). Given a projection size $m$ satisfying the bound (2.10) for a sufficiently large universal constant $c_0$, we have
\[
\inf_{v \in \mathcal{A}\mathcal{K} \cap S^{n-1}} \frac{1}{m} \| Sv \|_2^2 \geq 1 - \delta
\]
with probability at least $1 - \left( \frac{c_1}{(mn)^2} - c_1 \exp \left( - c_2 \frac{m\delta^2}{\mathbb{W}_S(\mathcal{A}\mathcal{K}) + \log(mn)} \right) \right)$.

Lemma 6 (Upper bound on $Z_2(\mathcal{A}\mathcal{K})$). Given a projection size $m$ satisfying the bound (2.10) for a sufficiently large universal constant $c_0$, we have
\[
\sup_{v \in \mathcal{A}\mathcal{K} \cap S^{n-1}} \left| \langle u, \left( \frac{S^T S}{m} - I \right) v \rangle \right| \leq \delta
\]
with probability at least $1 - \left( \frac{c_1}{(mn)^2} - c_1 \exp \left( - c_2 \frac{m\delta^2}{\mathbb{W}_S(\mathcal{A}\mathcal{K}) + \log(mn)} \right) \right)$.

Taking them as given, the proof of Theorem 2 is easily completed. Based on a combination of the two lemmas, for any $\delta \in [0, 1/2]$, we have
\[
\frac{2Z_2(\mathcal{A}\mathcal{K})}{Z_1(\mathcal{A}\mathcal{K})} \leq \frac{2\delta}{1 - \delta} \leq 4\delta,
\]
with probability at least $1 - \left( \frac{c_1}{(mn)^2} - c_1 \exp \left( - c_2 \frac{m\delta^2}{\mathbb{W}_S(\mathcal{A}\mathcal{K}) + \log(mn)} \right) \right)$. The claimed form of the bound follows via the rescaling $\delta \mapsto 4\delta$, and suitable adjustments of the universal constants.

In the following, we use $\mathbb{B}^n_2 = \{ z \in \mathbb{R}^n \mid \| z \|_2 \leq 1 \}$ to denote the Euclidean ball of radius one in $\mathbb{R}^n$.

**Proposition 2.** Let $\{ s_i \}_{i=1}^m$ be i.i.d. samples from a randomized orthogonal system. Then for any subset $\mathcal{Y} \subseteq \mathbb{B}^n_2$ and any $\delta \in [0, 1]$ and $\kappa > 0$, we have
\[
\sup_{y \in \mathcal{Y}} \left| y^T \left( \frac{S^T S}{m} - I \right) y \right| \leq 8 \left\{ \mathbb{W}_S(\mathcal{Y}) + \sqrt{2(1 + \kappa) \log(mn)} \right\} \frac{\mathbb{W}_S(\mathcal{Y})}{\sqrt{m}} + \frac{\delta}{2}
\]
with probability at least $1 - \left( \frac{c_1}{(mn)^2} - c_1 \exp \left( - c_2 \frac{m\delta^2}{\mathbb{W}_S(\mathcal{Y}) + \log(mn)} \right) \right)$.
2.3.3.1 Proof of Lemma 5

This lemma is an immediate consequence of Proposition 2 with \( \mathcal{Y} = \mathcal{A} \cap S^{n-1} \) and \( \kappa = 2 \). In particular, with a sufficiently large constant \( c_0 \), the lower bound (2.10) on the projection dimension ensures that
\[
8 \left\{ \mathbb{R}(\mathcal{Y}) + \sqrt{6 \log(mn)} \right\} \leq \frac{\delta}{2},
\]
from which the claim follows.

2.3.3.2 Proof of Lemma 6

We again introduce the convenient shorthand \( Q = \frac{s^T s}{m} - I \). For any subset \( \mathcal{Y} \subseteq \mathbb{B}_2^n \), define the random variable \( Z_0(\mathcal{Y}) = \sup_{y \in \mathcal{Y}} |y^T Q y| \). Note that Proposition 2 provides control on any such random variable. Now given the fixed unit-norm vector \( u \in \mathbb{R}^n \), define the set
\[
\mathcal{V} = \frac{1}{2} \left\{ u + v \mid v \in \mathcal{A} \cap S^{n-1} \right\}.
\]
Since \( \|u + v\|_2 \leq \|u\|_2 + \|v\|_2 = 2 \), we have the inclusion \( \mathcal{V} \subseteq \mathbb{B}_2^n \). For any \( v \in \mathcal{A} \cap S^{n-1} \), the triangle inequality implies that
\[
|u^T Q v| = 4 \left| \left( \frac{u + v}{2} \right)^T Q \left( \frac{u + v}{2} \right) \right| + |v^T Q v| + |u^T Q u| 
\leq 4 Z_0(\mathcal{V}) + Z_0(\mathcal{A} \cap S^{n-1}) + Z_0(\{u\}).
\]
We now apply Proposition 2 in three times in succession with the sets \( \mathcal{Y} = \mathcal{V}, \mathcal{Y} = \mathcal{A} \cap S^{n-1} \) and \( \mathcal{Y} = \{u\} \), thereby finding that
\[
|u^T Q v| \leq \frac{1}{\sqrt{m}} \left\{ 4 \Phi(\mathcal{V}) + \Phi(\mathcal{A} \cap S^{n-1}) + \Phi(\{u\}) \right\} + 3 \delta,
\]
where we have defined the set-based function
\[
\Phi(\mathcal{Y}) = 8 \left\{ \mathbb{R}(\mathcal{Y}) + \sqrt{6 \log(mn)} \right\} \mathbb{W}_S(\mathcal{Y})
\]
By inspection, we have \( \mathbb{R}(\{u\}) \leq 1 \leq 2 \mathbb{R}(\mathcal{A} \cap S^{n-1}) \) and \( \mathbb{W}_S(\{u\}) \leq 1 \leq 2 \mathbb{W}_S(\mathcal{A}) \), and hence \( \Phi(\{u\}) \leq 2 \Phi(\mathcal{A} \cap S^{n-1}) \). Moreover, by the triangle inequality, we have
\[
\mathbb{R}(\mathcal{V}) \leq \mathbb{E}_x |\langle \varepsilon, u \rangle| + \mathbb{E}_x \left[ \sup_{v \in \mathcal{A} \cap S^{n-1}} |\langle \varepsilon, v \rangle| \right] 
\leq 1 + \mathbb{R}(\mathcal{A} \cap S^{n-1}) \leq 4 \mathbb{R}(\mathcal{A} \cap S^{n-1}).
\]
A similar argument yields \( \mathcal{W}_S(\mathcal{V}) \leq 3\mathcal{W}_S(\mathcal{A}\mathcal{K}) \), and putting together the pieces yields
\[
\Phi(\mathcal{V}) \\
\leq 8 \left\{ 3 \mathbb{R}(\mathcal{A}\mathcal{K} \cap \mathcal{S}^{n-1}) + \sqrt{6 \log(mn)} \right\} (3 \mathcal{W}_S(\mathcal{A}\mathcal{K})) \\
\leq 9 \Phi(\mathcal{A}\mathcal{K} \cap \mathcal{S}^{n-1}).
\]
Putting together the pieces, we have shown that for any \( v \in \mathcal{A}\mathcal{K} \cap \mathcal{S}^{n-1} \),
\[
|u^T Qv| \leq \frac{39}{\sqrt{m}} \Phi(\mathcal{A}\mathcal{K} \cap \mathcal{S}^{n-1}) + 3\delta.
\]
Using the lower bound (2.10) on the projection dimension, we have
\[
\frac{39}{\sqrt{m}} \Phi(\mathcal{A}\mathcal{K} \cap \mathcal{S}^{n-1}) \leq \delta,
\]
and hence \( Z_2(\mathcal{A}\mathcal{K}) \leq 4\delta \) with probability at least \( 1 - \frac{c_1}{(mn)^2} - c_1 \exp \left( - \frac{c_2 \operatorname{tr}(\mathcal{A}\mathcal{K}) + \log(mn)}{m^2} \right) \). A rescaling of \( \delta \), along with suitable modification of the numerical constants, yields the claim.

2.3.3.3 Proof of Proposition 2

We first fix the diagonal matrix \( D = \text{diag}(\nu) \), and compute probabilities over the randomness in the vectors \( \tilde{s}_i = \sqrt{n} H^T p_i \), where the picking vector \( p_i \) is chosen uniformly at random from the canonical basis in \( \mathbb{R}^n \). Using \( \mathbb{P}_P \) to denote probability taken over these i.i.d. choices, we define an i.i.d. copy \( \mathcal{S}' \) of the sketching matrix \( \mathcal{S} \). Then following the classical symmetrization argument (see [118], p. 14) yields
\[
\mathbb{P}_P[Z_0 \geq t] = \mathbb{P}_P \left[ \sup_{z \in \mathcal{Y}} \left| \frac{1}{m} \mathbb{E} S' \mathcal{X}^T S' \right| z \right] \\
\leq 4 \mathbb{P}_{\varepsilon, P} \left[ \sup_{z \in \mathcal{A}\mathcal{K} \cap \mathcal{S}^{n-1}} \left| \frac{1}{m} \sum_{i=1}^m \varepsilon_i \langle \tilde{s}_i, Dz \rangle \right|^2 \right. \\
\left. \gtrless \frac{t}{4} \right],
\]
where \( \{\varepsilon_i\}_{i=1}^m \) is an i.i.d. sequence of Rademacher variables. Now define the function
\[
g(\nu) := \mathbb{E}_{\varepsilon, P} \left[ \sup_{y \in \mathcal{Y}} \left| \frac{1}{m} \sum_{i=1}^m \varepsilon_i \langle \tilde{s}_i, \text{diag}(\nu)y \rangle \right| \right].
\](2.61)
Note that \( \mathbb{E}[g(\nu)] = \mathcal{W}_S(\mathcal{Y}) \) by construction since the randomness in \( \mathcal{S} \) consists of the choice of \( \nu \) and the picking matrix \( P \). For a truncation level \( \tau > 0 \) to be chosen, define the events
\[
\mathcal{G}_1 := \{ \max_{j=1, \ldots, n} \sup_{y \in \mathcal{Y}} |\langle \sqrt{n} h_j, \text{diag}(\nu)y \rangle| \leq \tau \}, \\
\mathcal{G}_2 := \{ g(\nu) \leq \mathcal{W}_S(\mathcal{Y}) + \frac{\delta}{32\tau} \}.
\]
To be clear, the only randomness involved in either event is over the Rademacher vector \( \nu \in \{-1, +1\}^n \). We then condition on the event \( G = G_1 \cap G_2 \) and its complement to obtain

\[
P_{\varepsilon, P, \nu}[Z_0' \geq t] = \mathbb{E}\left\{ \mathbb{I}[Z_0' \geq t]\mathbb{I}[G] + \mathbb{I}[Z_0' \geq t]\mathbb{I}[G^c] \right\} \\
\leq P_{\varepsilon, P}[Z_0' \geq t \mid \nu \in G] P_{\nu}[G] + P_{\nu}[G^c].
\]

We bound each of these two terms in turn.

**Lemma 7.** For any \( \delta \in [0, 1] \), we have

\[
P_{\varepsilon, P}[Z_0' \geq 2\tau W_S(Y) + \frac{\delta}{16} \mid G] P_{D}[G] \leq c_1 e^{-c_2 m \delta^2 / \tau^2}. \tag{2.62}
\]

**Lemma 8.** With truncation level \( \tau = R(Y) + \sqrt{2(1 + \kappa) \log(mn)} \) for some \( \kappa > 0 \), we have

\[
P_{\nu}[G^c] \leq \frac{1}{(mn)^\kappa} + e^{-mn \delta^2 / 4096\tau^2}. \tag{2.63}
\]

See Section 2.6.2 for the proof of these two claims.

Combining Lemmas 7 and 8, we conclude that

\[
P_{P, \nu}[Z \geq 8\tau W_S(Y) + \frac{\delta}{2}] \\
\leq 4P_{\varepsilon, P, \nu}[Z_0' \geq 2\tau W_S(Y) + \frac{\delta}{8}] \\
\leq c_1 e^{-c_2 m \delta^2 / \tau^2} + \frac{1}{(mn)^\kappa},
\]

as claimed.

### 2.4 Techniques for sharpening bounds

In this section, we provide some technique for obtaining sharper bounds for randomized orthonormal systems when the underlying tangent cone has particular structure. In particular, this technique can be used to obtain sharper bounds for subspaces, \( \ell_1 \)-induced cones, as well as nuclear norm cones.
2.4.1 Sharpening bounds for a subspace

As a warm-up, we begin by showing how to obtain sharper bounds when \( \mathcal{K} \) is a subspace. For instance, this allows us to obtain the result stated in Corollary 2(b).

Consider the random variable

\[
Z(\mathcal{A} \mathcal{K}) := \sup_{z \in \mathcal{A} \mathcal{K} \cap B_2} |z^T Q z| 
\]

where \( Q = S^T S m - I \).

For a parameter \( \epsilon \in (0, 1) \) to be chosen, let \( \{z^1, \ldots, z^M\} \) be an \( \epsilon \)-cover of the set \( \mathcal{A} \mathcal{K} \cap B_2 \). For any \( z \in \mathcal{A} \mathcal{K} \cap B_2 \), there is some \( j \in [M] \) such that \( z = z^j + \Delta \), where \( \|\Delta\|_2 \leq \epsilon \). Consequently, we can write

\[
|z^T Q z| \leq |(z^j)^T Q z^j| + 2 |\Delta^T Q z^j| + |\Delta^T \Delta| .
\]

Since \( \mathcal{A} \mathcal{K} \) is a subspace, the difference vector \( \Delta \) also belongs to \( \mathcal{A} \mathcal{K} \). Consequently, we have

\[
|\Delta^T Q z^j| \leq \epsilon \sup_{z, z' \in \mathcal{A} \mathcal{K} \cap B_2} |z^T Q z'|.
\]

Noting also that \( |\Delta^T \Delta| \leq \epsilon^2 Z(\mathcal{A} \mathcal{K}) \), we have shown that

\[
(1 - 4\epsilon - \epsilon^2) Z(\mathcal{A} \mathcal{K}) \leq \max_{j=1,\ldots,M} |(z^j)^T Q z^j|.
\]

Setting \( \epsilon = 1/16 \) yields that \( Z(\mathcal{A} \mathcal{K}) \leq \frac{3}{2} \max_{j=1,\ldots,M} |(z^j)^T R z^j| \).

Having reduced the problem to a finite maximum, we can now make use of JL-embedding property of a randomized orthogonal system proven in Theorem 3.1 of Krahmer and Ward [80]: in particular, their theorem implies that for any collection of \( M \) fixed points \( \{z^1, \ldots, z^M\} \) and \( \delta \in (0, 1) \), an ROS sketching matrix \( S \in \mathbb{R}^{m \times n} \) satisfies the bounds

\[
(1 - \delta) \|z^j\|_2^2 \leq \frac{1}{m} \|S z^j\|_2^2 \leq (1 + \delta) \|z^j\|_2^2 \quad (2.64)
\]

for all \( j = 1, \ldots, M \).
with probability $1 - \eta$ if $m \geq \frac{2}{\delta} \log^d(n) \log(\frac{M}{\eta})$. For our chosen collection, we have $\|z_j\|_2 = 1$ for all $j = 1, \ldots, M$, so that our discretization plus this bound implies that $Z(\mathcal{A}^*) \leq \frac{3}{2} \delta$. Setting $\eta = e^{-c_2 m \delta^2}$ for a sufficiently small constant $c_2$ yields that this bound holds with probability $1 - e^{-c_2 m \delta^2}$.

The only remaining step is to relate $\log M$ to the Gaussian width of the set. By the Sudakov minoration [85] and recalling that $\epsilon = 1/16$, there is a universal constant $c > 0$ such that

$$\sqrt{\log M} \leq c W(A^*) \leq c \sqrt{\text{rank}(A)},$$

where the final inequality (i) follows from our previous calculation (2.11) in the proof of Corollary 2.

\subsection*{2.4.2 Reduction to finite maximum}

The preceding argument suggests a general scheme for obtaining sharper results, namely by reducing to finite maxima. In this section, we provide a more general form of this scheme. It applies to random variables of the form

$$Z(\mathcal{Y}) = \sup_{y \in \mathcal{Y}} |y^T (\frac{A^T S^T S A}{m} - I) y|, \text{ where } \mathcal{Y} \subseteq \mathbb{R}^d. \quad (2.65)$$

For any set $\mathcal{Y}$, we define the first and second set differences as

$$\partial[\mathcal{Y}] := \mathcal{Y} - \mathcal{Y} = \{y - y' \mid y, y' \in \mathcal{Y}\}, \text{ and}$$

$$\partial^2[\mathcal{Y}] := \partial[\partial[\mathcal{Y}]].$$

Note that $\mathcal{Y} \subseteq \partial[\mathcal{Y}]$ whenever $0 \in \mathcal{Y}$. Let $\Pi(\mathcal{Y})$ denote the projection of $\mathcal{Y}$ onto the Euclidean sphere $S^{d-1}$.

With this notation, the following lemma shows how to reduce bounding $Z(\mathcal{Y})$ to taking a finite maximum over a cover of a related set.

\textbf{Lemma 9.} Consider a pair of sets $\mathcal{Y}_0$ and $\mathcal{Y}_1$ such that $0 \in \mathcal{Y}_0$, the set $\mathcal{Y}_1$ is convex, and for some constant $\alpha \geq 1$, we have

\begin{align*}
(a) & \quad \mathcal{Y}_1 \subseteq \text{clconv}(\mathcal{Y}_0), \quad (2.66) \\
(b) & \quad \partial^2[\mathcal{Y}_0] \subseteq \alpha \mathcal{Y}_1, \quad \text{and} \quad (2.67) \\
(c) & \quad \Pi(\partial^2[\mathcal{Y}_0]) \subseteq \alpha \mathcal{Y}_1. \quad (2.68)
\end{align*}
Let \( \{z^1, \ldots, z^M\} \) be an \( \epsilon \)-covering of the set \( \partial[\mathcal{Y}_0] \) in Euclidean norm for some \( \epsilon \in (0, \frac{1}{2\alpha^2}) \). Then for any symmetric matrix \( Q \), we have

\[
\sup_{z \in \mathcal{Y}_1} |z^TQz| \leq 3 \max_{j=1,\ldots,M} |(z^j)^TQz^j|.
\] (2.69)

See Section 2.6.5 for the proof of this lemma. In the following subsections, we demonstrate how this auxiliary result can be used to obtain sharper results for various special cases.

### 2.4.3 Sharpening \( \ell_1 \)-based bounds

The sharpened bounds in Corollary 3 are based on the following lemma. It applies to the tangent cone \( K \) of the \( \ell_1 \)-norm at a vector \( x^* \) with \( \ell_0 \)-norm equal to \( k \), as defined in equation (2.17).

**Lemma 10.** For any \( \delta \in (0, 1) \), a projection dimension lower bounded as \( m \geq \frac{c_0}{\delta^2} \left( \frac{\gamma_k^+(A)+1)}{\gamma_k^-(A)} \right)^2 k \log^5(d) \) guarantees that

\[
\sup_{v \in AK \cap S^{n-1}} |v(S^T \frac{S}{m} - I)v| \leq \delta
\] (2.70)

with probability at least \( 1 - e^{-c_1 \frac{m\delta^2}{\log^4 n}} \).

**Proof.** Any \( v \in AK \cap S^{n-1} \) has the form \( v = Au \) for some \( u \in K \). Any \( u \in K \) satisfies the inequality \( \|u\|_1 \leq 2\sqrt{k}\|u\|_2 \), so that by definition of the \( \ell_1 \)-restricted eigenvalue (2.13), we are guaranteed that \( \gamma_k^-(A)\|u\|_2^2 \leq \|Au\|_2^2 = 1 \). Putting together the pieces, we conclude that

\[
\sup_{v \in AK \cap S^{n-1}} |v^T(S^T \frac{S}{m} - I)v| \\
\leq \frac{1}{\gamma_k^-(A)} \sup_{y \in \mathcal{Y}_1} \left| y \left( \frac{A^T S^T S A}{m} - A^T A \right) \right| \\
= \frac{1}{\gamma_k^-(A)} Z(\mathcal{Y}_1),
\]
where
\[ Y_1 = B_2(1) \cap B_1(2\sqrt{k}) \]
\[ = \{ \Delta \in \mathbb{R}^d \mid \|\Delta\|_1 \leq 2\sqrt{k}, \|\Delta\|_2 \leq 1 \}. \]

Now consider the set
\[ Y_0 = B_2(3) \cap B_0(4k) \]
\[ = \{ \Delta \in \mathbb{R}^d \mid \|\Delta\|_0 \leq 4k, \|\Delta\|_2 \leq 3 \}. \]

We claim that the pair \((Y_0, Y_1)\) satisfy the conditions of Lemma 9 with \(\alpha = 24\). The inclusion (2.66)(a) follows from Lemma 11 in the paper [87]; it is also a consequence of a more general result to be stated in the sequel as Lemma 14. Turning to the inclusion (2.66)(b), any vector \(v \in \partial^2[Y_0]\) can be written as \(y - y' - (x - x')\) with \(x, x', y, y' \in Y_0\), whence \(\|v\|_0 \leq 16k\) and \(\|v\|_2 \leq 12\). Consequently, we have \(\|v\|_1 \leq 4\sqrt{k}\|v\|_2\). Rescaling by 1/12 shows that \(\partial^2[Y_0] \subseteq 24Y_1\). A similar argument shows that \(\Pi(\partial^2[Y_0])\) satisfies the same containment.

Consequently, applying Lemma 9 with the symmetric matrix \(R = \frac{A^T S^T S A}{m} - A^T A\) implies that
\[ Z(Y_1) \leq 3 \max_{j=1,\ldots,M} |(z^j)^T R z^j|, \]
where \(\{z^1, \ldots, z^M\}\) is an \(\frac{1}{27\alpha^2}\) covering of the set \(\partial[Y_0]\). By the JL-embedding result of Krahmer and Ward [80], taking \(m > \frac{c}{\delta} \log^4 d \log(M/\eta)\) samples suffices to ensure that, with probability at least 1 – \(\eta\), we have
\[ \max_{j=1,\ldots,M} |(z^j)^T R z^j| \leq \delta \max_{j=1,\ldots,M} \|A z^j\|_2^2. \quad (2.71) \]

By the Sudakov minoration [85] and recalling that \(\epsilon = \frac{1}{27\alpha^2}\) is a fixed quantity, we have
\[ \sqrt{\log M} \leq c' \mathbb{W}(Y_0) \leq c'' \sqrt{k \log d}, \quad (2.72) \]
where the final step follows by an easy calculation. Since \( \|z^j\|_2 = 1 \) for all \( j \in [M] \), we are guaranteed that \( \max_{j=1, \ldots, M} \|Az^j\|_2^2 \leq \gamma^+_{k}(A) \), so that our earlier bound (2.71) implies that as long as \( m > \frac{c}{\sqrt{\pi}k\log(d)\log^4 n} \), we have

\[
\sup_{v \in AK \cap S^{n-1}} |v(S^T S m - I)v| \leq 3\delta \frac{\gamma^+_{k}(A)}{\gamma^+_{k}(A)}
\]

with high probability. Applying the rescaling \( \delta \mapsto \frac{\gamma^+_{k}(A)}{\gamma^+_{k}(A)} \delta \) yields the claim. \( \square \)

**Lemma 11.** Let \( u \in S^{d-1} \) be a fixed vector. Under the conditions of Lemma 10, we have

\[
\max_{v \in AK \cap S^{n-1}} |u(S^T S m - I)v| \leq \delta
\]

(2.73) with probability at least \( 1 - e^{-c_1 \frac{m \delta^2}{\log^4 n}} \).

**Proof.** Throughout this proof, we make use of the convenient shorthand \( Q = S^T S m - I \).

Choose the sets \( \mathcal{Y}_0 \) and \( \mathcal{Y}_1 \) as in Lemma 10. Any \( v \in AK \cap S^{n-1} \) can be written as \( v = Az \) for some \( z \in K \), and for which \( \|z\|_2 \leq \frac{\|Az\|_2}{\sqrt{\gamma^+_{k}(A)}} \). Consequently, using the definitions of \( \mathcal{Y}_0 \) and \( \mathcal{Y}_1 \), we have

\[
\max_{v \in AK \cap S^{n-1}} |u^T Qv| \\
\leq \frac{1}{\sqrt{\gamma^+_{k}(A)}} \max_{z \in \mathcal{Y}_1} |u^T QAz| \leq \frac{1}{\sqrt{\gamma^+_{k}(A)}} \max_{z \in \text{conv}(\mathcal{Y}_0)} |u^T QAz| \\
= \frac{1}{\sqrt{\gamma^+_{k}(A)}} \max_{z \in \mathcal{Y}_0} |u^T QAz|,
\]

(2.74)

where the last equality follows since the supremum is attained at an extreme point of \( \mathcal{Y}_0 \).

For a parameter \( \epsilon \in (0, 1) \) to be chosen, let \( \{z^1, \ldots, z^M\} \) be a \( \epsilon \)-covering of the set
\( Y_0 \) in the Euclidean norm. Using this covering, we can write

\[
\sup_{z \in Y_0} |u^T Q A z| \\
\leq \max_{j \in [M]} |u^T Q A z^j| + \sup_{\Delta \in \partial[\delta Y_0], \|\Delta\|_2 \leq \epsilon} |u^T Q A \Delta|
\]

\[
= \max_{j \in [M]} |u^T Q A z^j| + \epsilon \sup_{\Delta \in \Pi(\partial[\delta Y_0])} |u^T Q A \Delta|
\]

\[
\leq \max_{j \in [M]} |u^T Q A z^j| + \epsilon \sup_{\Delta \in Y_1} |u^T Q A \Delta|.
\]

Combined with equation (2.75), we conclude that

\[
\sup_{z \in A K \cap S_{n-1}} |u^T Q A z| \\
\leq \frac{1}{(1 - \epsilon \alpha) \sqrt{\gamma_k(A)}} \max_{j \in [M]} |u^T Q A z^j|. \quad (2.76)
\]

For each \( j \in [M] \), we have the upper bound

\[
|u^T Q A z^j| \leq |(A z^j + u)^T Q (A z^j + u)| \\
+ |(A z^j)^T Q A z^j| + |u^T Q u|.
\]

Based on this decomposition, we apply the JL-embedding property [80] to ROS matrices to the collection of \( 2M + 1 \) points given by \( \cup_{j \in [M]} \{A z^j, A z^j + u, \} \cup \{u\} \). Doing so ensures that, for any fixed \( \delta \in (0, 1) \), we have

\[
\max_{j \in [M]} |u^T Q A z^j| \leq \delta (\|A z^j + u\|^2_2 + \|A z^j\|^2_2 + \|u\|^2_2). 
\]

with probability \( 1 - \eta \) as long as \( m > \frac{c_0}{\delta^2} \log^4(n) \log \left( \frac{2M+1}{\eta} \right) \). Now observe that

\[
\|A z^j + u\|^2_2 + \|A z^j\|^2_2 + \|u\|^2_2 \leq 3 \|A z^j\|^2_2 + 3 \|u\|^2_2 \\
\leq 3(3 \gamma_k^+(A) + 1),
\]

where the final inequality follows by noting

\[
\max_{z \in Y_0} \|A z\|^2_2 \leq \max_{\|z\|_2 \leq \sqrt{k}} \|A z\|^2_2 \leq \max_{\|z\|_1 \leq 6 \sqrt{k}} \|A z\|^2_2 \leq \max_{\|z\|_1 \leq 6 \sqrt{k}} \|A z\|^2_2 \leq 3 \gamma_k^+(A) .
\]
Consequently, we have \( \max_{j \in [M]} |u^T Q A z^j| \leq 9\delta \left( \gamma_k^+(A) + 1 \right) \). Setting \( \epsilon = \frac{1}{2\alpha}, \eta = e^{-c_1 m \delta^2} \), and with our earlier bound (2.76), we conclude that

\[
\sup_{v \in AK \cap S^{n-1}} |u^T \left( \frac{ST S}{m} - I \right) v| \leq 18\delta \left( \frac{\gamma_k^+(A) + 1}{\gamma_k^-(A)} \right) \sqrt{\gamma_k^-(A)}
\]

with probability \( 1 - e^{-c_1 m \delta^2} \) where the last inequality follows from the assumption \( \gamma_k^-(A) \leq 1 \). Combined with the covering number estimate from equation (2.72), the claim follows.

\[
\Box
\]

### 2.4.4 Sharpening nuclear norm bounds

We now show how the same approach may also be used to derive sharper bounds on the projection dimension for nuclear norm regularization. As shown in Lemma 1 in the paper [101], for the nuclear norm ball \( \|X\|_* \leq R \), the tangent cone at any rank \( r \) matrix is contained within the set

\[
\mathcal{K} := \{ \Delta \in \mathbb{R}^{d_1 \times d_2} \mid \|\Delta\|_* \leq 2\sqrt{r} \|\Delta\|_r \},
\]

and accordingly, our analysis focuses on the set \( AK \cap S^{n-1} \), where \( A : \mathbb{R}^{d_1 \times d_2} \rightarrow \mathbb{R}^n \) is a general linear operator.

In analogy with the sparse restricted eigenvalues (2.13), we define the rank-constrained eigenvalues of the general operator \( A : \mathbb{R}^{d_1 \times d_2} \rightarrow \mathbb{R}^n \) as follows:

\[
\gamma^+_r(A) := \min_{\|Z\|_F = 1, \|Z\|_* \leq 2\sqrt{r}} \|A(Z)\|_2^2, \quad \text{and}
\]

\[
\gamma^-_r(A) := \max_{\|Z\|_F = 1, \|Z\|_* \leq 2\sqrt{r}} \|A(Z)\|_2^2.
\]

**Lemma 12.** Suppose that the optimum \( X^* \) has rank at most \( r \). For any \( \delta \in (0, 1) \), an ROS sketch dimension lower bounded as \( m \geq \frac{c_0}{\delta^2} \left( \frac{\gamma^+_r(A)}{\gamma^-_r(A)} \right)^2 r(d_1 + d_2) \log^4(d_1 d_2) \) ensures that

\[
\sup_{z \in AK \cap S^{n-1}} |z^T \left( \frac{ST S}{m} - I \right) z| \leq \delta
\]
with probability at least 

\[ 1 - e^{-c_1 \frac{m^2}{\log(d_1 d_2)}}. \]

**Proof.** For an integer \( r \geq 1 \), consider the sets

\[
\mathcal{V}_1(r) = \mathbb{B}_F(1) \cap \mathbb{B}_*(2\sqrt{r})
\]

(2.84a)

\[
= \{ \Delta \in \mathbb{R}^{d_1 \times d_2} \mid \|\Delta\|_* \leq 2\sqrt{r}, \|\Delta\|_F \leq 1 \},
\]

\[
\mathcal{V}_0(r) = \{ \mathbb{B}_F(3) \cap \mathbb{B}_{\text{rank}}(4r) \}
\]

(2.84b)

\[
= \{ \Delta \in \mathbb{R}^{n_1 \times n_2} \mid \|\Delta\|_0 \leq 4r, \|\Delta\|_F \leq 3 \}.
\]

In order to apply Lemma 9 with this pair, we must first show that the inclusions (2.66) hold. Inclusions (b) and (c) hold with \( \alpha = 12 \), as in the preceding proof of Lemma 10. Moreover, inclusion (a) also holds, but this is a non-trivial claim stated and proved separately as Lemma 14 in Section 2.6.6.

Consequently, an application of Lemma 9 with the symmetric matrix \( Q = \frac{A^* S^T S A}{m} - A^* A \) in dimension \( d_1 d_2 \) guarantees that

\[
Z(\mathcal{V}_1(r)) \leq 3 \max_{j=1,\ldots,M} |(z^j)^T Q z^j|,
\]

where \( \{z^1,\ldots,z^M\} \) is a \( \frac{1}{27\alpha^2} \)-covering of the set \( \mathcal{V}_0(r) \). By arguing as in the preceding proof of Lemma 10, the proof is then reduced to upper bounding the Gaussian complexity of \( \mathcal{V}_0(r) \). Letting \( G \in \mathbb{R}^{d_1 \times d_2} \) denote a matrix of i.i.d. \( N(0,1) \) variates, we have

\[
\mathbb{W}(\mathcal{V}_0(r)) = \mathbb{E}\left[\sup_{\Delta \in \mathcal{V}_0(r)} \langle G, \Delta \rangle\right]
\]

\[
\leq 6\sqrt{r} \mathbb{E}[\|G\|_2]
\]

\[
\leq 6\sqrt{r} \left(\sqrt{d_1} + \sqrt{d_2}\right),
\]

where the final line follows from standard results [44] on the operator norms of Gaussian random matrices. \( \Box \)
Lemma 13. Let $u \in S^{n-1}$ be a fixed vector. Under the assumptions of Lemma 12, we have

$$\sup_{z \in AK \cap S^{n-1}} |u(S^T S - I)z| \leq \delta$$

(2.85)

with probability at least $1 - e^{-c_1 m \delta^2 \log^4(d_1 d_2)}$.

The proof parallels the proof of Lemma 11, and hence is omitted. Finally the sharpened bounds follow from the above lemmas and the deterministic bound (2.48).

2.5 Discussion

In this chapter, we have analyzed random projection methods for computing approximation solutions to convex programs. Our theory applies to any convex program based on a linear/quadratic objective functions, and involving arbitrary convex constraint set. Our main results provide lower bounds on the projection dimension that suffice to ensure that the optimal solution to sketched problem provides a $\delta$-approximation to the original problem. In the sub-Gaussian case, this projection dimension can be chosen proportional to the square of the Gaussian width of the tangent cone, and in many cases, the same results hold (up to logarithmic factors) for sketches based on randomized orthogonal systems. This width depends both on the geometry of the constraint set, and the associated structure of the optimal solution to the original convex program. We also provided numerical simulations to illustrate the corollaries of our theorems in various concrete settings.

It is also worthwhile to make some comments about the practical uses of our guarantees. In some cases, our lower bounds on the required projection dimension $m$ involve quantities of the unknown optimal solution $x^*$—for instance, its sparsity in an $\ell_1$-constrained problem, or its rank as a matrix in nuclear norm constrained problem. We note that it always suffices to choose $m$ proportional to the dimension $d$, since we always have $\mathcal{W}^2(AK) \leq \text{rank}(A) \leq d$ for any constraint set and optimal solution. However depending on the regularization parameters, i.e., radius of the constraint set, or some additional information, a practitioner can choose a smaller value of $m$ depending on the application. In certain scenarios, it is known a priori that that optimal solution $x^*$ has a bounded sparsity: for instance, this is the case in decoding sparse least-squares superposition codes [10, 72], in which the sparsity $\|x^*\|_0$ relates to the rate of the code. There is also a recent line of work in sparse learning literature aimed towards bounding the support of the optimal solution $x^*$ before solving an $\ell_1$ penalized convex optimization problem. Such bounds can be computed in $O(nd)$
time, and have been shown to be accurate for real datasets [58]. In conjunction with such bounds, our theory provides practical choices for choosing $m$. Another possibility is based on a form of cross-validation: over a sequence of projection dimensions, one could solve a small subset of sketched problems, and choose a reliable dimension based on the (lack of) variability in the subset. (Once the projection dimension satisfies our bounds, our theory guarantees that the solutions from two independent sketches will be extremely close with very high probability.)

2.6 Proofs of technical results

2.6.1 Technical details for Corollary 3

In this section, we show how the second term in the bound (2.16) follows as a corollary of Theorem 2. From our previous calculations in the proof of Corollary 3(a), we have

$$
\mathbb{R}(AK) \leq \mathbb{E}_\varepsilon \left[ \sup_{\|u\|_1 \leq 2\sqrt{k} \|u\|_2, \|Au\|_2 = 1} \left| \langle u, A^T \varepsilon \rangle \right| \right] (2.86)
$$

$$
\leq \frac{2\sqrt{k}}{\sqrt{\gamma_k(A)}} \mathbb{E}[\|A^T \varepsilon\|_\infty] (2.87)
$$

$$
\leq 6\sqrt{k} \log d \max_{j=1,...,d} \frac{\|a_j\|_2}{\sqrt{\gamma_k(A)}}. (2.88)
$$

Turning to the $S$-Gaussian width, we have

$$
W_S(AK) = \mathbb{E}_{g,S} \left[ \sup_{\|u\|_1 \leq 2\sqrt{k} \|u\|_2, \|Au\|_2 = 1} \left| \langle g, SAu \sqrt{m} \rangle \right| \right]
$$

$$
\leq \frac{2\sqrt{k}}{\sqrt{\gamma_k(A)}} \mathbb{E}_{g,S} \left\| A^T S g \sqrt{m} \right\|_\infty.
$$

Now the vector $S^T g / \sqrt{m}$ is zero-mean Gaussian with covariance $S^T S / m$. Consequently

$$
\mathbb{E}_g \left\| \frac{A^T S g \sqrt{m}}{\sqrt{m}} \right\|_\infty \leq 4 \max_{j=1,...,d} \frac{\|S a_j\|_2}{\sqrt{m}} \sqrt{\log d}.
$$

Define the event $\mathcal{E} = \{ \|S a_j\|_2 / \sqrt{m} \leq 2 \|a_j\|_2 \text{ for } j = 1, \ldots, d \}$. By the JL embedding theorem of Krahmer and Ward [80], as long as $m > c_0 \log^5(n) \log(d)$, we can ensure
that $\mathbb{P}[\mathcal{E}^c] \leq \frac{1}{n}$. Since we always have $\|S a_j\|_2 / \sqrt{m} \leq \|a_j\|_2 \sqrt{n}$, we can condition on $\mathcal{E}$ and its complement, thereby obtaining that

$$
\mathbb{E}_{g,S} \left[ \|A^T S^T g\|_\infty / \sqrt{m} \right] 
\leq 8 \max_{j=1,\ldots,d} \|a_j\|_2 \sqrt{\log d} + 4 \mathbb{P}[\mathcal{E}^c] \sqrt{n} \max_{j=1,\ldots,d} \|a_j\|_2 \sqrt{\log d}
\leq 12 \max_{j=1,\ldots,d} \|a_j\|_2 \sqrt{\log d}.
$$

Combined with our earlier calculation, we conclude that

$$
\mathbb{W}_S(A \mathcal{K}) \leq \max_{j=1,\ldots,d} \|a_j\|_2 \sqrt{k \log d}.
$$

Substituting this upper bound, along with our earlier upper bound on the Rademacher width (2.86), yields the claim as a consequence of Theorem 2.

### 2.6.2 Technical lemmas for Proposition 2

In this section, we prove the two technical lemmas, namely Lemma 7 and 8, that underlie the proof of Proposition 2.

### 2.6.3 Proof of Lemma 7

Fixing some $D = \text{diag}(\nu) \in \mathcal{G}$, we first bound the deviations of $Z'_0$ above its expectation using Talagrand’s theorem on empirical processes (e.g., see Massart [92] for one version with reasonable constants). Define the random vector $\tilde{s} = \sqrt{n} h$, where $h$ is a randomly selected row, as well as the functions $g_y(\epsilon, \tilde{s}) = \epsilon \langle \tilde{s}, \text{diag}(\nu) y \rangle^2$, we have $\|g_z\|_\infty \leq \tau^2$ for all $y \in \mathcal{Y}$. Letting $\tilde{s} = \sqrt{n} h$ for a randomly chosen row $h$, we have

$$
\text{var}(g_y) \leq \tau^2 \mathbb{E}[\langle \tilde{s}, \text{diag}(\nu) y \rangle^2] = \tau^2,
$$

also uniformly over $y \in \mathcal{Y}$. Thus, for any $\nu \in \mathcal{G}$, Talagrand’s theorem [92] implies that

$$
\mathbb{P}_{\epsilon, p}[Z'_0 \geq \mathbb{E}_{\epsilon, p}[Z'_0] + \frac{\delta}{16}] \leq c_1 e^{-c_2 \frac{m \delta^2}{\tau^2}} \quad \text{for all } \delta \in [0, 1].
$$
It remains to bound the expectation. By the Ledoux-Talagrand contraction for Rademacher processes [85], for any $\nu \in \mathcal{G}$, we have
\[
E_{\epsilon, P}[Z_0] \leq 2\tau E_{\epsilon, P}\left[\sup_{y \in \mathcal{Y}} \mid \frac{1}{m} \sum_{i=1}^{m} \epsilon_i \langle s_i, y \rangle \mid \right]
\]
\[
\leq 2\tau \{ W S(\mathcal{Y}) + \delta \frac{32}{32\tau} \}
\]
\[
= 2\tau W S(\mathcal{Y}) + \delta \frac{16}{16},
\]
where inequality (i) uses the inclusion $\nu \in \mathcal{G}_1$, and step (ii) relies on the inclusion $\nu \in \mathcal{G}_2$. Putting together the pieces yields the claim (2.62).

2.6.4 Proof of Lemma 8

It suffices to show that
\[
P[G_1^c] \leq \frac{1}{(mn)^c} \quad \text{and} \quad P[G_2^c] \leq c_1 e^{-c_2 m \delta^2}.
\]
We begin by bounding $P[G_1^c]$. Recall $s_i^T = \sqrt{n}p_i^T H \text{diag}(\nu)$, where $\nu \in \{-1, +1\}^n$ is a vector of i.i.d. Rademacher variables. Consequently, we have $\langle s_i, y \rangle = \sum_{j=1}^{n} (\sqrt{n}H_{ij})\nu_j y_j$. Since $|\sqrt{n}H_{ij}| = 1$ for all $(i, j)$, the random variable $\langle s_i, y \rangle$ is equal in distribution to the random variable $\langle \nu, y \rangle$. Consequently, we have the equality in distribution
\[
\sup_{y \in \mathcal{Y}} \mid \langle \sqrt{n}p_i^T H \text{diag}(\nu), y \rangle \mid = \sup_{y \in \mathcal{Y}} \mid \langle \nu, y \rangle \mid.
\]
Since this equality in distribution holds for each $i = 1, \ldots, n$, the union bound guarantees that
\[
P[G_1^c] \leq n P[f(\nu) > \tau].
\]
Accordingly, it suffices to obtain a tail bound on $f$. By inspection, the the function $f$ is convex in $\nu$, and moreover $|f(\nu) - f(\nu')| \leq \|\nu - \nu'\|_2$, so that it is 1-Lipschitz. Therefore, by standard concentration results [84], we have
\[
P[f(\nu) \geq \mathbb{E}[f(\nu)] + t] \leq e^{-\frac{t^2}{2}}.
\]
By definition, $\mathbb{E}[f(\nu)] = \mathbb{R}(\mathcal{Y})$, so that setting $t = \sqrt{2(1 + \kappa) \log(mn)}$ yields the bound tail bound $P[G_1^c] \leq \frac{1}{(mn)^c}$, as claimed.
Next we control the probability of the event \( G_2^c \). The function \( g \) from equation (2.61) is clearly convex in the vector \( \nu \); we now show that it is also Lipschitz with constant \( 1/\sqrt{m} \). Indeed, for any two vectors \( \nu, \nu' \in \{-1, 1\}^d \), we have

\[
|g(\nu) - g(\nu')| \leq \mathbb{E}_{\varepsilon, P} \left[ \sup_{y \in Y} \left| \frac{1}{m} \sum_{i=1}^{m} \varepsilon_i \text{diag}(\nu - \nu') \sqrt{n} H^T p_i, y \right| \right] \leq \mathbb{E}_{\varepsilon, P} \| (\text{diag}(\nu') \) \\
\leq \frac{1}{m} \sum_{i=1}^{m} \varepsilon_i \sqrt{n} H \]

where the first inequality follows from triangle inequality and the definition (2.61) and the second inequality follows from Cauchy-Schwartz inequality since \( \| y \|_2 \leq 1 \).

Introducing the shorthand \( \Delta = \text{diag}(\nu - \nu') \) and \( \tilde{s}_i = \sqrt{n} H^T p_i \), Jensen’s inequality yields

\[
|g(\nu) - g(\nu')|^2 \leq \frac{1}{m^2} \mathbb{E}_{\varepsilon, P} \| \Delta \sum_{i=1}^{m} \varepsilon_i \tilde{s}_i \|^2 \\
= \frac{1}{m^2} \text{trace} \left( \Delta \mathbb{E}_P \left[ \sum_{i=1}^{m} \tilde{s}_i \tilde{s}_i^T \right] \Delta \right) \\
= \frac{1}{m} \text{trace} \left( \Delta^2 \text{diag}(\mathbb{E}_P \left[ \frac{1}{m} \sum_{i=1}^{m} \tilde{s}_i \tilde{s}_i^T \right]) \right).
\]

By construction, we have \( \| \tilde{s}_{ij} \| = 1 \) for all \( (i, j) \), whence \( \text{diag}(\mathbb{E}_P \left[ \frac{1}{m} \sum_{i=1}^{m} \tilde{s}_i \tilde{s}_i^T \right]) = I_{n \times n} \). Since \( \text{trace}(\Delta^2) = \| \nu - \nu' \|_2^2 \), we have established that \( |g(\nu) - g(\nu')|^2 \leq \frac{\| \nu - \nu' \|_2^2}{m} \), showing that \( g \) is a \( 1/\sqrt{m} \)-Lipschitz function. By standard concentration results [84], we conclude that

\[
\mathbb{P}[G_2^c] = \mathbb{P}[g(\nu) \geq \mathbb{E}[g(\nu)] + \frac{\delta}{327}] \leq e^{-\frac{m \delta^2}{49967^2}},
\]

as claimed.

2.6.5 Proof of Lemma 9

By the inclusion (2.66)(a), we have \( \sup_{z \in \mathcal{Y}_1} |z^T Q z| \leq \sup_{z \in \text{clconv}(\mathcal{Y}_0)} |z^T Q z| \). Any vector \( v \in \text{conv}(\mathcal{Y}_0) \) can be written as a convex combination of the form \( v = \sum_{i=1}^{T} \alpha_i z_i \), where the vectors \( \{z_i\}_{i=1}^{T} \) belong to \( \mathcal{Y}_0 \) and the non-negative weights \( \{\alpha_i\}_{i=1}^{T} \) sum to one, whence

\[
|v^T Q v| \leq \sum_{i=1}^{T} \sum_{j=1}^{T} \alpha_i \alpha_j |z_i^T Q z_j| \\
\leq \frac{1}{2} \max_{i, j \in [T]} |(z_i + z_j)^T Q (z_i + z_j) - z_i^T Q z_i - z_j^T Q z_j| \\
\leq \frac{3}{2} \sup_{z \in \text{clconv}(\mathcal{Y}_0)} |z^T Q z|.
\]
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Since this upper bound applies to any vector \( v \in \text{conv}(\mathcal{Y}_0) \), it also applies to any vector in the closure, whence
\[
\sup_{z \in \partial \mathcal{Y}_0} |z^T Q z| \leq \sup_{z \in \text{clconv}(\mathcal{Y}_0)} |z^T Q z| \leq \frac{3}{2} \sup_{z \in \partial \mathcal{Y}_0} |z^T Q z|. \tag{2.91}
\]

Now for some \( \epsilon \in (0, 1] \) to be chosen, let \( \{z^1, \ldots, z^M\} \) be an \( \epsilon \)-covering of the set \( \partial \mathcal{Y}_0 \) in Euclidean norm. Any vector \( z \in \partial \mathcal{Y}_0 \) can be written as \( z = z^j + \Delta \) for some \( j \in [M] \), and some vector with Euclidean norm at most \( \epsilon \). Moreover, the vector \( \Delta \in \partial^2 \mathcal{Y}_0 \), whence
\[
\sup_{z \in \partial \mathcal{Y}_0} |z^T Q z| \leq \max_{j \in [M]} |(z^j)^T Q z^j| + 2 \sup_{\Delta \in \partial^2 \mathcal{Y}_0} \max_{j \in [M]} |\Delta^T Q z^j| + \sup_{\Delta \in \partial^2 \mathcal{Y}_0} |\Delta^T Q \Delta|. \tag{2.92}
\]

Since \( z^j \in \mathcal{Y}_0 \subseteq \partial^2 \mathcal{Y}_0 \), we have
\[
\sup_{z \in \partial \mathcal{Y}_0} |z^T Q z| \leq \max_{j \in [M]} |(z^j)^T Q z^j| + 2 \sup_{\Delta \in \partial^2 \mathcal{Y}_0} \max_{j \in [M]} |\Delta^T Q z^j| + \sup_{\Delta \in \partial^2 \mathcal{Y}_0} |\Delta^T Q \Delta| \leq \max_{j \in [M]} |(z^j)^T Q z^j| + 3 \sup_{\Delta \in \partial^2 \mathcal{Y}_0} |\Delta^T Q \Delta| \leq \max_{j \in [M]} |(z^j)^T Q z^j| + 3 \epsilon \sup_{\Delta, \Delta' \in \partial^2 \mathcal{Y}_0} |\Delta^T Q \Delta'|,
\]
where the final inequality makes use of the inclusions (2.66)(b) and (c). Finally, we observe that
\[
\sup_{\Delta, \Delta' \in \alpha \mathcal{Y}_1} |\Delta^T Q \Delta'| = \sup_{\Delta, \Delta' \in \alpha \mathcal{Y}_1} \frac{1}{2} |(\Delta + \Delta')^T Q (\Delta + \Delta') - \Delta Q \Delta - \Delta' Q \Delta'| \leq \frac{1}{2} \{4 + 1 + 1\} \sup_{\Delta \in \alpha \mathcal{Y}_1} |\Delta^T Q \Delta| = 3\alpha^2 \sup_{z \in \mathcal{Y}_1} |z^T Q z|,
\]
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where we have used the fact that \( \frac{\Delta + \Delta'}{2} \in \alpha \mathcal{Y}_1 \), by convexity of the set \( \alpha \mathcal{Y}_1 \).

Putting together the pieces, we have shown that

\[
\sup_{z \in \mathcal{Y}_1} |z^T Q z| \leq \frac{3}{2} \left\{ \max_{j \in [M]} |(z^j)^T Q z^j| + 9 \epsilon \alpha^2 \sup_{\Delta \in \mathcal{Y}_1} |\Delta^T Q \Delta| \right\}.
\]

Setting \( \epsilon = \frac{1}{27 \alpha^2} \) ensures that \( 9 \epsilon \alpha^2 < 1/3 \), and hence the claim (2.69) follows after some simple algebra.

### 2.6.6 A technical inclusion lemma

Recall the sets \( \mathcal{Y}_1(r) \) and \( \mathcal{Y}_0(r) \) previously defined in equations (2.84a) and (2.84b).

**Lemma 14.** We have the inclusion

\[
\mathcal{Y}_1(r) \subseteq \text{clconv}(\mathcal{Y}_0(r)),
\]

where \( \text{clconv} \) denotes the closed convex hull.

**Proof.** Define the support functions \( \phi_0(X) = \sup_{\Delta \in \mathcal{Y}_0} \langle X, \Delta \rangle \) and \( \phi_1(X) = \sup_{\Delta \in \mathcal{Y}_1} \langle X, \Delta \rangle \) where \( \langle X, \Delta \rangle := \text{trace}(X^T \Delta) \) stands for the standard inner product. It suffices to show that \( \phi_1(X) \leq 3\phi_0(X) \) for each \( X \in S^{d \times d} \). The Frobenius norm, nuclear norm and rank are all invariant to unitary transformation, so we may take \( X \) to be diagonal without loss of generality. In this case, we may restrict the optimization to diagonal matrices \( \Delta \), and note that

\[
\|\Delta\|_F = \sqrt{\sum_{j=1}^d \Delta_{jj}^2}, \quad \|\Delta\|_* = \sum_{j=1}^d |\Delta_{jj}|.
\]

Let \( S \) be the indices of the \( \lfloor r \rfloor \) diagonal elements that are largest in absolute value. It is easy to see that

\[
\phi_0(X) = \sqrt{\sum_{j \in S} X_{jj}^2}.
\]
On the other hand, for any index $k \notin S$, we have $|X_{kk}| \leq |X_{jj}|$ for $j \in S$, and hence

$$\max_{k \notin S} |X_{kk}| \leq \frac{1}{\lceil r \rceil} \sum_{j \in S} |X_{jj}| \leq \frac{1}{\sqrt{\lceil r \rceil}} \sqrt{\sum_{j \in S} X_{jj}^2}$$

Using this fact, we can write

$$\phi_1(X) \leq \sup_{\sum_{j \in S} \Delta_{jj} \leq 1} \sum_{j \in S} \Delta_{jj} X_{jj}$$

$$+ \sup_{\sum_{k \notin S} |\Delta_{kk}| \leq \sqrt{r}} \sum_{k \notin S} \Delta_{kk} X_{kk}$$

$$= \sqrt{\sum_{j \in S} X_{jj}^2} + \sqrt{r} \max_{k \notin S} |X_{kk}|$$

$$\leq (1 + \frac{\sqrt{r}}{\sqrt{\lceil r \rceil}}) \sqrt{\sum_{j \in S} X_{jj}^2}$$

$$\leq 3\phi_0(X),$$

as claimed. \qed
Chapter 3

Iterative random projections and
information theoretical bounds

Randomized sketches are a well-established way of obtaining an approximate solutions to a variety of problems, and there is a long line of work on their uses (e.g., see the books and papers by [139, 26, 90, 55, 73], as well as references therein). In application to the least-squares problem we considered in the previous chapter,

\[ x^{LS} := \arg \min_{x \in \mathcal{C}} f(x) \quad \text{where} \quad f(x) := \frac{1}{2n} \|Ax - y\|_2^2. \]  

(3.1)
sketching methods involves using a random matrix \( S \in \mathbb{R}^{m \times n} \) to project the data matrix \( A \) and/or data vector \( y \) to a lower dimensional space \( m \ll n \), and then solving the approximated least-squares problem. In this chapter we explore alternative approximation properties of various sketches from a statistical perspective. There are many choices of random sketching matrices; see Section 3.1.1 for discussion of a few possibilities. Given some choice of random sketching matrix \( S \), the most well-studied form of sketched least-squares is based on solving the problem

\[ \tilde{x} := \arg \min_{x \in \mathcal{C}} \left\{ \frac{1}{2n} \|SAx - Sy\|_2^2 \right\}, \]  

(3.2)
in which the data matrix-vector pair \( (A, y) \) are approximated by their sketched versions \( (SA, Sy) \). Note that the sketched program is an \( m \)-dimensional least-squares problem, involving the new data matrix \( SA \in \mathbb{R}^{m \times d} \). Thus, in the regime \( n \gg d \), this approach can lead to substantial computational savings as long as the projection dimension \( m \) can be chosen substantially less than \( n \). A number of authors
(e.g., [123, 26, 55, 90, 114]) have investigated the properties of this sketched solution (3.2), and accordingly, we refer to it as the classical least-squares sketch.

There are various ways in which the quality of the approximate solution $\tilde{x}$ can be assessed. One standard way is in terms of the minimizing value of the quadratic cost function $f$ defining the original problem (3.1), which we refer to as cost approximation. In terms of $f$-cost, the approximate solution $\tilde{x}$ is said to be $\delta$-optimal if

$$f(x^{LS}) \leq f(\tilde{x}) \leq (1 + \delta)^2 f(x^{LS}).$$

(3.3)

For example, in the case of unconstrained least-squares ($\mathcal{C} = \mathbb{R}^d$) with $n > d$, it is known that with Gaussian random sketches, a sketch size $m \gtrsim \frac{1}{\delta^2} d$ suffices to guarantee that $\tilde{x}$ is $\delta$-optimal with high probability (for instance, see the papers by [123] and [90], as well as references therein). Similar guarantees can be established for sketches based on sampling according to the statistical leverage scores [54, 52]. Sketching can also be applied to problems with constraints: [26] prove analogous results for the case of non-negative least-squares considering the sketch in equation (3.2), whereas our own past work [114] provides sufficient conditions for $\delta$-accurate cost approximation of least-squares problems over arbitrary convex sets based also on the form in (3.2).

It should be noted, however, that other notions of “approximation goodness” are possible. In many applications, it is the least-squares minimizer $x^{LS}$ itself—as opposed to the cost value $f(x^{LS})$—that is of primary interest. In such settings, a more suitable measure of approximation quality would be the $\ell_2$-norm $\|\tilde{x} - x^{LS}\|_2$, or the prediction (semi)-norm

$$\|\tilde{x} - x^{LS}\|_A := \frac{1}{\sqrt{n}} \|A(\tilde{x} - x^{LS})\|_2.$$  

(3.4)

We refer to these measures as solution approximation.

Now of course, a cost approximation bound (3.3) can be used to derive guarantees on the solution approximation error. However, it is natural to wonder whether or not, for a reasonable sketch size, the resulting guarantees are “good”. For instance, using arguments from [55], for the problem of unconstrained least-squares, it can be shown that the same conditions ensuring a $\delta$-accurate cost approximation also ensure that

$$\|\tilde{x} - x^{LS}\|_A \leq \delta \sqrt{f(x^{LS})}.$$  

(3.5)

Given lower bounds on the singular values of the data matrix $A$, this bound also yields control of the $\ell_2$-error.

In certain ways, the bound (3.5) is quite satisfactory: given our normalized definition (3.1) of the least-squares cost $f$, the quantity $f(x^{LS})$ remains an order one quantity as the sample size $n$ grows, and the multiplicative factor $\delta$ can be reduced.
by increasing the sketch dimension \( m \). But how small should \( \delta \) be chosen? In many applications of least-squares, each element of the response vector \( y \in \mathbb{R}^n \) corresponds to an observation, and so as the sample size \( n \) increases, we expect that \( x^{LS} \) provides a more accurate approximation to some underlying population quantity, say \( x^* \in \mathbb{R}^d \).

As an illustrative example, in the special case of unconstrained least-squares, the accuracy of the least-squares solution \( x^{LS} \) as an estimate of \( x^* \) scales as \( \|x^{LS} - x^*\|_A \asymp \frac{\sigma^2 d}{n} \). Consequently, in order for our sketched solution to have an accuracy of the same order as the least-square estimate, we must set \( \delta^2 \asymp \frac{\sigma^2 d}{n} \). Combined with our earlier bound on the projection dimension, this calculation suggests that a projection dimension of the order

\[
m \gtrsim \frac{d}{\delta^2} \asymp \frac{n}{\sigma^2}
\]

is required. This scaling is undesirable in the regime \( n \gg d \), where the whole point of sketching is to have the sketch dimension \( m \) much lower than \( n \).

Now the alert reader will have observed that the preceding argument was only rough and heuristic. However, the first result of this chapter (Theorem 3) provides a rigorous confirmation of the conclusion: whenever \( m \ll n \), the classical least-squares sketch (3.2) is sub-optimal as a method for solution approximation. Figure 3.1 provides an empirical demonstration of the poor behavior of the classical least-squares sketch for an unconstrained problem.

![Figure 3.1: Plots of mean-squared error versus the row dimension](image)

(a) Mean-squared error vs. row dimension
(b) Mean-squared pred. error vs. row dimension

Figure 3.1: Plots of mean-squared error versus the row dimension \( n \in \{100, 200, 400, \ldots, 25600\} \) for unconstrained least-squares in dimension \( d = 10 \).

This sub-optimality holds not only for unconstrained least-squares but also more generally for a broad class of constrained problems. Actually, Theorem 3 is a more
general claim: any estimator based only on the pair \((SA, Sy)\)—an infinite family of methods including the standard sketching algorithm as a particular case—is sub-optimal relative to the original least-squares estimator in the regime \(m \ll n\). We are thus led to a natural question: can this sub-optimality be avoided by a different type of sketch that is nonetheless computationally efficient? Motivated by this question, our second main result (Theorem 4) is to propose an alternative method—known as the iterative Hessian sketch—and prove that it yields optimal approximations to the least-squares solution using a projection size that scales with the intrinsic dimension of the underlying problem, along with a logarithmic number of iterations. The main idea underlying iterative Hessian sketch is to obtain multiple sketches of the data \((S^1 A, ..., S^N A)\) and iteratively refine the solution where \(N\) can be chosen logarithmic in \(n\).

The remainder of this chapter is organized as follows. In Section 3.1, we begin by introducing some background on classes of random sketching matrices, before turning to the statement of our lower bound (Theorem 3) on the classical least-squares sketch (3.2). We then introduce the Hessian sketch, and show that an iterative version of it can be used to compute \(\varepsilon\)-accurate solution approximations using \(\log(1/\varepsilon)\)-steps (Theorem 4). In Section 3.2, we illustrate the consequences of this general theorem for various specific classes of least-squares problems, and we conclude with a discussion in Section 3.3.

### 3.1 Main results and consequences

In this section, we begin with background on different classes of randomized sketches, including those based on random matrices with sub-Gaussian entries, as well as those based on randomized orthonormal systems and random sampling. In Section 3.1.2, we prove a general lower bound on the solution approximation accuracy of any method that attempts to approximate the least-squares problem based on observing only the pair \((SA, Sy)\). This negative result motivates the investigation of alternative sketching methods, and we begin this investigation by introducing the Hessian sketch in Section 3.1.3. It serves as the basic building block of the iterative Hessian sketch (IHS), which can be used to construct an iterative method that is optimal up to logarithmic factors.

#### 3.1.1 Types of randomized sketches

In the following section, we present a lower bound that applies to all the three kinds of sketching matrices described in this thesis including Sub-Gaussian sketches,
ROS sketches and random row sampling. For sketches based on random row sampling, we assume that the weights are $\alpha$-balanced, meaning that
\[
\max_{j=1,\ldots,n} p_j \leq \frac{\alpha}{n}
\]  
for some constant $\alpha$ independent of $n$.

### 3.1.2 Information-theoretical sub-optimality of the classical sketch

We begin by proving a lower bound on any estimator that is a function of the pair $(SA, Sy)$. In order to do so, we consider an ensemble of least-squares problems, namely those generated by a noisy observation model of the form
\[
y = Ax^* + w, \quad \text{where } w \sim N(0, \sigma^2 I_n),
\]  
the data matrix $A \in \mathbb{R}^{n \times d}$ is fixed, and the unknown vector $x^*$ belongs to some set $C_0$ that is star-shaped around zero.\(^1\) In this case, the constrained least-squares estimate $x_{\text{LS}}$ from equation (3.1) corresponds to a constrained form of maximum-likelihood for estimating the unknown regression vector $x^*$. In Section 3.7, we provide a general upper bound on the error $E[\|x_{\text{LS}} - x^*\|_A^2]$ in the least-squares solution as an estimate of $x^*$. This result provides a baseline against which to measure the performance of a sketching method: in particular, our goal is to characterize the minimal projection dimension $m$ required in order to return an estimate $\widetilde{x}$ with an error guarantee $\|\widetilde{x} - x_{\text{LS}}\|_A \approx \|x_{\text{LS}} - x^*\|_A$. The result to follow shows that unless $m \geq n$, then any method based on observing only the pair $(SA, Sy)$ necessarily has a substantially larger error than the least-squares estimate. In particular, our result applies to an arbitrary measurable function $(SA, Sy) \mapsto x^\dagger$, which we refer to as an estimator.

More precisely, our lower bound applies to any random matrix $S \in \mathbb{R}^{m \times n}$ for which
\[
\|E[S^T (SS^T)^{-1} S]\|_2 \leq \eta \frac{m}{n},
\]  
where $\eta$ is a constant independent of $n$ and $m$, and $\|A\|_2$ denotes the $\ell_2$-operator norm (maximum eigenvalue for a symmetric matrix). In Section 3.4.1, we show that these conditions hold for various standard choices, including most of those discussed in the previous section. Letting $B_A(1)$ denote the unit ball defined by the semi-norm

\(^1\)Explicitly, this star-shaped condition means that for any $x \in C_0$ and scalar $t \in [0,1]$, the point $tx$ also belongs to $C_0$.  
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our lower bound also involves the complexity of the set \( C_0 \cap B_A(1) \), which we measure in terms of its metric entropy. In particular, for a given tolerance \( \delta > 0 \), the \( \delta \)-packing number \( M_\delta \) of the set \( C_0 \cap B_A(1) \) with respect to \( \| \cdot \|_A \) is the largest number of vectors \( \{x^j\}_{j=1}^M \subset C_0 \cap B_A(1) \) such that \( \|x^j - x^k\|_A > \delta \) for all distinct pairs \( j \neq k \).

With this set-up, we have the following result:

**Theorem 3** (Sub-optimality). For any random sketching matrix \( S \in \mathbb{R}^{m \times n} \) satisfying condition (3.8), any estimator \( (S^A, Sy) \mapsto x^\dagger \) has MSE lower bounded as

\[
\sup_{x^* \in C_0} \mathbb{E}_{S,w} [\|x^\dagger - x^*\|_A^2] \geq \frac{\sigma^2}{128} \frac{\log(M_{1/2})}{\eta \min\{m,n\}}
\]

where \( M_{1/2} \) is the \( \frac{1}{2} \)-packing number of \( C_0 \cap B_A(1) \) in the semi-norm \( \| \cdot \|_A \).

The proof, given in Section 3.4, is based on a reduction from statistical minimax theory combined with information-theoretic bounds. The lower bound is best understood by considering some concrete examples:

**Example 1** (Sub-optimality for ordinary least-squares). We begin with the simplest case—namely, in which \( C = \mathbb{R}^d \). With this choice and for any data matrix \( A \) with \( \text{rank}(A) = d \), it is straightforward to show that the least-squares solution \( x^{\text{LS}} \) has its prediction mean-squared error at most

\[
\mathbb{E}[\|x^{\text{LS}} - x^*\|_A^2] \lessapprox \frac{\sigma^2 d}{n}.
\]

(3.10a)

On the other hand, with the choice \( C_0 = B_2(1) \), we can construct a \( \frac{1}{2} \)-packing with \( M = 2^d \) elements, so that Theorem 3 implies that any estimator \( x^\dagger \) based on \( (S^A, Sy) \) has its prediction MSE lower bounded as

\[
\mathbb{E}_{S,w} [\|\widehat{x} - x^*\|_A^2] \gtrapprox \frac{\sigma^2 d}{\min\{m,n\}}.
\]

(3.10b)

Consequently, the sketch dimension \( m \) must grow proportionally to \( n \) in order for the sketched solution to have a mean-squared error comparable to the original
least-squares estimate. This is highly undesirable for least-squares problems in which $n \gg d$, since it should be possible to sketch down to a dimension proportional to $\text{rank}(A) = d$. Thus, Theorem 3 this reveals a surprising gap between the classical least-squares sketch (3.2) and the accuracy of the original least-squares estimate.

In contrast, the sketching method we describe now, known as iterative Hessian sketching (IHS), matches the optimal mean-squared error using a sketch of size $d + \log(n)$ in each round, and a total of $\log(n)$ rounds; see Corollary 9 for a precise statement. The red curves in Figure 3.1 show that the mean-squared errors ($\|\hat{x} - x^*\|_2^2$ in panel (a), and $\|\hat{x} - x^*\|_A^2$ in panel (b)) of the IHS method using this sketch dimension closely track the associated errors of the full least-squares solution (blue curves). Consistent with our previous discussion, both curves drop off at the $n^{-1}$ rate.

Since the IHS method with $\log(n)$ rounds uses a total of $T = \log(n)\{d + \log(n)\}$ sketches, a fair comparison is to implement the classical method with $T$ sketches in total. The black curves show the MSE of the resulting sketch: as predicted by our theory, these curves are relatively flat as a function of sample size $n$. Indeed, in this particular case, the lower bound (3.9)

$$\mathbb{E}_{S,w}[\|\tilde{x} - x^*\|_A^2] \lesssim \frac{\sigma^2 d m}{m} \lesssim \frac{\sigma^2}{\log^2(n)},$$

showing we can expect (at best) an inverse logarithmic drop-off. ♦

This sub-optimality can be extended to other forms of constrained least-squares estimates as well, such as those involving sparsity constraints.

**Example 2** (Sub-optimality for sparse linear models). We now consider the sparse variant of the linear regression problem, which involves the $\ell_0$-“ball”

$$\mathbb{B}_0(k) := \{x \in \mathbb{R}^d \mid \sum_{j=1}^d \mathbb{I}[x_j \neq 0] \leq k\},$$
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corresponding to the set of all vectors with at most \( k \) non-zero entries. Fixing some radius \( R \geq \sqrt{k} \), consider a vector \( x^* \in C_0 := \mathbb{B}_0(k) \cap \{ \|x\|_1 = R \} \), and suppose that we make noisy observations of the form \( y = Ax^* + w \).

Given this set-up, one way in which to estimate \( x^* \) is by computing the least-squares estimate \( x_{\text{LS}} \) constrained\(^2\) to the \( \ell_1 \)-ball \( C = \{ x \in \mathbb{R}^n \mid \|x\|_1 \leq R \} \). This estimator is a form of the Lasso [134]: as shown in Section 3.7.2, when the design matrix \( A \) satisfies the restricted isometry property (see [34] for a definition), then it has MSE at most

\[
\mathbb{E}[\|x_{\text{LS}} - x^*\|_A^2] \preceq \frac{\sigma^2 k \log \left( \frac{ed}{k} \right)}{n}.
\]  

(3.11a)

On the other hand, the \( \frac{1}{2} \)-packing number \( M \) of the set \( C_0 \) can be lower bounded as

\[
\log M \gtrsim k \log \left( \frac{ed}{k} \right); \text{ see Section 3.7.2 for the details of this calculation. Consequently, in application to this particular problem, Theorem 3 implies that any estimator \( x^\dagger \) based on the pair \( (SA, Sy) \) has mean-squared error lower bounded as}

\[
\mathbb{E}_{w,S}[\|x^\dagger - x^*\|_A^2] \gtrsim \frac{\sigma^2 k \log \left( \frac{ed}{k} \right)}{\min\{m,n\}}.
\]  

(3.11b)

Again, we see that the projection dimension \( m \) must be of the order of \( n \) in order to match the mean-squared error of the constrained least-squares estimate \( x_{\text{LS}} \) up to constant factors. By contrast, in this special case, the sketching method we describe in this section matches the error \( \|x_{\text{LS}} - x^*\|_2 \) using a sketch dimension that scales only as \( k \log \left( \frac{ed}{k} \right) + \log(n) \); see Corollary 10 for the details of a more general result. \( \diamond \)

**Example 3** (Sub-optimality for low-rank matrix estimation). In the problem of multivariate regression, the goal is to estimate a matrix \( X^* \in \mathbb{R}^{d_1 \times d_2} \) model based on

\(^2\)This set-up is slightly unrealistic, since the estimator is assumed to know the radius \( R = \|x^*\|_1 \). In practice, one solves the least-squares problem with a Lagrangian constraint, but the underlying arguments are basically the same.
observations of the form

\[ Y = AX^* + W, \tag{3.12} \]

where \( Y \in \mathbb{R}^{n \times d_1} \) is a matrix of observed responses, \( A \in \mathbb{R}^{n \times d_1} \) is a data matrix, and \( W \in \mathbb{R}^{n \times d_2} \) is a matrix of noise variables. One interpretation of this model is as a collection of \( d_2 \) regression problems, each involving a \( d_1 \)-dimensional regression vector, namely a particular column of \( X^* \). In many applications, among them reduced rank regression, multi-task learning and recommender systems (e.g., \([130, 154, 101, 31]\)), it is reasonable to model the matrix \( X^* \) as having a low-rank. Note a rank constraint on matrix \( X \) be written as an \( \ell_0 \)\-"norm" constraint on its singular values: in particular, we have

\[ \text{rank}(X) \leq r \quad \text{if and only if} \quad \sum_{j=1}^{\min\{d_1,d_2\}} I[\gamma_j(X) > 0] \leq r, \]

where \( \gamma_j(X) \) denotes the \( j^{th} \) singular value of \( X \). This observation motivates a standard relaxation of the rank constraint using the nuclear norm \( \|X\|_* := \sum_{j=1}^{\min\{d_1,d_2\}} \gamma_j(X) \).

Accordingly, let us consider the constrained least-squares problem

\[ X^{LS} = \arg \min_{X \in \mathbb{R}^{d_1 \times d_2}} \left\{ \frac{1}{2} \|Y - AX\|_F^2 \right\} \quad \text{such that} \quad \|X\|_* \leq R, \tag{3.13} \]

where \( \| \cdot \|_F \) denotes the Frobenius norm on matrices, or equivalently the Euclidean norm on its vectorized version. Let \( \mathcal{C}_0 \) denote the set of matrices with rank \( r < \frac{1}{2} \min\{d_1,d_2\} \), and Frobenius norm at most one. In this case, we show in Section 3.7 that the constrained least-squares solution \( X^{LS} \) satisfies the bound

\[ \mathbb{E}\left[ \|X^{LS} - X^*\|_A^2 \right] \preceq \frac{\sigma^2 r (d_1 + d_2)}{n}. \tag{3.14a} \]

On the other hand, the \( \frac{1}{2} \)-packing number of the set \( \mathcal{C}_0 \) is lower bounded as \( \log M \gtrsim r(d_1 + d_2) \), so that Theorem 3 implies that any estimator \( X^\dagger \) based on the
pair \((SA, SY)\) has MSE lower bounded as

\[
\mathbb{E}_{w,S} \left[ \|X^\dagger - X^*\|_A^2 \right] \gtrsim \frac{\sigma^2 r(d_1 + d_2)}{\min\{m, n\}}.
\]

As with the previous examples, we see the sub-optimality of the sketched approach in the regime \(m < n\). In contrast, for this class of problems, our sketching method matches the error \(\|X^{LS} - X^*\|_A\) using a sketch dimension that scales only as \(\{r(d_1 + d_2) + \log(n)\} \log(n)\). See Corollary 11 for further details.

\[\diamond\]

### 3.1.3 Introducing the Hessian sketch

As will be revealed during the proof of Theorem 3, the sub-optimality is in part due to sketching the response vector—i.e., observing \(Sy\) instead of \(y\). It is thus natural to consider instead methods that sketch only the data matrix \(A\), as opposed to both the data matrix and data vector \(y\). In abstract terms, such methods are based on observing the pair \((SA, A^T y) \in \mathbb{R}^{m \times d} \times \mathbb{R}^d\). One such approach is what we refer to as the Hessian sketch—namely, the sketched least-squares problem

\[
\hat{x} := \arg \min_{x \in C} \left\{ \frac{1}{2} \|SAx\|_2^2 - \langle A^T y, x \rangle \right\}. \tag{3.15}
\]

As with the classical least-squares sketch (3.2), the quadratic form is defined by the matrix \(SA \in \mathbb{R}^{m \times d}\), which leads to computational savings. Although the Hessian sketch on its own does not provide an optimal approximation to the least-squares solution, it serves as the building block for an iterative method that can obtain an \(\varepsilon\)-accurate solution approximation in \(\log(1/\varepsilon)\) iterations.

In controlling the error with respect to the least-squares solution \(x^{LS}\) the set of possible descent directions \(\{x - x^{LS} \mid x \in C\}\) plays an important role. In particular, we now define the transformed tangent cone

\[
K_A^{LS} = \left\{ v \in \mathbb{R}^d \mid v = tA(x - x^{LS}) \text{ for some } t \geq 0 \text{ and } x \in C \right\}. \tag{3.16}
\]

Note that the error vector \(\hat{v} := A(\hat{x} - x^{LS})\) of interest belongs to this cone. Our
approximation bound is a function of the quantities

\[ Z_1(AK)(S) := \inf_{v \in K_{LS}^A \cap S^{n-1}} \frac{1}{m} \| Sv \|_2^2 \quad \text{and} \quad (3.17a) \]

\[ Z_2(AK)(S) := \sup_{v \in K_{LS}^A \cap S^{n-1}} \| S^T (S^T S/m - I_n) v \|, \quad (3.17b) \]

where \( u \) is a fixed unit-norm vector. These variables played an important role in our previous analysis [114] of the classical sketch (3.2). The following bound applies in a deterministic fashion to any sketching matrix.

**Proposition 3** (Bounds on Hessian sketch). For any convex set \( C \) and any sketching matrix \( S \in \mathbb{R}^{m \times n} \), the Hessian sketch solution \( \hat{x} \) satisfies the bound

\[ \| \hat{x} - x^{LS} \|_A \leq \frac{Z_2(AK)}{Z_1(AK)} \| x^{LS} \|_A. \quad (3.18) \]

For random sketching matrices, Proposition 3 can be combined with probabilistic analysis to obtain high probability error bounds. For a given tolerance parameter \( \rho \in (0, 1/2] \), consider the “good event”

\[ \mathcal{E}(\rho) := \left\{ Z_1(AK) \geq 1 - \rho, \text{ and } Z_2(AK) \leq \frac{\rho}{2} \right\}. \quad (3.19a) \]

Conditioned on this event, Proposition 3 implies that

\[ \| \hat{x} - x^{LS} \|_A \leq \frac{\rho}{2(1 - \rho)} \| x^{LS} \|_A \leq \rho \| x^{LS} \|_A, \quad (3.19b) \]

where the final inequality holds for all \( \rho \in (0, 1/2] \).

Thus, for a given family of random sketch matrices, we need to choose the projection dimension \( m \) so as to ensure the event \( \mathcal{E} \rho \) holds for some \( \rho \). For future reference, let us state some known results for the cases of sub-Gaussian and ROS sketching matrices. We use \( (c_0, c_1, c_2) \) to refer to numerical constants, and we let \( D = \dim(C) \) denote the dimension of the space \( C \). In particular, we have \( D = d \) for vector-valued estimation, and \( D = d_1d_2 \) for matrix problems.

Our bounds involve the “size” of the cone \( K_{LS}^A \) previously defined (3.16), as measured in terms of its *Gaussian width*

\[ W(K_{LS}^A) := \mathbb{E}_g \left[ \sup_{v \in K_{LS}^A \cap B_2(1)} | \langle g, v \rangle | \right], \quad (3.20) \]

where \( g \sim N(0, I_n) \) is a standard Gaussian vector. With this notation, we have the following:
Lemma 15 (Sufficient conditions on sketch dimension [114]).

(a) For sub-Gaussian sketch matrices, given a sketch size \( m > \frac{c_0 \rho}{\delta^2} W^2(K_{A}^{\text{LS}}) \), we have

\[
P[\mathcal{E}(\rho)] \geq 1 - c_1 e^{-c_2 m \delta^2}.
\] (3.21a)

(b) For randomized orthogonal system (ROS) sketches (sampled with replacement) over the class of self-bounding cones, given a sketch size \( m > \frac{c_0 \log^4(D)}{\rho^2} W^2(K_{A}^{\text{LS}}) \), we have

\[
P[\mathcal{E}(\rho)] \geq 1 - c_1 e^{-c_2 \frac{m \rho^2}{\log^4(D)}}.
\] (3.21b)

The class of self-bounding cones is described more precisely in Lemma 8 of [114]. It includes among other special cases the cones generated by unconstrained least-squares (Example 1), \( \ell_1 \)-constrained least squares (Example 2), and least squares with nuclear norm constraints (Example 3). For these cones, given a sketch size \( m > \frac{c_0 \log^4(D)}{\rho^2} W^2(K_{A}^{\text{LS}}) \), the Hessian sketch applied with ROS matrices is guaranteed to return an estimate \( \hat{x} \) such that

\[
\|\hat{x} - x_{\text{LS}}\|_A \leq \rho \|x_{\text{LS}}\|_A
\] (3.22)

with high probability. More recent work by [25] has established sharp bounds for various forms of sparse Johnson-Lindenstrauss transforms [73]. As a corollary of their results, a form of the guarantee (3.22) also holds for such random projections.

Returning to the main thread, the bound (3.22) is an analogue of our earlier bound (3.5) for the classical sketch with \( \sqrt{f(x_{\text{LS}})} \) replaced by \( \|x_{\text{LS}}\|_A \). For this reason, we see that the Hessian sketch alone suffers from the same deficiency as the classical sketch: namely, it will require a sketch size \( m \approx n \) in order to mimic the \( O(n^{-1}) \) accuracy of the least-squares solution.

3.1.4 Iterative Hessian sketch

Despite the deficiency of the Hessian sketch itself, it serves as the building block for an novel scheme—known as the iterative Hessian sketch—that can be used to match the accuracy of the least-squares solution using a reasonable sketch dimension. Let
begin by describing the underlying intuition. As summarized by the bound (3.19b), conditioned on the good event $\mathcal{E}(\rho)$, the Hessian sketch returns an estimate with error within a $\rho$-factor of $\|x^{LS}\|_A$, where $x^{LS}$ is the solution to the original unsketched problem. As show by Lemma 15, as long as the projection dimension $m$ is sufficiently large, we can ensure that $\mathcal{E}(\rho)$ holds for some $\rho \in (0, 1/2)$ with high probability. Accordingly, given the current iterate $x^t$, suppose that we can construct a new least-squares problem for which the optimal solution is $x^{LS} - x^t$. Applying the Hessian sketch to this problem will then produce a new iterate $x^{t+1}$ whose distance to $x^{LS}$ has been reduced by a factor of $\rho$. Repeating this procedure $N$ times will reduce the initial approximation error by a factor $\rho^N$.

With this intuition in place, we now turn a precise formulation of the iterative Hessian sketch. Consider the optimization problem

$$\tilde{u} = \arg\min_{u \in C-x^t} \left\{ \frac{1}{2} \|Au\|_2^2 - \langle A^T(y - Ax^t), u \rangle \right\}, \quad (3.23)$$

where $x^t$ is the iterate at step $t$. By construction, the optimum to this problem is given by $\tilde{u} = x^{LS} - x^t$. We then apply to Hessian sketch to this optimization problem (3.23) in order to obtain an approximation $x^{t+1} = x^t + \tilde{u}$ to the original least-squares solution $x^{LS}$ that is more accurate than $x^t$ by a factor $\rho \in (0, 1/2)$. Recursing this procedure yields a sequence of iterates whose error decays geometrically in $\rho$.

Formally, the iterative Hessian sketch algorithm takes the following form:

<table>
<thead>
<tr>
<th>Iterative Hessian sketch (IHS): Given an iteration number $N \geq 1$:</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) Initialize at $x^0 = 0$.</td>
</tr>
<tr>
<td>(2) For iterations $t = 0, 1, 2, \ldots, N - 1$, generate an independent sketch matrix $S^{t+1} \in \mathbb{R}^{m \times n}$, and perform the update</td>
</tr>
<tr>
<td>$x^{t+1} = \arg\min_{x \in C} \left{ \frac{1}{2m} |S^{t+1}A(x - x^t)|_2^2 - \langle A^T(y - Ax^t), x \rangle \right}$.</td>
</tr>
<tr>
<td>(3) Return the estimate $\hat{x} = x^N$.</td>
</tr>
</tbody>
</table>

The following theorem summarizes the key properties of this algorithm. It involves the sequence $\{Z_1(AK)(S^t), Z_2(AK)(S^t)\}_{t=1}^N$, where the quantities $Z_1(AK)$ and $Z_2(AK)$
were previously defined in equations (3.17a) and (3.17b). In addition, as a generalization of the event (3.19a), we define the sequence of “good” events

\[ E_t(\rho) := \{ Z_1(\mathcal{A})(S^t) \geq 1 - \rho, \text{ and } Z_2(\mathcal{A})(S^t) \leq \frac{\rho}{2} \} \quad \text{for } t = 1, \ldots, N. \] (3.25)

With this notation, we have the following guarantee:

**Theorem 4 (Guarantees for iterative Hessian sketch).** The final solution \( \hat{x} = x^N \) satisfies the bound

\[ \| \hat{x} - x^{LS} \|_A \leq \left\{ \prod_{t=1}^{N} \frac{Z_2(\mathcal{A})(S^t)}{Z_1(\mathcal{A})(S^t)} \right\} \| x^{LS} \|_A. \] (3.26a)

Consequently, conditioned on the event \( \cap_{t=1}^{N} E_t(\rho) \) for some \( \rho \in (0, 1/2) \), we have

\[ \| \hat{x} - x^{LS} \|_A \leq \rho^N \| x^{LS} \|_A. \] (3.26b)

Note that for any \( \rho \in (0, 1/2) \), then event \( E^t(\rho) \) implies that \( \frac{Z_2(\mathcal{A})(S^t)}{Z_1(\mathcal{A})(S^t)} \leq \rho \), so that the bound (3.26b) is an immediate consequence of the product bound (3.26a).

**Remark.** For unconstrained problems, \( S_t = S \) can be generated once and fixed for all iterations and the guarantees of the theorem still hold. This follows from a simple modification of the proof of Theorem 4.

Lemma 15 can be combined with the union bound in order to ensure that the compound event \( \cap_{t=1}^{N} E^t(\rho) \) holds with high probability over a sequence of \( N \) iterates, as long as the sketch size is lower bounded as \( m \geq c_0 \rho^2 \mathcal{W}^2(\mathcal{K}^{LS}_A) \log^4(D) + \log N \). Based on the bound (3.26b), we then expect to observe geometric convergence of the iterates.

In order to test this prediction, we implemented the IHS algorithm using Gaussian sketch matrices, and applied it to an unconstrained least-squares problem based on a data matrix with dimensions \((d, n) = (200, 6000)\) and noise variance \( \sigma^2 = 1 \). As shown in Section 3.7.2, the Gaussian width of \( \mathcal{K}^{LS}_A \) is proportional to \( d \), so that Lemma 15 shows that it suffices to choose a projection dimension \( m \gtrsim \gamma d \) for a sufficiently large constant \( \gamma \). Panel (a) of Figure 3.2 illustrates the resulting convergence rate of the IHS algorithm, measured in terms of the error \( \| x^t - x^{LS} \|_A \), for different values \( \gamma \in \{4, 6, 8\} \). As predicted by Theorem 4, the convergence rate is geometric (linear on the log scale shown), with the rate increasing as the parameter \( \gamma \) is increased.

Assuming that the sketch dimension has been chosen to ensure geometric convergence, Theorem 4 allows us to specify, for a given target accuracy \( \varepsilon \in (0, 1) \), the number of iterations required.
Figure 3.2: Simulations of the IHS algorithm for an unconstrained least-squares problem with noise variance $\sigma^2 = 1$, and of dimensions $(d, n) = (200, 6000)$.

**Corollary 8.** Fix some $\rho \in (0, 1/2)$, and choose a sketch dimension $m > \frac{\rho \log^4(D)}{\rho^2} W^2(K_{A}^{LS})$. If we apply the IHS algorithm for $N(\rho, \varepsilon) := 1 + \frac{\log(1/\varepsilon)}{\log(1/\rho)}$ steps, then the output $\hat{x} = x^N$ satisfies the bound

$$\frac{\|\hat{x} - x_{LS}\|_A}{\|x_{LS}\|_A} \leq \varepsilon$$

with probability at least $1 - c_1 N(\rho, \varepsilon)e^{-c_2 \frac{m \rho^2}{\log^4(D)}}$.

This corollary is an immediate consequence of Theorem 4 combined with Lemma 15, and it holds for both ROS and sub-Gaussian sketches. (In the latter case, the additional $\log(D)$ terms may be omitted.) Combined with bounds on the width function $W(K_{A}^{LS})$, it leads to a number of concrete consequences for different statistical models, as we illustrate in the following section.

One way to understand the improvement of the IHS algorithm over the classical sketch is as follows. Fix some error tolerance $\varepsilon \in (0, 1)$. Disregarding logarithmic factors, our previous results [114] on the classical sketch then imply that a sketch size $m \gtrsim \varepsilon^{-2} W^2(K_{A}^{LS})$ is sufficient to produce a $\varepsilon$-accurate solution approximation. In contrast, Corollary 8 guarantees that a sketch size $m \gtrsim \log(1/\varepsilon) W^2(K_{A}^{LS})$ is sufficient. Thus, the benefit is the reduction from $\varepsilon^{-2}$ to $\log(1/\varepsilon)$ scaling of the required sketch size.
It is worth noting that in the absence of constraints, the least-squares problem reduces to solving a linear system, so that alternative approaches are available. For instance, one can use a randomized sketch to obtain a preconditioner, which can then be used within the conjugate gradient method. As shown in past work [122, 14], two-step methods of this type can lead to same reduction of \( \varepsilon^{-2} \) dependence to \( \log(1/\varepsilon) \). However, a method of this type is very specific to unconstrained least-squares, whereas the procedure described here is generally applicable to least-squares over any compact, convex constraint set.

### 3.1.5 Computational and space complexity

Let us now make a few comments about the computational and space complexity of implementing the IHS algorithm using the fast Johnson-Lindenstrauss (ROS) sketches, such as those based on the fast Hadamard transform. For a given sketch size \( m \), the IHS algorithm requires \( O(nd \log(m)) \) basic operations to compute the data sketch \( S^{t+1}A \) at iteration \( t \); in addition, it requires \( O(nd) \) operations to compute \( A^T(y - Ax^t) \). Consequently, if we run the algorithm for \( N \) iterations, then the overall complexity scales as

\[
O\left(N \left(nd \log(m) + C(m, d)\right)\right),
\]

where \( C(m, d) \) is the complexity of solving the \( m \times d \) dimensional problem in the update (3.24). Also note that, in problems where the data matrix \( A \) is sparse, \( S^{t+1}A \) can be computed in time proportional to the number of non-zero elements in \( A \) using Gaussian sketching matrices. The space used by the sketches \( SA \) scales as \( O(md) \). To be clear, note that the IHS algorithm also requires access to the data via matrix-vector multiplies for forming \( A^T(y - Ax^t) \). In limited memory environments, computing matrix-vector multiplies is considerably easier via distributed or interactive computation. For example, they can be efficiently implemented for multiple large datasets which can be loaded to memory only one at a time.

If we want to obtain estimates with accuracy \( \varepsilon \), then we need to perform \( N \approx \log(1/\varepsilon) \) iterations in total. Moreover, for ROS sketches, we need to choose \( m \gtrsim W^2(K_A^{1s}) \log^4(d) \). Consequently, it only remains to bound the Gaussian width \( W \) in order to specify complexities that depend only on the pair \((n, d)\), and properties of the solution \( x^{1s} \).

For an unconstrained problem with \( n > d \), the Gaussian width can be bounded as \( W^2(K_A^{1s}) \lesssim d \), and the complexity of the solving the sub-problem (3.24) can be bounded as \( d^3 \). Thus, the overall complexity of computing an \( \varepsilon \)-accurate solution scales as \( O(nd \log(d) + d^3) \log(1/\varepsilon) \), and the space required is \( O(d^2) \).
As will be shown in Section 3.2.2, in certain cases, the cone $K_{LS}^A$ can have substantially lower complexity than the unconstrained case. For instance, if the solution is sparse, say with $k$ non-zero entries and the least-squares program involves an $\ell_1$-constraint, then we have $W^2(K_{LS}^A) \lesssim k \log d$. Using a standard interior point method to solve the sketched problem, the total complexity for obtaining an $\varepsilon$-accurate solution is upper bounded by $O((nd \log k + k^2 d \log^2 d) \log(1/\varepsilon))$. Although the sparsity $k$ is not known a priori, there are bounds on it that can be computed in $O(nd)$ time (for instance, see [58]).

### 3.2 Consequences for concrete models

In this section, we derive some consequences of Corollary 8 for particular classes of least-squares problems. Our goal is to provide empirical confirmation of the sharpness of our theoretical predictions, namely the minimal sketch dimension required in order to match the accuracy of the original least-squares solution.

#### 3.2.1 Unconstrained least squares

We begin with the simplest case, namely the unconstrained least-squares problem ($\mathcal{C} = \mathbb{R}^d$). For a given pair $(n, d)$ with $n > d$, we generated a random ensemble of least-square problems according to the following procedure:

- first, generate a random data matrix $A \in \mathbb{R}^{n \times d}$ with i.i.d. $N(0, 1)$ entries
- second, choose a regression vector $x^*$ uniformly at random from the sphere $S^{d-1}$
- third, form the response vector $y = Ax^* + w$, where $w \sim N(0, \sigma^2 I_n)$ is observation noise with $\sigma = 1$.

As discussed following Lemma 15, for this class of problems, taking a sketch dimension $m \gtrsim \frac{d}{\rho^2}$ guarantees $\rho$-contractivity of the IHS iterates with high probability. Consequently, we can obtain an $\varepsilon$-accurate approximation to the original least-squares solution by running roughly $\log(1/\varepsilon) / \log(1/\rho)$ iterations.

Now how should the tolerance $\varepsilon$ be chosen? Recall that the underlying reason for solving the least-squares problem is to approximate $x^*$. Given this goal, it is natural to measure the approximation quality in terms of $\|x^t - x^*\|_A$. Panel (b) of Figure 3.2 shows the convergence of the iterates to $x^*$. As would be expected, this measure of
error levels off at the ordinary least-squares error
\[ \| x^{LS} - x^* \|_A^2 \approx \frac{\sigma^2 d}{n} \approx 0.10. \]
Consequently, it is reasonable to set the tolerance parameter proportional to \( \sigma^2 d_n \), and then perform roughly \( 1 + \frac{\log(1/\varepsilon)}{\log(1/\rho)} \) steps. The following corollary summarizes the properties of the resulting procedure:

**Corollary 9.** For some given \( \rho \in (0, 1/2) \), suppose that we run the IHS algorithm for
\[ N = 1 + \left\lfloor \frac{\log \sqrt{n} \frac{\| x^{LS} \|_A}{\sigma}}{\log(1/\rho)} \right\rfloor \]
iterations using \( m = \frac{\sigma}{\rho^2} d \) projections per round. Then the output \( \hat{x} \) satisfies the bounds
\[ \| \hat{x} - x^{LS} \|_A \leq \sqrt{\frac{\sigma^2 d}{n}} \]
and
\[ \| x^N - x^* \|_A \leq \sqrt{\frac{\sigma^2 d}{n}} + \| x^{LS} - x^* \|_A \] (3.29)
with probability greater than \( 1 - c_1 N e^{-c_2 \frac{\sigma^2 d}{\log^2(d)}} \).

In order to confirm the predicted bound (3.29) on the error \( \| \hat{x} - x^{LS} \|_A \), we performed a second experiment. Fixing \( n = 100d \), we generated \( T = 20 \) random least squares problems from the ensemble described above with dimension \( d \) ranging over \{32, 64, 128, 256, 512\}. By our previous choices, the least-squares estimate should have error \( \| x^{LS} - x^* \|_2 \approx \sqrt{\frac{\sigma^2 d}{n}} = 0.1 \) with high probability, independently of the dimension \( d \). This predicted behavior is confirmed by the blue bars in Figure 3.3; the bar height corresponds to the average over \( T = 20 \) trials, with the standard errors also marked. On these same problem instances, we also ran the IHS algorithm using \( m = 6d \) samples per iteration, and for a total of
\[ N = 1 + \left\lfloor \frac{\log (\sqrt{n} d)}{\log 2} \right\rfloor = 4 \] iterations.

Since \( \| x^{LS} - x^* \|_A \approx \sqrt{\frac{\sigma^2 d}{n}} \approx 0.10 \), Corollary 9 implies that with high probability, the sketched solution \( \hat{x} = x^N \) satisfies the error bound
\[ \| \hat{x} - x^* \|_2 \leq c_0' \sqrt{\frac{\sigma^2 d}{n}} \]
for some constant \( c_0' > 0 \). This prediction is confirmed by the green bars in Figure 3.3, showing that \( \| \hat{x} - x^* \|_A \approx 0.11 \) across all dimensions. Finally, the red bars show the results of running the classical sketch with a sketch dimension of \((6 \times 4)d = 24d\) sketches, corresponding to the total number of sketches used by the IHS algorithm. Note that the error is roughly twice as large.
3.2.2 Sparse least-squares

We now turn to a study of an $\ell_1$-constrained form of least-squares, referred to as the Lasso or relaxed basis pursuit program [36, 134]. In particular, consider the convex program

$$x^{\text{LS}} = \arg \min_{\|x\|_1 \leq R} \left\{ \frac{1}{2} \| y - Ax \|_2^2 \right\},$$

(3.30)

where $R > 0$ is a user-defined radius. This estimator is well-suited to the problem of sparse linear regression, based on the observation model $y = Ax^* + w$, where $x^*$ has at most $k$ non-zero entries, and $A \in \mathbb{R}^{n \times d}$ has i.i.d. $N(0, 1)$ entries. For the purposes of this illustration, we assume that the radius is chosen such that $R = \|x^*\|_1$.

Under these conditions, the proof of Corollary 10 shows that a sketch size $m \geq \gamma k \log \left( \frac{ed}{k} \right)$ suffices to guarantee geometric convergence of the IHS updates. Panel (a) of Figure 3.4 illustrates the accuracy of this prediction, showing the resulting convergence rate of the the IHS algorithm, measured in terms of the error $\|x^f - x^{\text{LS}}\|_A$, for different values $\gamma \in \{2, 5, 25\}$. As predicted by Theorem 4, the convergence rate is geometric (linear on the log scale shown), with the rate increasing as the parameter $\gamma$ is increased.

\footnote{In practice, this unrealistic assumption of exactly knowing $\|x^*\|_1$ is avoided by instead considering the $\ell_1$-penalized form of least-squares, but we focus on the constrained case to keep this illustration as simple as possible.}
As long as \( n \gtrsim k \log \left( \frac{ed}{\delta} \right) \), it also follows as a corollary of Proposition 4 that

\[
\| x^{LS} - x^* \|^2_A \lesssim \frac{\sigma^2 k \log \left( \frac{ed}{\delta} \right)}{n},
\]

with high probability. This bound suggests an appropriate choice for the tolerance parameter \( \varepsilon \) in Theorem 4, and leads us to the following guarantee.

**Corollary 10.** For the stated random ensemble of sparse linear regression problems, suppose that we run the IHS algorithm for \( N = 1 + \left\lceil \log \frac{\sqrt{n} \| x^{LS} \|_A}{\sigma \log(1/\rho)} \right\rceil \) iterations using \( m = \frac{20}{\rho^2} k \log \left( \frac{ed}{\delta} \right) \) projections per round. Then with probability greater than \( 1 - c_1 N e^{-c_2 \frac{m \rho^2}{\log^4(d)}} \), the output \( \hat{x} \) satisfies the bounds

\[
\| \hat{x} - x^{LS} \|_A \leq \sqrt{\frac{\sigma^2 k \log \left( \frac{ed}{\delta} \right)}{n}} \quad \text{and} \quad \| x^N - x^* \|_A \leq \sqrt{\frac{\sigma^2 k \log \left( \frac{ed}{\delta} \right)}{n}} + \| x^{LS} - x^* \|_A.
\]

(3.32)

In order to verify the predicted bound (3.32) on the error \( \| \hat{x} - x^{LS} \|_A \), we performed a second experiment. Fixing \( n = 100 k \log \left( \frac{ed}{\delta} \right) \), we generated \( T = 20 \) random least squares problems (as described above) with the regression dimension ranging as \( d \in \)
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$$\{32, 64, 128, 256\},$$ and sparsity $k = \lceil 2\sqrt{d} \rceil$. Based on these choices, the least-squares estimate should have error $\|x_{\text{LS}} - x^*\|_A \approx \sqrt{\frac{\sigma^2 k \log \left( \frac{ed}{k} \right)}{n}} = 0.1$ with high probability, independently of the pair $(k, d)$. This predicted behavior is confirmed by the blue bars in Figure 3.5; the bar height corresponds to the average over $T = 20$ trials, with the standard errors also marked.

On these same problem instances, we also ran the IHS algorithm using $N = 4$ iterations with a sketch size $m = 4k \log \left( \frac{ed}{k} \right)$. Together with our earlier calculation of $\|x_{\text{LS}} - x^*\|_A$, Corollary 9 implies that with high probability, the sketched solution $\hat{x} = x^N$ satisfies the error bound

$$\|\hat{x} - x^*\|_A \lesssim c_0 \sqrt{\frac{\sigma^2 k \log \left( \frac{ed}{k} \right)}{n}}$$

for some constant $c_0 \in (1, 2]$. This prediction is confirmed by the green bars in Figure 3.5, showing that $\|\hat{x} - x^*\|_A \gtrsim 0.11$ across all dimensions. Finally, the green bars in Figure 3.5 show the error based on using the naive sketch estimate with a total of $M = Nm$ random projections in total; as with the case of ordinary least-squares, the resulting error is roughly twice as large. We also note that a similar bound also applies to problems where a parameter constrained to unit simplex is estimated, such as in portfolio analysis and density estimation [91, 111].
3.2.3 Some larger-scale experiments

In order to further explore the computational gains guaranteed by IHS, we performed some larger scale experiments on sparse regression problems, with the sample size $n$ ranging over the set $\{2^{12}, 2^{13}, ..., 2^{19}\}$ with a fixed input dimension $d = 500$. As before, we generate observations from the linear model $y = Ax^* + w$, where $x^*$ has at most $k$ non-zero entries, and each row of the data matrix $A \in \mathbb{R}^{n \times d}$ is distributed i.i.d. according to a $N(1_d, \Sigma)$ distribution. Here the $d$-dimensional covariance matrix $\Sigma$ has entries $\Sigma_{jk} = 2 \times 0.9^{|j-k|}$, so that the columns of the matrix $A$ will be correlated.

Setting a sparsity $k = \lceil 3 \log(d) \rceil$, we chose the unknown regression vector $x^*$ with its support uniformly random with entries $\pm 1/\sqrt{k}$ with equal probability.

Baseline: In order to provide a baseline for comparison, we used the homotopy algorithm—that is, the Lasso modification of the LARS updates [110, 57]—to solve the original $\ell_1$ constrained problem with $\ell_1$-ball radius $R = \sqrt{k}$. The homotopy algorithm is especially efficient when the Lasso solution $x^{LS}$ is sparse. Since the columns of $A$ are correlated in our ensemble, standard first-order algorithms—among them iterative soft-thresholding, FISTA, spectral projected gradient methods, as well as (block) coordinate descent methods, see, e.g., [20, 149]—performed poorly relative to the homotopy algorithm in terms of computation time; see [18] for observations of this phenomenon in past work.

IHS implementation: For comparison, we implemented the IHS algorithm with a projection dimension $m = \lfloor 4k \log(d) \rfloor$. After projecting the data, we then used the homotopy method to solve the projected sub-problem at each step. In each trial, we ran the IHS algorithm for $N = \lceil \log n \rceil$ iterations.

Table 3.1 provides a summary comparison of the running times for the baseline method (homotopy method on the original problem), versus the IHS method (running time for computing the iterates using the homotopy method), and IHS method plus sketching time. Note that with the exception of the smallest problem size ($n = 4096$), the IHS method including sketching time is the fastest, and it is more than two times faster for large problems. The gains are somewhat more significant if we remove the sketching time from the comparison.

One way in which to measure the quality of the least-squares solution $x^{LS}$ as an estimate of $x^*$ is via its mean-squared (in-sample) prediction error $\|x^{LS} - x^*\|_A^2 = \frac{1}{n} \|A(x^{LS} - x^*)\|_A^2$. For the random ensemble of problems that we have generated, the bound (3.33) guarantees that the squared error should decay at the rate $1/n$ as the sample size $n$ is increased with the dimension $d$ and sparsity $k$ fixed. Figure 3.6 compares the prediction MSE of $x^{LS}$ versus the analogous quantity $\|\hat{x} - x^*\|_A^2$ for the sketched solution. Note that the two curves are essentially indistinguishable, showing
Table 3.1: Running time comparison in seconds of the Baseline (homotopy method applied to original problem), IHS (homotopy method applied to sketched subproblems), and IHS plus sketching time. Each running time estimate corresponds to an average over 300 independent trials of the random sparse regression model described in the main text.

<table>
<thead>
<tr>
<th>Samples n</th>
<th>4096</th>
<th>8192</th>
<th>16384</th>
<th>32768</th>
<th>65536</th>
<th>131072</th>
<th>262144</th>
<th>524288</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>0.0840</td>
<td>0.1701</td>
<td>0.3387</td>
<td>0.6779</td>
<td>1.4083</td>
<td>2.9052</td>
<td>6.0163</td>
<td>12.0969</td>
</tr>
<tr>
<td>IHS</td>
<td>0.0783</td>
<td>0.0993</td>
<td>0.1468</td>
<td>0.2174</td>
<td>0.3601</td>
<td>0.6846</td>
<td>1.4748</td>
<td>3.1593</td>
</tr>
<tr>
<td>IHS+Sketch</td>
<td>0.0877</td>
<td>0.1184</td>
<td>0.1887</td>
<td>0.3222</td>
<td>0.5814</td>
<td>1.1685</td>
<td>2.5967</td>
<td>5.5792</td>
</tr>
</tbody>
</table>

that the sketched solution provides an estimate of $x^*$ that is as good as the original least-squares estimate.

3.2.4 Matrix estimation with nuclear norm constraints

We now turn to the study of nuclear-norm constrained form of least-squares matrix regression. This class of problems has proven useful in many different application areas, among them matrix completion, collaborative filtering, multi-task learning and control theory (e.g., [59, 153, 15, 121, 102]). In particular, let us consider the convex program

$$X_{LS} = \arg \min_{X \in \mathbb{R}^{d_1 \times d_2}} \left\{ \frac{1}{2} \|Y - AX\|_F^2 \right\} \quad \text{such that } \|X\|_* \leq R, \quad (3.34)$$

where $R > 0$ is a user-defined radius as a regularization parameter.

3.2.4.1 Simulated data

Recall the linear observation model previously introduced in Example 3: we observe the pair $(Y, A)$ linked according to the linear $Y = AX^* + W$, where the unknown matrix $X^* \in \mathbb{R}^{d_1 \times d_2}$ is an unknown matrix of rank $r$. The matrix $W$ is observation noise, formed with i.i.d. $N(0, \sigma^2)$ entries. This model is a special case of the more general class of matrix regression problems [102]. As shown in Section 3.7.2, if we solve the nuclear-norm constrained problem with $R = \|X^*\|_*$, then it produces a solution such that $\mathbb{E} \left[ \|X_{LS} - X^*\|_F^2 \right] \lesssim \sigma^2 r \frac{(d_1 + d_2)}{n}$. The following corollary characterizes
Figure 3.6: Plots of the mean-squared prediction errors $\frac{\|A(\tilde{x} - x^*)\|^2}{n}$ versus the sample size $n \in \{9, 10, \ldots, 19\}$ for the original least-squares solution ($\tilde{x} = x^{LS}$ in blue) versus the sketched solution ($\hat{x} = x^{LS}$ in red).

The sketch dimension and iteration number required for the IHS algorithm to match this scaling up to a constant factor.

**Corollary 11** (IHS for nuclear-norm constrained least squares). Suppose that we run the IHS algorithm for $N = 1 + \left\lfloor \log \sqrt{n} \frac{\|X^{LS}\|_A}{\sigma} \right\rfloor$ iterations using $m = c_0 \rho^2 r(d_1 + d_2)$ projections per round. Then with probability greater than $1 - c_1 N e^{-c_2 \log^2(d_1 d_2)}$, the output $X^N$ satisfies the bound

$$\|X^N - X^*\|_A \leq \sqrt{\frac{\sigma^2 r(d_1 + d_2)}{n}} + \|X^{LS} - X^*\|_A.$$  \hfill (3.35)

We have also performed simulations for low-rank matrix estimation, and observed that the IHS algorithm exhibits convergence behavior qualitatively similar to that
shown in Figures 3.3 and 3.5. Similarly, panel (a) of Figure 3.8 compares the performance of the IHS and classical methods for sketching the optimal solution over a range of row sizes $n$. As with the unconstrained least-squares results from Figure 3.1, the classical sketch is very poor compared to the original solution whereas the IHS algorithm exhibits near optimal performance.

### 3.2.4.2 Application to multi-task learning

To conclude, let us illustrate the use of the IHS algorithm in speeding up the training of a classifier for facial expressions. In particular, suppose that our goal is to separate a collection of facial images into different groups, corresponding either to distinct individuals or to different facial expressions. One approach would be to learn a different linear classifier ($a \mapsto \langle a, x \rangle$) for each separate task, but since the classification problems are so closely related, the optimal classifiers are likely to share structure. One way of capturing this shared structure is by concatenating all the different linear classifiers into a matrix, and then estimating this matrix in conjunction with a nuclear norm penalty [9, 11].
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Figure 3.7: Japanese Female Facial Expression (JAFFE) Database: The JAFFE database consists of 213 images of 7 different emotional facial expressions (6 basic facial expressions + 1 neutral) posed by 10 Japanese female models.

In more detail, we performed a simulation study using the The Japanese Female Facial Expression (JAFFE) database [89]. It consists of $N = 213$ images of 7 facial expressions (6 basic facial expressions + 1 neutral) posed by 10 different Japanese female models; see Figure 3.7 for a few example images. We performed an approximately 80 : 20 split of the data set into $n_{\text{train}} = 170$ training and $n_{\text{test}} = 43$ test images respectively. Then we consider classifying each facial expression and each female model as a separate task which gives a total of $d_{\text{task}} = 17$ tasks. For each task $j = 1, \ldots, d_{\text{task}}$, we construct a linear classifier of the form $a \mapsto \text{sign}(\langle a, x_j \rangle)$,
where \( a \in \mathbb{R}^d \) denotes the vectorized image features given by Local Phase Quantization [108]. In our implementation, we fixed the number of features \( d = 32 \). Given this set-up, we train the classifiers in a joint manner, by optimizing simultaneously over the matrix \( X \in \mathbb{R}^{d \times d_{\text{task}}} \) with the classifier vector \( x_j \in \mathbb{R}^d \) as its \( j^{th} \) column. The image data is loaded into the matrix \( A \in \mathbb{R}^{n_{\text{train}} \times d} \), with image feature vector \( a_i \in \mathbb{R}^d \) in column \( i \) for \( i = 1, \ldots, n_{\text{train}} \). Finally, the matrix \( Y \in \{-1, +1\}^{n_{\text{train}} \times d_{\text{task}}} \) encodes class labels for the different classification problems. These instantiations of the pair \((Y, X)\) give us an optimization problem of the form (3.34), and we solve it over a range of regularization radii \( R \).

More specifically, in order to verify the classification accuracy of the classifier obtained by IHT algorithm, we solved the original convex program, the classical sketch based on ROS sketches of dimension \( m = 100 \), and also the corresponding IHS algorithm using ROS sketches of size 20 in each of 5 iterations. In this way, both the classical and IHS procedures use the same total number of sketches, making for a fair comparison. We repeated each of these three procedures for all choices of the radius \( R \in \{1, 2, 3, \ldots, 12\} \), and then applied the resulting classifiers to classify images in the test dataset. For each of the three procedures, we calculated the classification error rate, defined as the total number of mis-classified images divided by \( n_{\text{test}} \times d_{\text{task}} \). Panel (b) of Figure 3.8 plots the resulting classification errors versus the regularization parameter. The error bars correspond to one standard deviation calculated over the randomness in generating sketching matrices. The plots show that the IHS algorithm yields classifiers with performance close to that given by the original solution over a range of regularizer parameters, and is superior to the classification sketch. The error bars also show that the IHS algorithm has less variability in its outputs than the classical sketch.

### 3.3 Discussion

In chapter, we focused on the problem of solution approximation (as opposed to cost approximation) for a broad class of constrained least-squares problem. We began by showing that the classical sketching methods are sub-optimal, from an information-theoretic point of view, for the purposes of solution approximation. We then proposed a novel iterative scheme, known as the iterative Hessian sketch, for deriving \( \varepsilon \)-accurate solution approximations. We proved a general theorem on the properties of this algorithm, showing that the sketch dimension per iteration need grow only proportionally to the statistical dimension of the optimal solution, as measured by the Gaussian width of the tangent cone at the optimum. By taking \( \log(1/\varepsilon) \) iterations, the IHS algorithm is guaranteed to return an \( \varepsilon \)-accurate solution approximation with exponentially high probability.
In addition to these theoretical results, we also provided empirical evaluations that reveal the sub-optimality of the classical sketch, and show that the IHS algorithm produces near-optimal estimators. Finally, we applied our methods to a problem of facial expression using a multi-task learning model applied to the JAFFE face database. We showed that IHS algorithm applied to a nuclear-norm constrained program produces classifiers with considerably better classification accuracy compared to the naive sketch.

There are many directions for further research, but we only list here some of them. The idea behind iterative sketching can also be applied to problems beyond minimizing a least-squares objective function subject to convex constraints. Examples include penalized forms of regression, e.g., see the recent work [151], and various other cost functions. An important class of such problems are \( \ell_p \)-norm forms of regression, based on the convex program

\[
\min_{x \in \mathbb{R}^d} \|Ax - y\|_p^p \quad \text{for some } p \in [1, \infty].
\]

The case of \( \ell_1 \)-regression (\( p = 1 \)) is an important special case, known as robust regression; it is especially effective for data sets containing outliers [69]. Recent
work [37] has proposed to find faster solutions of the \( \ell_1 \)-regression problem using the classical sketch (i.e., based on \((SA, Sy)\)) but with sketching matrices based on Cauchy random vectors. Our iterative technique might be useful in obtaining sharper bounds for solution approximation in this setting as well. In the following section we will show how these result can be generalized to sketching for general convex objective functions.

### 3.4 Proof of lower bounds

This section is devoted to the verification of condition (3.8) for different model classes, followed by the proof of Theorem 3.

#### 3.4.1 Verification of condition (3.8)

We verify the condition for three different types of sketches.

##### 3.4.1.1 Gaussian sketches:

First, let \( S \in \mathbb{R}^{m \times n} \) be a random matrix with i.i.d. Gaussian entries. We use the singular value decomposition to write \( S = UAV^T \) where both \( U \) and \( V \) are orthonormal matrices of left and right singular vectors. By rotation invariance, the columns \( \{v_i\}_{i=1}^m \) are uniformly distributed over the sphere \( S^{n-1} \). Consequently, we have

\[
E_S[S^T (SS^T)^{-1} S] = E\sum_{i=1}^m v_i v_i^T = \frac{m}{n} I_n, \tag{3.36}
\]

showing that condition (3.8) holds with \( \eta = 1 \).

##### 3.4.1.2 ROS sketches (sampled without replacement):

In this case, we have \( S = \sqrt{n} PHD \), where \( P \in \mathbb{R}^{m \times n} \) is a random picking matrix with each row being a standard basis vector sampled without replacement. We then have \( SST = n I_m \) and also \( E_P[P^T P] = \frac{m}{n} I_n \), so that

\[
E_S[S^T (SS^T)^{-1} S] = E_{D,P}[DH^T P^T P HD] = E_D[DH^T (\frac{m}{n} I_n) HD] = \frac{m}{n} I_n,
\]

showing that the condition holds with \( \eta = 1 \).
3.4.1.3 Weighted row sampling:

Finally, suppose that we sample \( m \) rows independently using a distribution \( \{p_j\}_{j=1}^n \) on the rows of the data matrix that is \( \alpha \)-balanced (3.6). Letting \( R \subseteq \{1, 2, \ldots, n\} \) be the subset of rows that are sampled, and let \( N_j \) be the number of times each row is sampled. We then have

\[
\mathbb{E} \left[ S^T (SS^T)^{-1} S \right] = \sum_{j \in R} \mathbb{E} [e_j e_j^T] = D,
\]

where \( D \in \mathbb{R}^{n \times n} \) is a diagonal matrix with entries \( D_{jj} = \mathbb{P}[j \in R] \). Since the trials are independent, the \( j^{th} \) row is sampled at least once in \( m \) trials with probability

\[
q_j = 1 - (1 - p_j)^m, \text{ and hence}
\]

\[
\mathbb{E} [S^T (SS^T)^{-1} S] = \text{diag}\left( \{1 - (1 - p_i)^m\}_{i=1}^m \right) \preceq (1 - (1 - p_\infty)^m) I_n \preceq mp_\infty,
\]

where \( p_\infty = \max_{j \in [n]} p_j \). Consequently, as long as the row weights are \( \alpha \)-balanced (3.6) so that \( p_\infty \leq \frac{\alpha}{n} \), we have

\[
\|\mathbb{E} [S^T (SS^T)^{-1} S]\|_2 \leq \frac{\alpha m}{n}
\]

showing that condition (3.8) holds with \( \eta = \alpha \), as claimed.

3.4.2 Proof of Theorem 3

Let \( \{z^j\}_{j=1}^M \) be a \( 1/2 \)-packing of \( C_0 \cap \mathbb{B}_A(1) \) in the semi-norm \( \| \cdot \|_A \), and for a fixed \( \delta \in (0, 1/4) \), define \( x^j = 4\delta z^j \). Since \( 4\delta \in (0, 1) \), the star-shaped assumption guarantees that each \( x^j \) belongs to \( C_0 \). We thus obtain a collection of \( M \) vectors in \( C_0 \) such that

\[
2\delta \leq \frac{1}{\sqrt{n}} \| A(x^j - x^k) \|_2 \leq 8\delta \quad \text{for all } j \neq k.
\]

Letting \( J \) be a random index uniformly distributed over \( \{1, \ldots, M\} \), suppose that conditionally on \( J = j \), we observe the sketched observation vector \( S y = S A x^j + S w \), as well as the sketched matrix \( S A \). Conditioned on \( J = j \), the random vector \( S y \) follows a \( N(SA x^j, \sigma^2 SS^T) \) distribution, denoted by \( \mathbb{P}_{x^j} \). We let \( \bar{Y} \) denote the resulting mixture variable, with distribution \( \frac{1}{M} \sum_{j=1}^M \mathbb{P}_{x^j} \).

Consider the multiway testing problem of determining the index \( J \) based on observing \( \bar{Y} \). With this set-up, a standard reduction in statistical minimax
(e.g., [23, 152]) implies that, for any estimator $\hat{x}^\dagger$, the worst-case mean-squared error is lower bounded as

$$\sup_{x^* \in C} \mathbb{E}_{S,w} \| \hat{x}^\dagger - x^* \|_A^2 \geq \delta^2 \inf_{\psi} \mathbb{P}[\psi(\tilde{Y}) \neq J],$$

(3.37)

where the infimum ranges over all testing functions $\psi$. Consequently, it suffices to show that the testing error is lower bounded by $1/2$.

In order to do so, we first apply Fano’s inequality [39] conditionally on the sketching matrix $S$ to see that

$$\mathbb{P}[\psi(\tilde{Y}) \neq J] = \mathbb{E}_S \left\{ \mathbb{P}[\psi(\tilde{Y}) \neq J \mid S] \right\} \geq 1 - \frac{\mathbb{E}_S[I_S(\tilde{Y}; J)] + \log 2}{\log M},$$

(3.38)

where $I_S(\tilde{Y}; J)$ denotes the mutual information between $\tilde{Y}$ and $J$ with $S$ fixed. Our next step is to upper bound the expectation $\mathbb{E}_S[I(\tilde{Y}; J)]$.

Letting $D(\mathbb{P}_{x^j} \mid \mid \mathbb{P}_{x^k})$ denote the Kullback-Leibler divergence between the distributions $\mathbb{P}_{x^j}$ and $\mathbb{P}_{x^k}$, the convexity of Kullback-Leibler divergence implies that

$$I_S(\tilde{Y}; J) = \frac{1}{M} \sum_{j=1}^{M} D(\mathbb{P}_{x^j} \mid \mid \frac{1}{M} \sum_{k=1}^{M} \mathbb{P}_{x^k}) \leq \frac{1}{M^2} \sum_{j,k=1}^{M} D(\mathbb{P}_{x^j} \mid \mid \mathbb{P}_{x^k}).$$

Computing the KL divergence for Gaussian vectors yields

$$I_S(\tilde{Y}; J) \leq \frac{1}{M^2} \sum_{j,k=1}^{M} \frac{1}{2\sigma^2} (x^j - x^k)^T A^T \left[ S^T (SS^T)^{-1} S \right] A(x^j - x^k).$$

Thus, using condition (3.8), we have

$$\mathbb{E}_S[I(\tilde{Y}; J)] \leq \frac{1}{M^2} \sum_{j,k=1}^{M} \frac{m \eta}{2n\sigma^2} \| A(x^j - x^k) \|_2^2 \leq \frac{32 m \eta}{\sigma^2} \delta^2,$$

where the final inequality uses the fact that $\| x^j - x^k \|_A \leq 8 \delta$ for all pairs.

Combined with our previous bounds (3.37) and (3.38), we find that

$$\sup_{x^* \in C} \mathbb{E}\| \hat{x} - x^* \|_2^2 \geq \delta^2 \left\{ 1 - \frac{32 m \eta \delta^2}{\sigma^2} + \frac{\log 2}{\log M} \right\}.$$

Setting $\delta = \frac{\sigma^2 \log(M/2)}{64 \eta m}$ yields the lower bound (3.9).
3.5 Proof of Proposition 3

Since \( \hat{x} \) and \( x^{ls} \) are optimal and feasible, respectively, for the Hessian sketch program (3.15), we have

\[
\langle A^T S^T (SA\hat{x} - y), x^{ls} - \hat{x} \rangle \geq 0 \quad (3.39a)
\]

Similarly, since \( x^{ls} \) and \( \hat{x} \) are optimal and feasible, respectively, for the original least squares program

\[
\langle A^T (Ax^{ls} - y), \hat{x} - x^{ls} \rangle \geq 0. \quad (3.39b)
\]

Adding these two inequalities and performing some algebra yields the basic inequality

\[
\frac{1}{m} \| SA\Delta \|_2^2 \leq \left| (Ax^{ls})^T (I_n - \frac{S^T S}{m}) A\Delta \right|. \quad (3.40)
\]

Since \( Ax^{ls} \) is independent of the sketching matrix and \( A\Delta \in \mathcal{K}^{ls}_A \), we have

\[
\frac{1}{m} \| SA\Delta \|_2^2 \geq Z_1(AK) \| A\Delta \|_2^2, \quad \text{and} \quad \left| (Ax^{ls})^T (I_n - S^T S) A\Delta \right| \leq Z_2(AK) \| Ax^{ls} \|_2 \| A\Delta \|_2.
\]

using the definitions (3.17a) and (3.17b) of the random variables \( Z_1(AK) \) and \( Z_2(AK) \) respectively. Combining the pieces yields the claim.

3.6 Proof of Theorem 4

It suffices to show that, for each iteration \( t = 0, 1, 2, \ldots \), we have

\[
\| x^{t+1} - x^{ls} \|_A \leq \frac{Z_2(AK)(S^{t+1})}{Z_1(AK)(S^{t+1})} \| x^t - x^{ls} \|_A. \quad (3.41)
\]

The claimed bounds (3.26a) and (3.26b) then follow by applying the bound (3.41) successively to iterates 1 through \( N \).

For simplicity in notation, we abbreviate \( S^{t+1} \) to \( S \) and \( x^{t+1} \) to \( \hat{x} \). Define the error vector \( \Delta = \hat{x} - x^{ls} \). With some simple algebra, the optimization problem (3.24) that underlies the update \( t + 1 \) can be re-written as

\[
\hat{x} = \arg \min_{x \in C} \left\{ \frac{1}{2m} \| SAx \|_2^2 - \langle A^T \tilde{y}, x \rangle \right\},
\]

where \( \tilde{y} := y - \left[ I - \frac{S^T S}{m} \right] Ax^t \). Since \( \hat{x} \) and \( x^{ls} \) are optimal and feasible respectively, the usual first-order optimality conditions imply that

\[
\langle A^T \frac{S^T S}{m} Ax - A^T \tilde{y}, x^{ls} - \hat{x} \rangle \geq 0.
\]
As before, since $x_{LS}$ is optimal for the original program, we have

$$\langle A^T(Ax_{LS} - \tilde{y} + \left[I - \frac{S^T S}{m}\right]Ax), \hat{x} - x_{LS}\rangle \geq 0.$$  

Adding together these two inequalities and introducing the shorthand $\Delta = \hat{x} - x_{LS}$ yields

$$\frac{1}{m}\|SA\Delta\|_2^2 \leq \left|(A(x_{LS} - x^t)^T\left[I - \frac{S^T S}{m}\right]A\Delta\right|$$  \hspace{1cm} (3.42)

Note that the vector $A(x_{LS} - x^t)$ is independent of the randomness in the sketch matrix $S^{t+1}$. Moreover, the vector $A\Delta$ belongs to the cone $\mathcal{K}$, so that by the definition of $Z_2(AK)(S^{t+1})$, we have

$$\left|(A(x_{LS} - x^t)^T\left[I - \frac{S^T S}{m}\right]A\Delta\right| \leq \|A(x_{LS} - x^t)\|_2 \|A\Delta\|_2 Z_2(AK)(S^{t+1}).$$  \hspace{1cm} (3.43a)

Similarly, note the lower bound

$$\frac{1}{m}\|SA\Delta\|_2^2 \geq \|A\Delta\|_2^2 Z_1(AK)(S^{t+1}).$$  \hspace{1cm} (3.43b)

Combining the two bounds (3.43a) and (3.43b) with the earlier bound (3.42) yields the claim (3.41).

### 3.7 Maximum likelihood estimator and examples

In this section, we a general upper bound on the error of the constrained least-squares estimate. We then use it (and other results) to work through the calculations underlying Examples 1 through 3 from Section 3.1.2.

#### 3.7.1 Upper bound on MLE

The accuracy of $x_{LS}$ as an estimate of $x^*$ depends on the “size” of the star-shaped set

$$\mathcal{K}(x^*) = \{ v \in \mathbb{R}^d \mid v = \frac{t}{\sqrt{n}} A(x - x^*) \text{ for some } t \in [0, 1] \text{ and } x \in \mathcal{C} \}.$$  \hspace{1cm} (3.44)

When the vector $x^*$ is clear from context, we use the shorthand notation $\mathcal{K}^*$ for this set. By taking a union over all possible $x^* \in \mathcal{C}_0$, we obtain the set $\mathcal{K} := \bigcup_{x^* \in \mathcal{C}_0} \mathcal{K}(x^*)$. 
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which plays an important role in our bounds. The complexity of these sets can be measured by their localized Gaussian widths. For any radius $\varepsilon > 0$ and set $\Theta \subseteq \mathbb{R}^n$, the Gaussian width of the set $\Theta \cap B_2(\varepsilon)$ is given by

$$W_\varepsilon(\Theta) := \mathbb{E}_g \left[ \sup_{\|\theta\|_2 \leq \varepsilon} |\langle \theta, \Theta \rangle| \right],$$

(3.45a)

where $g \sim N(0, I_{n \times n})$ is a standard Gaussian vector. Whenever the set $\Theta$ is star-shaped, then it can be shown that, for any $\sigma > 0$ and positive integer $\ell$, the inequality

$$\frac{W_\varepsilon(\Theta)}{\varepsilon \sqrt{\ell}} \leq \frac{\varepsilon}{\sigma}$$

(3.45b)

has a smallest positive solution, which we denote by $\varepsilon_{\ell}(\Theta; \sigma)$. We refer the reader to [19] for further discussion of such localized complexity measures and their properties.

The following result bounds the mean-squared error associated with the constrained least-squares estimate:

**Proposition 4.** For any set $C$ containing $x^*$, the constrained least-squares estimate (3.1) has mean-squared error upper bounded as

$$\mathbb{E}_w[\|x^{LS} - x^*\|^2_2] \leq c_1 \left\{ \varepsilon_n^2(\mathbb{K}^*) + \frac{\sigma^2}{n} \right\} \leq c_1 \left\{ \varepsilon_n^2(\mathbb{K}) + \frac{\sigma^2}{n} \right\}.$$  

(3.46)

We provide the proof of this claim in Section 3.7.3.

### 3.7.2 Detailed calculations for illustrative examples

In this section, we collect together the details of calculations used in our illustrative examples from Section 3.1.2. In all cases, we make use of the convenient shorthand $\tilde{A} = A/\sqrt{n}$.

#### 3.7.2.1 Unconstrained least squares: Example 1

By definition of the Gaussian width, we have

$$W_\delta(\mathbb{K}^*) = \mathbb{E}_g \left[ \sup_{\|\tilde{A}(x - x^*)\|_2 \leq \delta} |\langle g, \tilde{A}(x - x^*) \rangle| \right] \leq \delta \sqrt{d}$$

since the vector $\tilde{A}(x - x^*)$ belongs to a subspace of dimension $\text{rank}(A) = d$. The claimed upper bound (3.10a) thus follows as a consequence of Proposition 4.
3.7.2.2 Sparse vectors: Example 2

The RIP property of order $8k$ implies that

$$
\frac{\|\Delta\|_2^2}{2} \leq \|\tilde{A}\Delta\|_2^2 \leq 2\|\Delta\|_2^2
$$

for all vectors with $\|\Delta\|_0 \leq 8k$, a fact which we use throughout the proof. By definition of the Gaussian width, we have

$$
W_\delta(K^*) = \mathbb{E}g\left[ \sup_{\|x\|_1 \leq \|x^*\|_1} |\langle g, \tilde{A}(x - x^*)\rangle| \right].
$$

Since $x^* \in B_0(k)$, it can be shown (e.g., see the proof of Corollary 3 in [114]) that for any vector $\|x\|_1 \leq \|x^*\|_1$, we have $\|x - x^*\|_1 \leq 2\sqrt{k}\|x - x^*\|_2$. Thus, it suffices to bound the quantity

$$
F(\delta; k) := \mathbb{E}g\left[ \sup_{\|\Delta\|_0 \leq 4k} |\langle g, \tilde{A}\Delta\rangle| \right].
$$

By Lemma 11 in [87], we have

$$
B_1(\sqrt{s}) \cap B_2(1) \subseteq 3\text{clconv}\left\{ B_0(s) \cap B_2(1) \right\},
$$

where clconv denotes the closed convex hull. Applying this lemma with $s = 4k$, we have

$$
F(\delta; k) \leq 3\mathbb{E}\left[ \sup_{\|\Delta\|_0 \leq 4k} |\langle g, \tilde{A}\Delta\rangle| \right] \leq 3\mathbb{E}\left[ \sup_{\|\Delta\|_0 \leq 4k, \|\tilde{A}\Delta\|_2 \leq \delta} |\langle g, \tilde{A}\Delta\rangle| \right],
$$

using the lower RIP property (i). By the upper RIP property, for any pair of vectors $\Delta, \Delta'$ with $\ell_0$-norms at most $4k$, we have

$$
\text{var}\left( \langle g, \tilde{A}\Delta \rangle - \langle g, \tilde{A}\Delta' \rangle \right) \leq 2\|\Delta - \Delta'\|_2^2 = 2\text{var}\left( \langle g, \Delta - \Delta' \rangle \right)
$$

Consequently, by the Sudakov-Fernique comparison [85], we have

$$
\mathbb{E}\left[ \sup_{\|\Delta\|_0 \leq 4k, \|\tilde{A}\Delta\|_2 \leq 2\delta} |\langle g, \tilde{A}\Delta\rangle| \right] \leq 2\mathbb{E}\left[ \sup_{\|\Delta\|_0 \leq 4k, \|\Delta\|_2 \leq 2\delta} |\langle g, \Delta\rangle| \right] \leq c\delta\sqrt{k \log \left( \frac{ed}{k} \right)},
$$

where the final inequality standard results on Gaussian widths [63]. All together, we conclude that

$$
\varepsilon_{2n}^2(K^*; \sigma) \leq c_1\sigma^2 \frac{k \log \left( \frac{ed}{k} \right)}{n}.
$$

Combined with Proposition 4, the claimed upper bound (3.11a) follows.

In the other direction, a straightforward argument (e.g., [119]) shows that there is a universal constant $c > 0$ such that $\log M_{1/2} \geq c k \log \left( \frac{ed}{k} \right)$, so that the stated lower bound follows from Theorem 3.
3.7.2.3 Low rank matrices: Example 3:

By definition of the Gaussian width, we have

$$W_δ(K^*) = \mathbb{E}_g \left[ \sup_{\|x\|_F \leq δ} \|\langle G, (X - X^*) \rangle \| \right],$$

where $G \in \mathbb{R}^{n \times d_2}$ is a Gaussian random matrix, and $\langle C, D \rangle$ denotes the trace inner product between matrices $C$ and $D$. Since $X^*$ has rank at most $r$, it can be shown that $\|X - X^*\|_* \leq 2\sqrt{r} \|X - X^*\|_F$; for instance, see Lemma 1 in [101]. Recalling that $\gamma_{\min}(A)$ denotes the minimum singular value, we have

$$\|X - X^*\|_F \leq \frac{1}{\gamma_{\min}(A)} \|\tilde{A}(X - X^*)\|_F \leq \frac{δ}{\gamma_{\min}(A)}.$$ 

Thus, by duality between the nuclear and operator norms, we have

$$\mathbb{E}_g \left[ \sup_{\|x\|_F \leq δ} \|\langle G, \tilde{A}(X - X^*) \rangle \| \right] \leq \frac{2\sqrt{r} δ}{\gamma_{\min}(A)} \mathbb{E}[\|\tilde{A}^T G\|_2].$$

Now consider the matrix $A^T G \in \mathbb{R}^{d_1 \times d_2}$. For any fixed pair of vectors $(u, v) \in S^{d_1-1} \times S^{d_2-1}$, the random variable $Z = u^T \tilde{A}^T G v$ is zero-mean Gaussian with variance at most $\gamma_{\max}^2(\tilde{A})$. Consequently, by a standard covering argument in random matrix theory [140], we have $\mathbb{E}[\|\tilde{A}^T G\|_2] \lesssim \gamma_{\max}(\tilde{A})(\sqrt{d_1 + d_2})$. Putting together the pieces, we conclude that

$$\frac{\varepsilon_n^2}{\sigma^2} \leq \frac{\gamma_{\max}(A)}{\gamma_{\min}(A)} r (d_1 + d_2),$$

so that the upper bound (3.14a) follows from Proposition 4.

3.7.3 Proof of Proposition 4

Throughout this proof, we adopt the shorthand $\varepsilon_n = \varepsilon_n(K^*)$. Our strategy is to prove the following more general claim: for any $t \geq \varepsilon_n$, we have

$$\mathbb{P}_{S, w}[\|x^{LS} - x^*\|_A^2 \geq 16t\varepsilon_n] \leq c_1 e^{-c_2 \frac{n \varepsilon_n}{\sigma^2}}. \quad (3.47)$$

A simple integration argument applied to this tail bound implies the claimed bound (3.46) on the expected mean-squared error.
Since $x^*$ and $x^\text{LS}$ are feasible and optimal, respectively, for the optimization problem (3.1), we have the basic inequality

$$\frac{1}{2n} \| y - Ax^\text{LS} \|^2_2 \leq \frac{1}{2n} \| y - Ax^* \|_2 = \frac{1}{2n} \| w \|^2_2.$$

Introducing the shorthand $\Delta = x^\text{LS} - x^*$ and re-arranging terms yields

$$\frac{1}{2} \| \Delta \|^2_A = \frac{1}{2n} \| A \Delta \|^2_2 \leq \frac{\sigma}{n} \| \sum_{i=1}^n (g_i, A \Delta) \|; \quad (3.48)$$

where $g \sim N(0, I_n)$ is a standard normal vector.

For a given $u \geq \varepsilon_n$, define the “bad” event

$$B(u) := \{ \exists \ z \in C - x^* \text{ with } \| z \|_A \geq u, \text{ and } \| \frac{\sigma}{n} \sum_{i=1}^n g_i(Az)_i \| \geq 2u \| z \|_A \}$$

The following lemma controls the probability of this event:

**Lemma 16.** For all $u \geq \varepsilon_n$, we have $\mathbb{P}[B(u)] \leq e^{-\frac{nu^2}{2\sigma^2}}$.

Returning to prove this lemma momentarily, let us prove the bound (3.47). For any $t \geq \varepsilon_n$, we can apply Lemma 16 with $u = \sqrt{t\varepsilon_n}$ to find that

$$\mathbb{P}[B^c(\sqrt{t\varepsilon_n})] \geq 1 - e^{-\frac{nt\varepsilon_n}{2\sigma^2}}.$$

If $\| \Delta \|_A < \sqrt{t\varepsilon_n}$, then the claim is immediate. Otherwise, we have $\| \Delta \|_A \geq \sqrt{t\varepsilon_n}$. Since $\Delta \in C - x^*$, we may condition on $B^c(\sqrt{t\varepsilon_n})$ so as to obtain the bound

$$\left| \frac{\sigma}{n} \sum_{i=1}^n g_i(A\Delta)_i \right| \leq 2\| \Delta \|_A \sqrt{t\varepsilon_n}.$$

Combined with the basic inequality (3.48), we see that

$$\frac{1}{2} \| \Delta \|^2_A \leq 2 \| \Delta \|_A \sqrt{t\varepsilon_n}, \quad \text{or equivalently } \| \Delta \|^2_A \leq 16t\varepsilon_n,$$

a bound that holds with probability greater than $1 - e^{-\frac{nt\varepsilon_n}{2\sigma^2}}$ as claimed.

It remains to prove Lemma 16. Our proof involves the auxiliary random variable

$$V_n(u) := \sup_{z \in \text{star}(C - x^*)} \left| \frac{\sigma}{n} \sum_{i=1}^n g_i(Az)_i \right|,$$
Inclusion of events: We first claim that $\mathcal{B}(u) \subseteq \{V_n(u) \geq 2u^2\}$. Indeed, if $\mathcal{B}(u)$ occurs, then there exists some $z \in \mathcal{C} - x^*$ with $\|z\|_A \geq u$ and

$$\left| \frac{\sigma}{\sqrt{n}} \sum_{i=1}^{n} g_i (Az)_i \right| \geq 2u \|z\|_A. \tag{3.49}$$

Define the rescaled vector $\tilde{z} = \frac{u}{\|z\|_A} z$. Since $z \in \mathcal{C} - x^*$ and $\frac{u}{\|z\|_A} \leq 1$, the vector $\tilde{z} \in \text{star}(\mathcal{C} - x^*)$. Moreover, by construction, we have $\|\tilde{z}\|_A = u$. When the inequality (3.49) holds, the vector $\tilde{z}$ thus satisfies $\left| \frac{\sigma}{\sqrt{n}} \sum_{i=1}^{n} g_i (A\tilde{z})_i \right| \geq 2u^2$, which certifies that $V_n(u) \geq 2u^2$, as claimed.

Controlling the tail probability: The final step is to control the probability of the event $\{V_n(u) \geq 2u^2\}$. Viewed as a function of the standard Gaussian vector $(g_1, \ldots, g_n)$, it is easy to see that $V_n(u)$ is Lipschitz with constant $L = \frac{\sigma \sqrt{n}}{\sqrt{2\pi}}$. Consequently, by concentration of measure for Lipschitz Gaussian functions, we have

$$P[V_n(u) \geq \mathbb{E}[V_n(u)] + u^2] \leq e^{-\frac{nu^2}{2\sigma^2}}. \tag{3.50}$$

In order to complete the proof, it suffices to show that $\mathbb{E}[V_n(u)] \leq u^2$. By definition, we have $\mathbb{E}[V_n(u)] = \frac{\sigma}{\sqrt{n}} \mathcal{W}_u(\mathcal{K}^*)$. Since $\mathcal{K}^*$ is a star-shaped set, the function $v \mapsto \mathcal{W}_v(\mathcal{K}^*)/v$ is non-increasing [19]. Since $u \geq \varepsilon_n$, we have

$$\frac{\sigma \mathcal{W}_u(\mathcal{K}^*)}{u} \leq \frac{\sigma \mathcal{W}_{\varepsilon_n}(\mathcal{K}^*)}{\varepsilon_n} \leq \varepsilon_n,$$

where the final step follows from the definition of $\varepsilon_n$. Putting together the pieces, we conclude that $\mathbb{E}[V_n(u)] \leq \varepsilon_n u \leq u^2$ as claimed.
Relative to first-order methods, second-order methods for convex optimization enjoy superior convergence in both theory and practice. For instance, Newton’s method converges at a quadratic rate for strongly convex and smooth problems. Even for functions that are weakly convex—that is, convex but not strongly convex—modifications of Newton’s method have super-linear convergence (for instance, see the paper [150] for an analysis of the Levenberg-Marquardt Method). This rate is faster than the $1/T^2$ convergence rate that can be achieved by a first-order method like accelerated gradient descent, with the latter rate known to be unimprovable (in general) for first-order methods [104]. Yet another issue in first-order methods is the tuning of step size, whose optimal choice depends on the strong convexity parameter and/or smoothness of the underlying problem. For example, consider the problem of optimizing a function of the form $x \mapsto g(Ax)$, where $A \in \mathbb{R}^{n \times d}$ is a “data matrix”, and $g : \mathbb{R}^n \to \mathbb{R}$ is a twice-differentiable function. Here the performance of first-order methods will depend on both the convexity/smoothness of $g$, as well as the conditioning of the data matrix. In contrast, whenever the function $g$ is self-concordant, then Newton’s method with suitably damped steps has a global complexity guarantee that is provably independent of such problem-dependent parameters.

On the other hand, each step of Newton’s method requires solving a linear system defined by the Hessian matrix. For instance, in application to the problem family just described involving an $n \times d$ data matrix, each of these steps has complexity scaling as $O(nd^2)$. For this reason, both forming the Hessian and solving the corresponding linear system pose a tremendous numerical challenge for large values of $(n, d)$—for instance, values of thousands to millions, as is common in big data applications. In order to address this issue, a wide variety of different approximations to Newton’s method have been proposed and studied. The general class of quasi-Newton methods are based on estimating the inverse Hessian using successive evaluations of the gradient.
vectors. Examples of such quasi-Newton methods include DFP and BFGS schemes as well their limited memory versions; see the book by Wright and Nocedal [148] and references therein for further details. A disadvantage of such first-order Hessian approximations is that the associated convergence guarantees are typically weaker than those of Newton’s method and require stronger assumptions.

In this chapter, we propose and analyze a randomized approximation of Newton’s method, known as the **Newton Sketch**. Instead of explicitly computing the Hessian, the Newton Sketch method approximates it via a random projection of dimension $m$. When these projections are carried out using the fast Johnson-Lindenstrauss (JL) transform, say based on Hadamard matrices, each iteration has complexity $O(nd \log(m) + dm^2)$. Our results show that it is always sufficient to choose $m$ proportional to $\min\{d, n\}$, and moreover, that the sketch dimension $m$ can be much smaller for certain types of constrained problems. Thus, in the regime $n > d$ and with $m \asymp d$, the complexity per iteration can be substantially lower than the $O(nd^2)$ complexity of each Newton step. For instance, for an objective function of the form $f(x) = g(Ax)$ in the regime $n \geq d^2$, the complexity of Newton Sketch per iteration is $O(nd \log d)$, which (modulo the logarithm) is linear in the input data size $nd$. Thus, the computational complexity per iteration is comparable to first-order methods that have access only to the gradient $A^T g'(Ax)$. In contrast to first-order methods, we show that for self-concordant functions, the total complexity of obtaining a $\delta$-optimal solution is $O(nd(\log d) \log(1/\delta))$, and without any dependence on constants such as strong convexity or smoothness parameters. Moreover, for problems with $d > n$, we provide a dual strategy that effectively has the same guarantees with roles of $d$ and $n$ exchanged.

We also consider other random projection matrices and sub-sampling strategies, including partial forms of random projection that exploit known structure in the Hessian. For self-concordant functions, we provide an affine invariant analysis proving that the convergence is linear-quadratic and the guarantees are independent of various problem parameters, such as condition numbers of matrices involved in the objective function. Finally, we describe an interior point method to deal with arbitrary convex constraints, which combines the Newton sketch with the barrier method. We provide an upper bound on the total number of iterations required to obtain a solution with a pre-specified target accuracy.

The remainder of this chapter is organized as follows. We begin in Section 4.1 with some background on the classical form of Newton’s method, past work on approximate forms of Newton’s method, random matrices for sketching, and Gaussian widths as a measure of the size of a set. In Section 4.2, we formally introduce the Newton Sketch, including both fully and partially sketched versions for unconstrained and constrained problems. We provide some illustrative examples in Section 4.2.3 before turning to local convergence theory in Section 4.2.4. Section 4.3 is devoted to global convergence results for self-concordant functions, in both the constrained and
unconstrained settings. In Section 4.4, we consider a number of applications and provide additional numerical results. The bulk of our proofs are in given in Section 4.5, with some more technical aspects deferred to later sections.

4.1 Background

We begin with some background material on the standard form of Newton’s method, past work on approximate or stochastic forms of Newton’s method, the basics of random sketching, and the notion of Gaussian width as a complexity measure.

4.1.1 Classical version of Newton’s method

In this section, we briefly review the convergence properties and complexity of the classical form of Newton’s method; see the sources [148, 28, 104] for further background. Let \( f: \mathbb{R}^d \to \mathbb{R} \) be a closed, convex and twice-differentiable function that is bounded below. Given a convex and closed set \( C \), we assume that the constrained minimizer

\[ x^* := \arg \min_{x \in C} f(x) \]  

exists and is uniquely defined. We define the minimum and maximum eigenvalues \( \gamma = \lambda_{\min}(\nabla^2 f(x^*)) \) and \( \beta = \lambda_{\max}(\nabla^2 f(x^*)) \) of the Hessian evaluated at the minimum.

We assume moreover that the Hessian map \( x \mapsto \nabla^2 f(x) \) is Lipschitz continuous with modulus \( L \), meaning that

\[ \| \nabla^2 f(x + \Delta) - \nabla^2 f(x) \|_2 \leq L \| \Delta \|_2. \]  

Under these conditions and given an initial point \( \bar{x}^0 \in C \) such that \( \| \bar{x}^0 - x^* \|_2 \leq \frac{\gamma}{2L} \), the Newton updates are guaranteed to converge quadratically—viz.

\[ \| \bar{x}^{t+1} - x^* \|_2 \leq \frac{2L}{\gamma} \| \bar{x}^t - x^* \|_2^2, \]

This result is classical: for instance, see Boyd and Vandenberghe [28] for a proof. Newton’s method can be slightly modified to be globally convergent by choosing the step sizes via a simple backtracking line-search procedure.

The following result characterizes the complexity of Newton’s method when applied to self-concordant functions and is central in the development of interior point methods (for instance, see the books [107, 28]). We defer the definitions of self-concordance and the line-search procedure in the following sections. The number
of iterations needed to obtain a $\delta$ approximate minimizer of a strictly convex self-concordant function $f$ is bounded by

$$\frac{20 - 8a}{ab(1 - 2a)} (f(x^0) - f(x^*)) + \log_2 \log_2 (1/\delta),$$

where $a, b$ are constants in the line-search procedure.\(^1\)

### 4.1.2 Approximate Newton methods

Given the complexity of the exact Newton updates, various forms of approximate and stochastic variants of Newton’s method have been proposed, which we discuss here. In general, inexact solutions of the Newton updates can be used to guarantee convergence while reducing overall computational complexity [47, 48]. In the unconstrained setting, the Newton update corresponds to solving a linear system of equations, and one approximate approach is truncated Newton’s method: it involves applying the conjugate gradient (CG) method for a specified number of iterations, and then using the solution as an approximate Newton step [48]. In applying this method, the Hessian need not be formed since the CG updates only need access to matrix-vector products with the Hessian. While this strategy is popular, theoretical analysis of inexact Newton methods typically need strong assumptions on the eigenvalues of the Hessian [47]. Since the number of steps of CG for reaching a certain residual error necessarily depends on the condition number, the overall complexity of truncated Newton’s Method is problem-dependent; the condition numbers can be arbitrarily large, and in general are unknown a priori. Ill-conditioned Hessian systems are common in applications of Newton’s method within interior point methods. Consequently, software toolboxes typically perform approximate Newton steps using CG updates in earlier iterations, but then shift to exact Newton steps via Cholesky or QR decompositions in later iterations.

A more recent line of work, inspired by the success of stochastic first-order algorithms for large scale machine learning applications, has focused on stochastic forms of second-order optimization algorithms (e.g., [126, 24, 32, 33]). Schraudolph et al. [126] use online limited memory BFGS-like updates to maintain an inverse Hessian approximation. Byrd et al. [33, 32] propose stochastic second-order methods that use batch sub-sampling in order to obtain curvature information in a computationally inexpensive manner. These methods are numerically effective in problems in which objective consists of a sum of a large number of individual terms; however, their theoretical analysis again involves strong assumptions on the eigenvalues of the Hessian. Moreover, such second-order methods do not retain the affine invariance of the original Newton’s method, which guarantees iterates are independent of the coordinate system and conditioning. When simple stochastic schemes like sub-sampling are used

\(^1\)Typical values of these constants are $a = 0.1$ and $b = 0.5$ in practice.
to approximate the Hessian, affine invariance is lost, since subsampling is coordinate and conditioning dependent. In contrast, the stochastic form of Newton’s method we proposed is constructed so as to retain this affine invariance property, and thus not depend on the problem conditioning.

4.2 Newton Sketch and local convergence

With the basic background in place, let us now introduce the Newton sketch algorithm, and then develop a number of convergence guarantees associated with it. It applies to an optimization problem of the form \( \min_{x \in C} f(x) \), where \( f : \mathbb{R}^d \rightarrow \mathbb{R} \) is a twice-differentiable convex function, and \( C \subseteq \mathbb{R}^d \) is a closed and convex constraint set.

4.2.1 Newton Sketch algorithm

In order to motivate the Newton Sketch algorithm, recall the standard form of Newton’s algorithm: given a current iterate \( \tilde{x}^t \in C \), it generates the new iterate \( \tilde{x}^{t+1} \) by performing a constrained minimization of the second order Taylor expansion—viz.

\[
\tilde{x}^{t+1} = \arg \min_{x \in C} \left\{ \frac{1}{2} \langle x - \tilde{x}^t, \nabla^2 f(\tilde{x}^t)(x - \tilde{x}^t) \rangle + \langle \nabla f(\tilde{x}^t), x - \tilde{x}^t \rangle \right\}. \tag{4.3a}
\]

In the unconstrained case—that is, when \( C = \mathbb{R}^d \)—it takes the simpler form

\[
\tilde{x}^{t+1} = \tilde{x}^t - \left[ \nabla^2 f(\tilde{x}^t) \right]^{-1} \nabla f(\tilde{x}^t). \tag{4.3b}
\]

Now suppose that we have available a Hessian matrix square root \( \nabla^2 f(x)^{1/2} \)—that is, a matrix \( \nabla^2 f(x)^{1/2} \) of dimensions \( n \times d \) such that

\[
(\nabla^2 f(x)^{1/2})^T \nabla^2 f(x)^{1/2} = \nabla^2 f(x) \quad \text{for some integer } n \geq \text{rank}(\nabla^2 f(x)).
\]

In many cases, such a matrix square root can be computed efficiently. For instance, consider a function of the form \( f(x) = g(Ax) \) where \( A \in \mathbb{R}^{n \times d} \), and the function \( g : \mathbb{R}^n \rightarrow \mathbb{R} \) has the separable form \( g(Ax) = \sum_{i=1}^n g_i(\langle a_i, x \rangle) \). In this case, a suitable Hessian matrix square root is given by the \( n \times d \) matrix \( \nabla^2 f(x)^{1/2} := \text{diag} \{ g_i''(\langle a_i, x \rangle)^{1/2} \}_{i=1}^n A \). In Section 4.2.3, we discuss various concrete instantiations of such functions.

In terms of this notation, the ordinary Newton update can be re-written as

\[
\tilde{x}^{t+1} = \arg \min_{x \in C} \left\{ \frac{1}{2} \| \nabla^2 f(\tilde{x}^t)^{1/2}(x - \tilde{x}^t) \|_2^2 + \langle \nabla f(\tilde{x}^t), x - \tilde{x}^t \rangle \right\} \Phi(x),
\]
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and the Newton Sketch algorithm is most easily understood based on this form of the updates. More precisely, for a sketch dimension $m$ to be chosen, let $S \in \mathbb{R}^{m \times n}$ be a sub-Gaussian, ROS, sparse-JL sketch or subspace embedding (when $\mathcal{C}$ is a subspace), satisfying the relation $E[S^T S] = I_n$. The Newton Sketch algorithm generates a sequence of iterates $\{x^t\}_{t=0}^\infty$ according to the recursion

$$x^{t+1} = \underset{x \in \mathcal{C}}{\arg \min} \left\{ \frac{1}{2} \|S^t \nabla^2 f(x^t) \|_2 (x - x^t) + \langle \nabla f(x^t), x - x^t \rangle \right\},$$

(4.4)

where $S^t \in \mathbb{R}^{m \times d}$ is an independent realization of a sketching matrix. When the problem is unconstrained, i.e., $\mathcal{C} = \mathbb{R}^d$ and the matrix $\nabla^2 f(x^t)^{1/2} (S^t)^T S^t \nabla^2 f(x^t)^{1/2}$ is invertible, the Newton Sketch update takes the simpler form

$$x^{t+1} = x^t - (\nabla^2 f(x^t)^{1/2} (S^t)^T S^t \nabla^2 f(x^t)^{1/2})^{-1} \nabla f(x^t).$$

(4.5)

The intuition underlying the Newton Sketch updates is as follows: the iterate $x^{t+1}$ corresponds to the constrained minimizer of the random objective function $\Phi(x; S^t)$ whose expectation $E[\Phi(x; S^t)]$, taking averages over the isotropic sketch matrix $S^t$, is equal to the original Newton objective $\tilde{\Phi}(x)$. Consequently, it can be seen as a stochastic form of the Newton update, which minimizes a random quadratic approximation at each iteration.

We also analyze a partially sketched Newton update, which takes the following form. Given an additive decomposition of the form $f = f_0 + g$, we perform a sketch of of the Hessian $\nabla^2 f_0$ while retaining the exact form of the Hessian $\nabla^2 g$. This splitting leads to the partially sketched update

$$x^{t+1} = \underset{x \in \mathcal{C}}{\arg \min} \left\{ \frac{1}{2} (x - x^t)^T Q^t (x - x^t) + \langle \nabla f(x^t), x - x^t \rangle \right\},$$

(4.6)

where $Q^t := (S^t \nabla^2 f_0(x^t)^{1/2})^T S^t \nabla^2 f_0(x^t)^{1/2} + \nabla^2 g(x^t)$.

For either the fully sketched (4.4) or partially sketched updates (4.6), our analysis shows that there are many settings in which the sketch dimension $m$ can be chosen to be substantially smaller than $n$, in which cases the sketched Newton updates will be much cheaper than a standard Newton update. For instance, the unconstrained update (4.5) can be computed in at most $O(md^2)$ time, as opposed to the $O(nd^2)$ time of the standard Newton update. In constrained settings, we show that the sketch dimension $m$ can often be chosen even smaller—even $m \ll d$—which leads to further savings.
4.2.2 **Affine invariance of the Newton Sketch and sketched KKT systems**

A desirable feature of the Newton Sketch is that, similar to the original Newton’s method, both of its forms remain (statistically) invariant under an affine transformation. In other words, if we apply Newton Sketch on an affine transformation of a particular function, the statistics of the iterates are related by the same transformation. As a concrete example, consider the problem of minimizing a function $f : \mathbb{R}^d \rightarrow \mathbb{R}$ subject to equality constraints $Cx = e$, for some matrix $C \in \mathbb{R}^{n \times d}$ and vector $e \in \mathbb{R}^n$. For this particular problem, the Newton Sketch update takes the form

$$x^{t+1} : = \arg \min_{x \in \mathbb{R}^d} \left\{ \frac{1}{2} \| S^t \nabla^2 f(x^t)^{1/2} (x - x^t) \|^2 + \langle \nabla f(x^t), x - x^t \rangle \right\}.$$  

(4.7)

Equivalently, by introducing Lagrangian dual variables for the linear constraints, it is equivalent to solve the following sketched KKT system

$$\begin{bmatrix} \nabla^2 f(x^t)^{1/2} (S^t)^T S^t \nabla^2 f(x^t)^{1/2} & C^T \\ C & 0 \end{bmatrix} \begin{bmatrix} \Delta x_{NSK} \\ w_{NSK} \end{bmatrix} = - \begin{bmatrix} \nabla f(x^t) \\ 0 \end{bmatrix},$$

where $\Delta x_{NSK} = x^{t+1} - x^t \in \mathbb{R}^d$ is the sketched Newton step where $x^t$ is assumed feasible, and $w_{NSK} \in \mathbb{R}^n$ is the optimal dual variable for the stochastic quadratic approximation.

Now fix the random sketching matrix $S^t$ and consider the transformed objective function $\hat{f}(y) := f(By)$, where $B \in \mathbb{R}^{d \times d}$ is an invertible matrix. If we apply the Newton Sketch algorithm to the transformed problem involving $\hat{f}$, the sketched Newton step $\Delta y_{NSK}$ is given by the solution to the system

$$\begin{bmatrix} B^T (\nabla^2 f(x^t)^{1/2})^T (S^t)^T S^t \nabla^2 f(x^t)^{1/2} B & B^T C^T \\ CB & 0 \end{bmatrix} \begin{bmatrix} \Delta y_{NSK} \\ \hat{w}_{NSK} \end{bmatrix} = - \begin{bmatrix} B^T \nabla f(x^t) \\ 0 \end{bmatrix},$$

which shows that $B \Delta y_{NSK} = \Delta x_{NSK}$. Note that the upper-left block in the above matrix is has rank at most $m$, and consequently the above $2 \times 2$ block matrix has rank at most $m + \text{rank}(C)$.

4.2.3 **Some examples**

In order to provide some intuition, let us provide some simple examples to which the sketched Newton updates can be applied.

**Example: Newton Sketch for LP solving**

Consider a linear program (LP) in the standard form

$$\min_{Ax \leq b} \langle c, x \rangle.$$  

(4.8)

100
where $A \in \mathbb{R}^{n \times d}$ is a given constraint matrix. We assume that the polytope $\{x \in \mathbb{R}^d \mid Ax \leq b\}$ is bounded so that the minimum is achieved. A barrier method approach to this LP is based on solving a sequence of problems of the form

$$\min_{x \in \mathbb{R}^d} \left\{ \tau \langle c, x \rangle - \sum_{i=1}^n \log(b_i - \langle a_i, x \rangle) \right\},$$

where $a_i \in \mathbb{R}^d$ denotes the $i^{th}$ row of $A$, and $\tau > 0$ is a weight parameter that is adjusted during the algorithm. By inspection, the function $f : \mathbb{R}^d \rightarrow \mathbb{R} \cup \{+\infty\}$ is twice-differentiable, and its Hessian is given by $\nabla^2 f(x) = A^T \text{diag}\left\{ \frac{1}{(b_i - \langle a_i, x \rangle)^2} \right\} A$. A Hessian square root is given by $\nabla^2 f(x)^{1/2} := \text{diag}\left( \frac{1}{|b_i - \langle a_i, x \rangle|} \right) A$, which allows us to compute the sketched version

$$S \nabla^2 f(x)^{1/2} = S \text{ diag}\left( \frac{1}{|b_i - \langle a_i, x \rangle|} \right) A.$$

With a ROS sketch matrix, computing this matrix requires $O(nd \log(m))$ basic operations. The complexity of each Newton Sketch iteration scales as $O(md^2)$, where $m$ is at most $O(d)$. In contrast, the standard unsketched form of the Newton update has complexity $O(nd^2)$, so that the sketched method is computationally cheaper whenever there are many more constraints than dimensions ($n > d$).

By increasing the barrier parameter $\tau$, we obtain a sequence of solutions that approach the optimum to the LP, which we refer to as the central path. As a simple illustration, Figure 4.1 compares the central paths generated by the ordinary and sketched Newton updates for a polytope defined by $n = 32$ constraints in dimension $d = 2$. Each row shows three independent trials of the method for a given sketch dimension $m$; the top, middle and bottom rows correspond to sketch dimensions $m \in \{d, 4d, 16d\}$ respectively. Note that as the sketch dimension $m$ is increased, the central path taken by the sketched updates converges to the standard central path.

As a second example, we consider the problem of maximum likelihood estimation for generalized linear models.

Example: Newton Sketch for maximum likelihood estimation

The class of generalized linear models (GLMs) is used to model a wide variety of prediction and classification problems, in which the goal is to predict some output variable $y \in \mathcal{Y}$ on the basis of a covariate vector $a \in \mathbb{R}^d$. It includes as special cases the standard linear Gaussian model (in which $\mathcal{Y} = \mathbb{R}$), as well as logistic models for classification (in which $\mathcal{Y} = \{-1, +1\}$), as well as as Poisson models for count-valued responses (in which $\mathcal{Y} = \{0, 1, 2, \ldots\}$). See the book [94] for further details and applications.
Given a collection of \( n \) observations \( \{(y_i, a_i)\}_{i=1}^n \) of response-covariate pairs from some GLM, the problem of constrained maximum likelihood estimation be written in the form

\[
\min_{x \in C} \left\{ \sum_{i=1}^n \psi\left(\langle a_i, x \rangle, y_i \right) \right\},
\]

where \( \psi : \mathbb{R} \times \mathcal{Y} \to \mathbb{R} \) is a given convex function, and \( C \subset \mathbb{R}^d \) is a convex constraint set, chosen by the user to enforce a certain type of structure in the solution. Important special cases of GLMs include the linear Gaussian model, in which \( \psi(u, y) = \frac{1}{2}(y - u)^2 \), and the problem (4.9) corresponds to a regularized form of least-squares, as well as the problem of logistic regression, obtained by setting \( \psi(u, y) = \log(1 + \exp(-yu)) \).

Letting \( A \in \mathbb{R}^{n \times d} \) denote the data matrix with \( a_i \in \mathbb{R}^d \) as its \( i \)-th row, the Hessian of the objective (4.9) takes the form

\[
\nabla^2 f(x) = A^T \text{diag} \left( \psi''(a_i^T x) \right)_{i=1}^n A
\]

Since the function \( \psi \) is convex, we are guaranteed that \( \psi''(a_i^T x) \geq 0 \), and hence the \( n \times d \) matrix \( \text{diag} \left( \psi''(a_i^T x) \right)^{1/2} \) can be used as a matrix square-root. We return to explore this class of examples in more depth in Section 4.4.1.

### 4.2.4 Local convergence analysis using strong convexity

Returning now to the general setting, we begin by proving a local convergence guarantee for the sketched Newton updates. In particular, this theorem provides insight into how large the sketch dimension \( m \) must be in order to guarantee good local behavior of the sketched Newton algorithm.

Our analysis involves the geometry of the tangent cone of the optimal vector \( x^* \) which was first introduced in Section 2. Let us recall the definition in this context: Given a constraint set \( C \) and the minimizer \( x^* := \arg\min_{x \in C} f(x) \) the tangent cone at \( x^* \) is given by

\[
\mathcal{K} = \left\{ \Delta \in \mathbb{R}^d \mid x^* + t\Delta \in C \text{ for some } t > 0 \right\}.
\]

The local analysis to be given in this section involves the \textit{cone-constrained eigenvalues of the Hessian} \( \nabla^2 f(x^*) \), defined as

\[
\gamma = \inf_{z \in \mathcal{K} \cap S^{d-1}} \langle z, \nabla^2 f(x^*) z \rangle, \quad \text{and} \quad \beta = \sup_{z \in \mathcal{K} \cap S^{d-1}} \langle z, \nabla^2 f(x^*) z \rangle.
\]

In the unconstrained case (\( C = \mathbb{R}^d \)), we have \( \mathcal{K} = \mathbb{R}^d \), and so that \( \gamma \) and \( \beta \) reduce to the minimum and maximum eigenvalues of the Hessian \( \nabla^2 f(x^*) \). In the classical analysis
of Newton’s method, these quantities measure the strong convexity and smoothness parameters of the function $f$. Note that the condition $\gamma > 0$ much weaker than strong convexity as it can hold for Hessian matrices that are rank-deficient, as long as the tangent cone $\mathcal{K}$ is suitably small.

Recalling the definition of the Gaussian width from Section 2, our choice of the sketch dimension $m$ depends on the width of the renormalized tangent cone. In particular, for the following theorem, we require it to be lower bounded as

$$m \geq \frac{c}{\epsilon^2} \max_{x \in \mathcal{C}} \mathbb{W}^2(\nabla f(x)^{1/2} \mathcal{K}),$$  \hspace{1cm} (4.12)

where $\epsilon \in (0, \frac{\gamma}{9\beta})$ is a user-defined tolerance, and $c$ is a universal constant. Since the Hessian square-root $\nabla f(x)^{1/2}$ has dimensions $n \times d$, this squared Gaussian width is at most $\min\{n, d\}$. This worst-case bound is achieved for an unconstrained problem (in which case $\mathcal{K} = \mathbb{R}^d$), but the Gaussian width can be substantially smaller for constrained problems. For instance, consider an equality constrained problem with affine constraint $Cx = b$. For such a problem, the tangent cone lies within the nullspace of the matrix $C$—say it is $d_C$-dimensional. It then follows that the squared Gaussian width (4.12) is also bounded by $d_C$; see the example following Theorem 5 for a concrete illustration. Other examples in which the Gaussian width can be substantially smaller include problems involving simplex constraints (portfolio optimization), or $\ell_1$-constraints (sparse regression).

With this set-up, the following theorem is applicable to any twice-differentiable objective $f$ with cone-constrained eigenvalues $(\gamma, \beta)$ defined in equation (4.11), and with Hessian that is $L$-Lipschitz continuous, as defined in equation (4.2).

**Theorem 5** (Local convergence of Newton Sketch). For a given tolerance $\epsilon \in (0, \frac{\gamma}{9\beta})$, consider the Newton Sketch updates (4.4) based on an initialization $x^0$ such that $\|x^0 - x^*\|_2 \leq \frac{\gamma}{8L}$, and a sketch dimension $m$ satisfying the lower bound (4.12). Then with probability at least $1 - c_1 Ne^{-\epsilon_2 m}$, the Euclidean error satisfies the bound

$$\|x^{t+1} - x^*\|_2 \leq \frac{\beta}{\gamma} \|x^t - x^*\|_2 + \frac{4L}{\gamma} \|x^t - x^*\|_2^2, \text{ for iterations } t = 0, \ldots, N - 1.$$  \hspace{1cm} (4.13)

The bound (4.13) shows that when $\epsilon$ is small enough—say $\epsilon = \beta/4\gamma$—then the optimization error $\Delta^t = x^t - x^*$ decays at a linear-quadratic convergence rate. More specifically, the rate is initially quadratic—that is, $\|\Delta^{t+1}\|_2 \approx \frac{4L}{\gamma} \|\Delta^t\|_2^2$ when $\|\Delta^t\|_2$ is large. However, as the iterations progress and $\|\Delta^t\|_2$ becomes substantially less than 1, then the rate becomes linear—meaning that $\|\Delta^{t+1}\|_2 \approx \epsilon_2^2 \|\Delta^t\|_2^2$—since the term $\frac{4L}{\gamma} \|\Delta^t\|_2^2$ becomes negligible compared to $\epsilon_2^2 \|\Delta^t\|_2$. Unwrapping the recursion for all
$N$ steps, the linear rate guarantees the conservative error bounds
\[
\|x^N - x^*\|_2 \leq \frac{\gamma}{8L} \left( \frac{1}{2} + \epsilon \frac{\beta}{\gamma} \right)^N, \quad \text{and} \quad f(x^N) - f(x^*) \leq \frac{\beta \gamma}{8L} \left( \frac{1}{2} + \epsilon \frac{\beta}{\gamma} \right)^N. \tag{4.14}
\]

A notable feature of Theorem 5 is that, depending on the structure of the problem, the linear-quadratic convergence can be obtained using a sketch dimension $m$ that is substantially smaller than $\min\{n,d\}$. As an illustrative example, we performed simulations for some instantiations of a portfolio optimization problem: it is a linearly-constrained quadratic program of the form
\[
\min_{x \geq 0, \sum_{j=1}^d x_j = 1} \left\{ \frac{1}{2} x^T A^T A x - \langle c, x \rangle \right\}, \tag{4.15}
\]
where $A \in \mathbb{R}^{n \times d}$ and $c \in \mathbb{R}^d$ are matrices and vectors that arise from data (see Section 4.4.3 for more details). We used the Newton Sketch to solve different sizes of this problem $d \in \{10, 20, 30, 40, 50, 60\}$, and with $n = d^3$ in each case. Each problem was constructed so that the optimal vector $x^* \in \mathbb{R}^d$ had at most $k = \lceil 2 \log(d) \rceil$ non-zero entries. A calculation of the Gaussian width for this problem (see Section 4.7.3 for the details) shows that it suffices to take a sketch dimension $m \gtrapprox s \log d$, and we implemented the algorithm with this choice. Figure 4.2 shows the convergence rate of the Newton Sketch algorithm for the six different problem sizes: consistent with our theory, the sketch dimension $m \ll \min\{d,n\}$ suffices to guarantee linear convergence in all cases.

It is also possible obtain an asymptotically super-linear rate by using an iteration-dependent sketching accuracy $\epsilon = \epsilon(t)$. The following corollary summarizes one such possible guarantee:

**Corollary 12.** Consider the Newton Sketch iterates using the iteration-dependent sketching accuracy $\epsilon(t) = \frac{1}{\log(1+t)}$. Then with the same probability as in Theorem 5, we have
\[
\|x^{t+1} - x^*\|_2 \leq \frac{1}{\log(1+t)} \frac{\beta}{\gamma} \|x^t - x^*\|_2 + \frac{4L}{\gamma} \|x^t - x^*\|_2^2,
\]
and consequently, super-linear convergence is obtained—namely, \[\lim_{t \to \infty} \frac{\|x^{t+1} - x^*\|_2}{\|x^{t} - x^*\|_2} = 0.\]

Note that the price for this super-linear convergence is that the sketch size is inflated by the factor $\epsilon^{-2}(t) = \log^2(1 + t)$, so it is only logarithmic in the iteration number.
4.3 Newton Sketch for self-concordant functions

The analysis and complexity estimates given in the previous section involve the curvature constants \((\gamma, \beta)\) and the Lipschitz constant \(L\), which are seldom known in practice. Moreover, as with the analysis of classical Newton method, the theory is local, in that the linear-quadratic convergence takes place once the iterates enter a suitable basin of the origin.

In this section, we seek to obtain global convergence results that do not depend on unknown problem parameters. As in the classical analysis, the appropriate setting in which to seek such results is for self-concordant functions, and using an appropriate form of backtracking line search. We begin by analyzing the unconstrained case, and then discuss extensions to constrained problems with self-concordant barriers. In each case, we show that given a suitable lower bound on the sketch dimension, the sketched Newton updates can be equipped with global convergence guarantees that hold with exponentially high probability. Moreover, the total number of iterations does not depend on any unknown constants such as strong convexity and Lipschitz parameters.

4.3.1 Unconstrained case

In this section, we consider the unconstrained optimization problem \(\min_{x \in \mathbb{R}^d} f(x)\), where \(f\) is a closed convex self-concordant function that is bounded below. A closed convex function \(\phi : \mathbb{R} \to \mathbb{R}\) is said to be self-concordant if

\[
|\phi'''(x)| \leq 2 (\phi''(x))^{3/2}. \tag{4.16}
\]

This definition can be extended to a function \(f : \mathbb{R}^d \to \mathbb{R}\) by imposing this requirement on the univariate functions \(\phi_{x,y}(t) := f(x+ty)\), for all choices of \(x, y\) in the domain of \(f\). Examples of self-concordant functions include linear and quadratic functions and negative logarithm. Moreover, the property of self-concordance is preserved under addition and affine transformations.

Our main result provide a bound on the total number of Newton Sketch iterations required to obtain a \(\delta\)-accurate solution without imposing any sort of initialization condition, as was done in our previous analysis. This bound scales proportionally to \(\log(1/\delta)\) and inversely in a parameter \(\nu\) that depends on sketching accuracy \(\epsilon \in (0, \frac{1}{4})\) and backtracking parameters \((a, b)\) via

\[
\nu = ab \frac{\eta^2}{1 + (\frac{1+\epsilon}{1-\epsilon})\eta} \quad \text{where} \quad \eta = \frac{1}{8} \frac{1 - \frac{1}{2} (\frac{1+\epsilon}{1-\epsilon})^2 - a}{(\frac{1+\epsilon}{1-\epsilon})^3}. \tag{4.17}
\]

With this set-up, we have the following guarantee:
Algorithm 1 Unconstrained Newton Sketch with backtracking line search

Require: Starting point $x^0$, tolerance $\delta > 0$, $(a, b)$ line-search parameters, sketching matrices $\{S^t\}_{t=0}^\infty \in \mathbb{R}^{m \times n}$.

1: Compute approximate Newton step $\Delta x^t$ and approximate Newton decrement $\tilde{\lambda}(x^t)$

\[
\Delta x^t : = \arg \min_{\Delta} \langle \nabla f(x^t), \Delta \rangle + \frac{1}{2} \| S^t (\nabla^2 f(x^t))^{1/2} \Delta \|^2;
\]

\[
\tilde{\lambda}(x^t) : = \nabla f(x^t)^T \Delta x^t.
\]

2: Quit if $\tilde{\lambda}(x^t)^2/2 \leq \delta$.

3: Line search: choose $\mu$:

\[
\text{while } f(x^t + \mu \Delta x^t) > f(x^t) + a \mu \lambda(x^t), \quad \mu \leftarrow b \mu
\]

4: Update: $x^{t+1} = x^t + \mu \Delta x^t$

Ensure: minimizer $x^*$, optimality gap $\lambda(x^*)$

Theorem 6. Let $f$ be a strictly convex self-concordant function. Given a sketching matrix $S \in \mathbb{R}^{m \times n}$ with $m = \frac{n}{\epsilon} \max_{x \in \mathcal{C}} \text{rank}(\nabla^2 f(x))$, the number of total iterations $T$ for obtaining an $\delta$ approximate solution in function value via Algorithm 1 is bounded by

\[
N = \frac{f(x^0) - f(x^*)}{\nu} + 0.65 \log_2 \left( \frac{1}{16 \delta} \right), \tag{4.18}
\]

with probability at least $1 - c_1 \delta e^{-c_2 m}$.

The iteration bound (4.18) shows that the convergence of the Newton Sketch is independent of the properties of the function $f$ and problem parameters, similar to classical Newton’s method. Note that for problems with $n > d$, the complexity of each Newton Sketch step is at most $O(d^3 + nd \log d)$, which is smaller than that of Newton’s Method ($O(nd^2)$), and also smaller than typical first-order optimization methods ($O(nd)$) whenever $n > d^2$.

4.3.1.1 Rank-deficient Hessians

As stated, Theorem 6 requires the function to be strictly convex. However, by exploiting the affine invariance of the Newton Sketch updates, we can also obtain guarantees of the form (4.18) for the Newton sketch applied to problems with singular Hessians. As a concrete example, given a matrix $A \in \mathbb{R}^{n \times d}$ that is rank-deficient—that is, with $\text{rank}(A) = r < \min\{n, d\}$—consider a function of the form $f(x) = g(Ax)$, where $g : \mathbb{R}^n \to \mathbb{R}$ is strictly convex and self-concordant. Due to the rank-deficiency of $A$, the Hessian of $f$ will also be rank-deficient, so that Theorem 6 does not directly apply. However, suppose that we let let $A = U \Sigma V^T$ be the full singular value decomposition of $A$, where $\Sigma$ is a diagonal matrix with $\Sigma_{jj} = 0$ for all indices $j > r$. With this notation, define the function $\hat{f}(y) = g(AVy)$, corresponding to the intervertible transformation $x = V y$. We then have

\[
\hat{f}(y) = g(U \Sigma y) = g(U \Sigma_{1:r} y_{1:r}),
\]
where \( y_1 \in \mathbb{R}^r \) denotes the subvector of the first \( r \) entries of \( y \). Hence, viewed as a function on \( \mathbb{R}^r \), the transformed function \( \hat{f} \) is strictly convex and self-concordant, so that Theorem 6 can be applied. By the affine invariance property, the Newton Sketch applied to the original function \( f \) has the same convergence guarantees (and transformed iterates) as the reduced strictly convex function. Consequently, the sketch size choice \( m = c\varepsilon^2 \text{rank}(A) \) is sufficient. Note that in many applications, the rank of \( A \) can be much smaller than \( \min(n,d) \), and so that the Newton Sketch complexity \( O(m^2d) \) is correspondingly smaller, relative to other schemes that do not exploit the low-rank structure. Some optimization methods can exploit low-rankness when a factorization of the form \( A = LR \) is available. However, note that the cost of computing such a low rank factorization scales as \( O(nd^2) \), which dominates the overall complexity of Newton Sketch, including sketching time.

### 4.3.2 Newton Sketch with self-concordant barriers

We now turn to the more general constrained case. Given a closed, convex self-concordant function \( f_0 : \mathbb{R}^d \to \mathbb{R} \), let \( \mathcal{C} \) be a convex subset of \( \mathbb{R}^d \), and consider the constrained optimization problem \( \min_{x \in \mathcal{C}} f_0(x) \). If we are given a convex self-concordant barrier function \( g(x) \) for the constraint set \( \mathcal{C} \), it is customary to consider the unconstrained and penalized problem

\[
\min_{x \in \mathbb{R}^d} \left\{ f_0(x) + g(x) \right\},
\]

which approximates the original problem. One way in which to solve this unconstrained problem is by sketching the Hessian of both \( f_0 \) and \( g \), in which case the theory of the previous section is applicable. However, there are many cases in which the constraints describing \( \mathcal{C} \) are relatively simple, and so the Hessian of \( g \) is highly-structured. For instance, if the constraint set is the usual simplex (i.e., \( x \geq 0 \) and \( \langle 1, x \rangle \leq 1 \)), then the Hessian of the associated log barrier function is a diagonal matrix plus a rank one matrix. Other examples include problems for which \( g \) has a separable structure; such functions frequently arise as regularizers for ill-posed inverse problems. Examples of such regularizers include \( \ell_2 \) regularization \( g(x) = \frac{1}{2} \|x\|_2^2 \), graph regularization \( g(x) = \frac{1}{2} \sum_{i,j \in E} (x_i - x_j)^2 \) induced by an edge set \( E \) (e.g., finite differences) and also other differentiable norms \( g(x) = \left( \sum_{i=1}^d x_i^p \right)^{1/p} \) for \( 1 < p < \infty \).

In all such cases, an attractive strategy is to apply a partial Newton Sketch, in which we sketch the Hessian term \( \nabla^2 f_0(x) \) and retain the exact Hessian \( \nabla^2 g(x) \), as in the previously described updates (4.6). More formally, Algorithm 2 provides a summary of the steps, including the choice of the line search parameters. The main result of this section provides a guarantee on this algorithm, assuming that the sequence of sketch dimensions \( \{m^t\}_{t=0}^\infty \) is appropriately chosen.
Algorithm 2 Newton Sketch with self-concordant barriers

Require: Starting point \( x^0 \), constraint \( C \), corresponding barrier function \( g \) such that \( f = f_0 + g \), tolerance \( \delta > 0 \), \((\alpha, \beta)\) line-search parameters, sketching matrices \( S_t \in \mathbb{R}^{m \times n} \).

1: Compute approximate Newton step \( \Delta x^t \) and approximate Newton decrement \( \tilde{\lambda}_f(x^t) \).

\[
\Delta x^t := \arg \min_{x^t + \Delta \in C} \langle \nabla f(x^t), \Delta \rangle + \frac{1}{2} \| S_t (\nabla^2 f_0(x^t))^{1/2} \Delta \|_2^2 + \frac{1}{2} \Delta^T \nabla^2 g(x^t) \Delta;
\]

\[
\tilde{\lambda}_f(x^t) := \nabla f(x^t)^T \Delta x^t
\]

2: Quit if \( \tilde{\lambda}_f(x^t)^2 / 2 \leq \delta \).

3: Line search: choose \( \mu : \) while \( f(x^t + \mu \Delta x^t) > f(x^t) + \alpha \mu \tilde{\lambda}_f(x^t) \), \( \mu \leftarrow \beta \mu \).

4: Update: \( x^{t+1} = x^t + \mu \Delta x^t \).

Ensure: minimizer \( x^* \), optimality gap \( \lambda(x^*) \).

The choice of sketch dimensions depends on the tangent cones defined by the iterates, namely the sets

\[ K^t := \{ \Delta \in \mathbb{R}^d \mid x^t + \alpha \Delta \in C \text{ for some } \alpha > 0 \}. \]

For a given sketch accuracy \( \epsilon \in (0, 1) \), we require that the sequence of sketch dimensions satisfies the lower bound

\[ m^t \geq \frac{c_3}{\epsilon^2} \max_{x \in C} \mathbb{W}^2(\nabla^2 f(x)^{1/2} K^t). \quad (4.19) \]

Finally, the reader should recall the parameter \( \nu \) was defined in equation (4.17), which depends only on the sketching accuracy \( \epsilon \) and the line search parameters. Given this set-up, we have the following guarantee:

Theorem 7. Let \( f : \mathbb{R}^d \to \mathbb{R} \) be a convex and self-concordant function, and let \( g : \mathbb{R}^d \to \mathbb{R} \cup \{+\infty\} \) be a convex and self-concordant barrier for the convex set \( C \). Suppose that we implement Algorithm 2 with sketch dimensions \( \{m^t\}_{t \geq 0} \) satisfying the lower bound (4.19). Then performing

\[ N = \frac{f(x^0) - f(x^*)}{\nu} + 0.65 \log_2 \left( \frac{1}{16\delta} \right) \text{ iterations} \]

suffices to obtain \( \delta \)-approximate solution in function value with probability at least \( 1 - c_1 N e^{-c_2 m} \).

Thus, we see that the Newton Sketch method can also be used with self-concordant barrier functions, which considerably extends its scope. In the above theorem, note that we can isolate affine constraints from \( C \) and enforce them at each Newton step.

Section 4.4.6 provides a numerical illustration of its performance in this context. As we discuss in the next section, there is a flexibility in choosing the decomposition \( f_0 \) and \( g \) corresponding to objective and barrier, which enables us to also sketch the constraints.
4.3.3 Sketching with interior point methods

In this section, we discuss the application of Newton Sketch to a form of barrier or interior point methods. In particular we discuss two different strategies and provide rigorous worst-case complexity results when the functions in the objective and constraints are self-concordant. More precisely, let us consider a problem of the form

\[
\min_{x \in \mathbb{R}^d} f_0(x) \quad \text{subject to} \quad g_j(x) \leq 0 \quad \text{for} \quad j = 1, \ldots, r, \tag{4.20}
\]

where \(f_0\) and \(\{g_j\}_{j=1}^r\) are twice-differentiable convex functions. We assume that there exists a unique solution \(x^*\) to the above problem.

The barrier method for computing \(x^*\) is based on solving a sequence of problems of the form

\[
\hat{x}(\tau) := \arg \min_{x \in \mathbb{R}^d} \left\{ \tau f_0(x) - \sum_{j=1}^r \log(-g_j(x)) \right\}, \tag{4.21}
\]

for increasing values of the parameter \(\tau \geq 1\). The family of solutions \(\{\hat{x}(\tau)\}_{\tau \geq 1}\) trace out what is known as the central path. A standard bound (e.g., [28]) on the sub-optimality of \(\hat{x}(\tau)\) is given by

\[
f_0(\hat{x}(\tau)) - f_0(x^*) \leq \frac{r}{\tau}.
\]

The barrier method successively updates the penalty parameter \(\tau\) and also the starting points supplied to Newton’s method using previous solutions.

Since Newton’s method lies at the heart of the barrier method, we can obtain a fast version by replacing the exact Newton minimization with the Newton Sketch. Algorithm 3 provides a precise description of this strategy. As noted in Step 1, there are two different strategies in dealing with the convex constraints \(g_j(x) \leq 0\) for \(j = 1, \ldots, r\):

- **Full sketch:** Sketch the full Hessian of the objective function (4.21) using Algorithm 1,
- **Partial sketch:** Sketch only the Hessians corresponding to a subset of the functions \(\{f_0, g_j, j = 1, \ldots, r\}\), and use exact Hessians for the other functions. Apply Algorithm 2.

As shown by our theory, either approach leads to the same convergence guarantees, but the associated computational complexity can vary depending both on how data enters the objective and constraints, as well as the Hessian structure arising from particular functions. The following theorem is an application of the classical results
Algorithm 3 Interior point methods using Newton Sketch

Require: Strictly feasible starting point \( x^0 \), initial parameter \( \tau^0 \) s.t. \( \tau := \tau^0 > 0 \), \( \mu > 1 \), tolerance \( \delta > 0 \).

1: Centering step: Compute \( \hat{x}(\tau) \) by Newton Sketch with backtracking line-search initialized at \( x \) using Algorithm 1 or Algorithm 2.
2: Update \( x := \hat{x}(\tau) \).
3: Quit if \( r/\tau \leq \delta \).
4: Increase \( \tau \) by \( \tau := \mu \tau \).

Ensure: minimizer \( \hat{x}(\tau) \).

on the barrier method tailored for Newton Sketch using any of the above strategies (e.g., see Boyd and Vandenberghe [28]). As before, the key parameter \( \nu \) was defined in Theorem 6.

Theorem 8 (Newton Sketch complexity for interior point methods). For a given target accuracy \( \delta \in (0, 1) \) and any \( \mu > 1 \), the total number of Newton Sketch iterations required to obtain a \( \delta \)-accurate solution using Algorithm 3 is at most

\[
\log \left( \frac{r/(\tau^0 \delta)}{\log \mu} \right) \left( \frac{r(\mu - 1 - \log \mu)}{\nu} + 0.65 \log_2 \left( \frac{1}{16\delta} \right) \right).
\]

(4.22)

If the parameter \( \mu \) is set to minimize the above upper-bound, the choice \( \mu = 1 + \frac{1}{r} \) yields \( O(\sqrt{r}) \) iterations. However, this “optimal” choice is typically not used in practice when applying the standard Newton method; instead, it is common to use a fixed value of \( \mu \in [2, 100] \). In experiments, experience suggests that the number of Newton iterations needed is a constant independent of \( r \) and other parameters. Theorem 8 allows us to obtain faster interior point solvers with rigorous worst-case complexity results. We show different applications of Algorithm 3 in the following section.

4.4 Applications and numerical results

In this section, we discuss some applications of the Newton Sketch to different optimization problems. In particular, we show various forms of Hessian structure that arise in applications, and how the Newton sketch can be computed. When the objective and/or the constraints contain more than one term, the barrier method with Newton Sketch has some flexibility in sketching. We discuss the choices of partial Hessian sketching strategy in the barrier method. It is also possible to apply the sketch in the primal or dual form, and we provide illustrations of both strategies here.
4.4.1 Estimation in generalized linear models

Recall the problem of (constrained) maximum likelihood estimation for a generalized linear model, as previously introduced in Example 4.2.3. It leads to the family of optimization problems (4.9): here $\psi : \mathbb{R} \to \mathbb{R}$ is a given convex function arising from the probabilistic model, and $C \subseteq \mathbb{R}^d$ is a closed convex set that is used to enforce a certain type of structure in the solution, Popular choices of such constraints include $\ell_1$-balls (for enforcing sparsity in a vector), nuclear norms (for enforcing low-rank structure in a matrix), and other non-differentiable semi-norms based on total variation (e.g., $\sum_{j=1}^{d-1} |x_{j+1} - x_j|$), useful for enforcing smoothness or clustering constraints.

Suppose that we apply the Newton Sketch algorithm to the optimization problem (4.9). Given the current iterate $x^t$, computing the next iterate $x^{t+1}$ requires solving the constrained quadratic program

$$
\min_{x \in C} \left\{ \frac{1}{2} \|S \text{diag}(\psi''((a_i, x^t), y_i))\|_2^{1/2} A(x - x^t)\|_2^2 + \sum_{i=1}^n \langle x, \psi'((a_i, x^t), y_i) \rangle \right\}. \quad (4.23)
$$

When the constraint $C$ is a scaled version of the $\ell_1$-ball—that is, $C = \{ x \in \mathbb{R}^d \mid \|x\|_1 \leq R \}$ for some radius $R > 0$—the convex program (4.23) is an instance of the Lasso program [134], for which there is a very large body of work. For small values of $R$, where the cardinality of the solution $x$ is very small, an effective strategy is to apply a homotopy type algorithm, also known as LARS [57, 66], which solves the optimality conditions starting from $R = 0$. For other sets $C$, another popular choice is projected gradient descent, which is efficient when projection onto $C$ is computationally simple.

Focusing on the $\ell_1$-constrained case, let us consider the problem of choosing a suitable sketch dimension $m$. Our choice involves the $\ell_1$-restricted minimal eigenvalue of the data matrix $A$, which is defined by (2.13) in Section 2. Note that we are always guaranteed that $\gamma_k^{-}(A) \geq \lambda_{\min}(A^T A)$. Our result also involves certain quantities that depend on the function $\psi$, namely

$$
\psi''_{\min} := \min_{x \in C} \min_{i=1,\ldots,n} \psi''((a_i, x), y_i), \quad \text{and} \quad \psi''_{\max} := \max_{x \in C} \max_{i=1,\ldots,n} \psi''((a_i, x), y_i),
$$

where $a_i \in \mathbb{R}^d$ is the $i^{th}$ row of $A$. With this set-up, supposing that the optimal solution $x^*$ has cardinality at most $\|x^*\|_0 \leq k$, then it can be shown (see Lemma 25 in Section 4.7.3) that it suffices to take a sketch size

$$
m = c_0 \frac{\psi''_{\max}}{\psi''_{\min}} \frac{\max_{j=1,\ldots,d} \|A_j\|^2}{\gamma_k^{-}(A)} k \log d, \quad (4.24)
$$

where $c_0$ is a universal constant. Let us consider some examples to illustrate:

- Least-Squares regression: $\psi(u) = \frac{1}{2} u^2$, $\psi''(u) = 1$ and $\psi''_{\min} = \psi''_{\max} = 1$. 
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• Poisson regression: \( \psi(u) = e^u \), \( \psi''(u) = e^u \) and \( \frac{\psi''_{\max}}{\psi''_{\min}} = \frac{e^{RA_{\max}}}{e^{-RA_{\min}}} \).

• Logistic regression: \( \psi(u) = \log(1 + e^u) \), \( \psi''(u) = \frac{e^u}{(e^u + 1)^2} \) and \( \frac{\psi''_{\max}}{\psi''_{\min}} = \frac{e^{RA_{\min} - (e^{-RA_{\max}} + 1)^2}}{e^{-RA_{\max}} (e^{RA_{\min}} + 1)^2} \),

where \( A_{\max} := \max_{i=1,\ldots,n} \|a_i\|_\infty \), and \( A_{\min} := \min_{i=1,\ldots,n} \|a_i\|_\infty \).

For typical distributions of the data matrices, the sketch size choice given in equation (4.24) scales as \( O(k \log d) \). As an example, consider data matrices \( A \in \mathbb{R}^{n \times d} \) where each row is independently sampled from a sub-Gaussian distribution with parameter one (see equation (1.1)). Then standard results on random matrices [140] show that \( \gamma_k(A) > 1/2 \) with high probability as long as \( n > c_1 k \log d \) for a sufficiently large constant \( c_1 \). In addition, we have \( \max_{j=1,\ldots,d} \|A_j\|_2^2 = O(n) \), as well as \( \frac{\psi''_{\max}}{\psi''_{\min}} = O(\log(n)) \). For such problems, the per iteration complexity of Newton Sketch update scales as \( O(k^2 d \log^2(d)) \) using standard Lasso solvers (e.g., [75]) or as \( O(k d \log(d)) \) using projected gradient descent. Both of these scalings are substantially smaller than conventional algorithms that fail to exploit the small intrinsic dimension of the tangent cone.

### 4.4.2 Semidefinite programs

The Newton Sketch can also be applied to semidefinite programs. As one illustration, let us consider a metric learning problem studied in machine learning. Suppose that we are given \( d \)-dimensional feature vectors \( \{a_i\}_{i=1}^n \) and a collection of \( \binom{n}{2} \) binary indicator variables \( y_{ij} \in \{-1, +1\} \) given by

\[
 y_{ij} = \begin{cases} 
 +1 & \text{if } a_i \text{ and } a_j \text{ belong to the same class} \\
 -1 & \text{otherwise}, 
\end{cases}
\]

defined for all distinct indices \( i, j \in \{1, \ldots, n\} \). The task is to estimate a positive semidefinite matrix \( X \) such that the semi-norm \( \|(a_i - a_j)\|_X := \sqrt{\langle a_i - a_j, X(a_i - a_j) \rangle} \) is a good predictor of whether or not vectors \( i \) and \( j \) belong to the same class. Using the least-squares loss, one way in which to do so is by solving the semidefinite program (SDP)

\[
 \min_{X \succeq 0} \left\{ \sum_{i \neq j}^{\binom{n}{2}} ((X, (a_i - a_j)(a_i - a_j)^T) - y_{ij})^2 + \lambda \text{trace}(X) \right\}.
\]

Here the term \( \text{trace}(X) \), along with its multiplicative pre-factor \( \lambda > 0 \) that can be adjusted by the user, is a regularization term for encouraging a relatively low-rank
solution. Using the standard self-concordant barrier $X \mapsto \log \det(X)$ for the PSD cone, the barrier method involves solving a sequence of sub-problems of the form

$$\min_{X \in \mathbb{R}^{d \times d}} \left\{ \tau \sum_{i=1}^{n} \left( (X, a_i a_i^T) - y_i \right)^2 + \tau \lambda \text{trace} X - \log \det (X) \right\}.$$ 

Now the Hessian of the function $\text{vec}(X) \mapsto f(\text{vec}(X))$ is a $d^2 \times d^2$ matrix given by

$$\nabla^2 f(\text{vec}(X)) = \tau \sum_{i \neq j} \text{vec}(A_{ij}) \text{vec}(A_{ij})^T + X^{-1} \otimes X^{-1},$$

where $A_{ij} := (a_i - a_j)(a_i - a_j)^T$. Then we can apply the barrier method with partial Hessian sketch on the first term, $\{S_{ij} \text{vec}(A_{ij})\}_{i \neq j}$ and exact Hessian for the second term. Since the vectorized decision variable is $\text{vec}(X) \in \mathbb{R}^{d^2}$ the complexity of Newton Sketch is $O(m^2d^2)$ while the complexity of a classical SDP interior-point solver is $O(nd^4)$ in practice.

### 4.4.3 Portfolio optimization and SVMs

Here we consider the Markowitz formulation of the portfolio optimization problem [91]. The objective is to find a vector $x \in \mathbb{R}^d$ belonging to the unit simplex, corresponding to non-negative weights associated with each of $d$ possible assets, so as to maximize the expected return minus a coefficient times the variance of the return. Letting $\mu \in \mathbb{R}^d$ denote a vector corresponding to mean return of the assets, and we let $\Sigma \in \mathbb{R}^{d \times d}$ be a symmetric, positive semidefinite matrix, covariance of the returns. The optimization problem is given by

$$\max_{x \geq 0, \sum_{j=1}^{d} x_j \leq 1} \left\{ \langle \mu, x \rangle - \lambda \frac{1}{2} x^T \Sigma x \right\}. \quad (4.25)$$

The covariance of returns is often estimated from past stock data via an empirical covariance matrix of the form $\Sigma = A^T A$; here columns of $A$ are time series corresponding to assets normalized by $\sqrt{n}$, where $n$ is the length of the observation window.

The barrier method can be used solve the above problem by solving penalized problems of the form

$$\min_{x \in \mathbb{R}^d} \left\{ -\tau \mu^T x + \tau \lambda \frac{1}{2} x^T A^T A x - \sum_{i=1}^{d} \log(\langle e_i, x \rangle) - \log(1 - \langle 1, x \rangle) \right\}, \quad f(x)$$
where \( e_i \in \mathbb{R}^d \) is the \( i \)th element of the canonical basis and 1 is a row vector of all-ones. Then the Hessian of the above barrier penalized formulation can be written as

\[
\nabla^2 f(x) = \tau \lambda A^T A + \left( \text{diag}\{x_i^2\}_{i=1}^d \right)^{-1} + 11^T.
\]

Consequently, we can sketch the data dependent part of the Hessian via \( \tau \lambda SA \) which has at most rank \( m \) and keep the remaining terms in the Hessian exact. Since the matrix \( 11^T \) is rank one, the resulting sketched estimate is therefore diagonal plus rank \((m+1)\) where the matrix inversion lemma [62] can be applied for efficient computation of the Newton Sketch update. Therefore, as long as \( m \leq d \), the complexity per iteration scales as \( \mathcal{O}(md^2) \), which is cheaper than the \( \mathcal{O}(nd^2) \) per step complexity associated with classical interior point methods. We also note that support vector machine classification problems with squared hinge loss also has the same form as in equation (4.25), so that the same same strategy can be applied.

### 4.4.4 Unconstrained logistic regression with \( d \ll n \)

Let us now turn to some numerical comparisons of the Newton Sketch with other popular optimization methods for large-scale instances of logistic regression. More specifically, we generated a data matrix \( A \in \mathbb{R}^{n \times d} \) with \( d = 100 \) features and \( n = 65536 \) observations. Each row \( a_i \in \mathbb{R}^d \) was generated from the \( d \)-variate Gaussian distribution \( N(0, \Sigma) \) where the covariance matrix \( \Sigma \) has 1 on diagonals and \( \rho \) on off-diagonals. As shown in Figures 4.3 and 4.3, the convergence of the algorithm per iteration is very similar to Newton's method. Besides the original Newton's method, the other algorithms compared are

- Gradient Descent (GD) with backtracking line search
- Stochastic Average Gradient (SAG) with line search
- Broyden-Fletcher-Goldfarb-Shanno algorithm (BFGS) (MATLAB R2015a implementation)
- Truncated Newton’s Method (trunNewt)

We ran the Newton Sketch algorithm with ROS sketch and sketch size \( m = 4d \) and plot iterates over 10 independent trials. The gradient method is using backtracking line search. For the Truncated Newton’s Method, we first performed experiments by setting the maximum CG iteration number in the range \( \{\log(d), 2\log(d), 3\log(d), \ldots, 10\log(d)\} \), and then also implemented the residual stopping rule with accuracy \( 1/t \) as suggested in [48]. The best choice among these parameters is shown as \( \text{trunNewt} \) in the plots. All algorithms are implemented in MATLAB.
In the plots, each iteration of the SAG algorithm corresponds to a pass over the data, which is of comparable complexity to a single iteration of GD. In order to keep the plots relatively uncluttered, we have excluded Stochastic Gradient Descent since it is dominated by another stochastic first-order method (SAG), and Accelerated Gradient Method as it is quite similar to Gradient Descent. In Figure 4.3, panels (a) and (b) show the case with no correlation ($\rho = 0$), panels (c) and (d) show the case with correlation $\rho = 0.5$ and panels (e) and (f) shows the case with correlation $\rho = 0.9$. Plots on the left in Figure 4.3—that is panels (a), (c) and (e)—show the log duality gap versus the number of iterations: as expected, on this scale, the classical form of Newton’s method is the fastest. However, when the log optimality gap is plotted versus the wall-clock time (right-side panels (b), (d) and (e)), we now see that the Newton sketch is the fastest.

On the other hand, Figure 4.4 reveals the sensitivity of first order methods to data conditioning. For these experiments, we generated a feature matrix $A$ with $d = 100$ features and $n = 65536$ observations where each row $a_i \in \mathbb{R}^d$ was generated from the Student’s t-distribution with covariance $\Sigma$. The covariance matrix $\Sigma$ has 1 on diagonals and $\rho$ on off-diagonals. In Figure 4.4, panels (a) and (b) show the case with no correlation ($\rho = 0$), panels (c) and (d) show the case with correlation $\rho = 0.5$ and panels (e) and (f) shows the case with correlation $\rho = 0.9$. As it can be seen in Figure 4.4, SAG and GD perform quite poor. As predicted by theory, Newton Sketch performs well even with high correlations and non-Gaussian data while first order algorithms perform poorly.

4.4.5 $\ell_1$-constrained logistic regression and data conditioning

Next we provide some numerical comparisons of Newton Sketch, Newton’s Method and Projected Gradient Descent when applied to an $\ell_1$-constrained form of logistic regression. More specifically, we first generate a feature matrix $A \in \mathbb{R}^{n \times d}$ based on $d = 100$ features and $n = 1000$ observations. Each row $a_i \in \mathbb{R}^d$ is drawn from the $d$-variate Gaussian distribution $N(0, \Sigma)$; the covariance matrix has entries of the form $\Sigma_{ij} = 2|\rho|i-j$, where $\rho \in [0,1]$ is a parameter controlling the correlation, and hence the condition number of the data. For 10 different values of $\rho$ we solved the $\ell_1$-constrained problem ($\|x\|_1 \leq 0.1$), performing 200 independent trials (regenerating the data and sketching matrices randomly each time). The Newton and sketched Newton steps are solved exactly using the homotopy algorithm—that is, the Lasso modification of the LARS updates [110, 57]. The homotopy method is very effective when the solution is very sparse. The ROS sketch with a sketch size of $m = \lceil 4 \times 10 \log d \rceil$ is used where 10 is the estimated cardinality of solution. As shown in Figure 4.5, Newton Sketch converges in about 6 ($\pm 2$) iterations independent of data conditioning while the exact Newton’s method converges in 3 ($\pm 1$) iterations. However the number of iterations needed for projected gradient with line search increases steeply as $\rho$ increases. Note
that, ignoring logarithmic terms, the projected gradient and Newton Sketch have similar computational complexity ($O(nd)$) per iteration while the Newton’s method has higher computational complexity ($O(nd^2)$).

4.4.6 A dual example: Lasso with $d \gg n$

The regularized Lasso problem takes the form $\min_{x \in \mathbb{R}^d} \left\{ \frac{1}{2} \|Ax - y\|_2^2 + \lambda \|x\|_1 \right\}$, where $\lambda > 0$ is a user-specified regularization parameter. In this section, we consider efficient sketching strategies for this class of problems in the regime $d \gg n$. In particular, let us consider the corresponding dual program, given by

$$\max_{\|A^T w\|_\infty \leq \lambda} \left\{ -\frac{1}{2} \|y - w\|_2^2 \right\}.$$

By construction, the number of constraints $d$ in the dual program is larger than the number of optimization variables $n$. If we apply the barrier method to solve this dual formulation, then we need to solve a sequence of problems of the form

$$\min_{w \in \mathbb{R}^n} \left\{ \tau \|y - w\|_2^2 - \sum_{j=1}^{d} \log(\lambda - \langle A_j, w \rangle) - \sum_{j=1}^{d} \log(\lambda + \langle A_j, w \rangle) \right\},$$

where $A_j \in \mathbb{R}^n$ denotes the $j$th column of $A$. The Hessian of the above barrier penalized formulation can be written as

$$\nabla^2 f(w) = \tau I_n + \text{Adiag} \left( \frac{1}{(\lambda - \langle A_j, w \rangle)^2} \right) A^T + \text{Adiag} \left( \frac{1}{(\lambda + \langle A_j, w \rangle)^2} \right) A^T,$$

Consequently we can keep the first term in the Hessian, $\tau I$ exact and apply partial sketching to the Hessians of the last two terms via

$$S \text{diag} \left( \frac{1}{|\lambda - \langle A_j, w \rangle|} + \frac{1}{|\lambda + \langle A_j, w \rangle|} \right) A^T.$$

Since the partially sketched Hessian is of the form $t I_n + V V^T$, where $V$ is rank at most $m$, we can use matrix inversion lemma for efficiently calculating Newton Sketch updates. The complexity of the above strategy for $d > n$ is $O(nm^2)$, where $m$ is at most $n$, whereas traditional interior point solvers are typically $O(dn^2)$ per iteration.

In order to test this algorithm, we generated a feature matrix $A \in \mathbb{R}^{n \times d}$ with $d = 4096$ features and $n = 50$ observations. Each row $a_i \in \mathbb{R}^d$ was generated from the multivariate Gaussian distribution $N(0, \Sigma)$ with $\Sigma_{ij} = 2 \cdot |0.5|^{i-j}$. For a given problem instance, we ran 10 independent trials of the sketched barrier method with
Figure 4.6 shows the duality gap versus iteration number (top panel) and versus the wall-clock time (bottom panel) for the original barrier method (blue) and sketched barrier method (red): although the sketched algorithm requires more iterations, these iterations are cheaper, leading to a smaller wall-clock time. This point is reinforced by Figure 4.7, where we plot the wall-clock time required to reach a duality gap of $10^{-6}$ versus the number of features $n$ in problem families of increasing size. Note that the sketched barrier method outperforms the original barrier method, with significantly less computation time for obtaining similar accuracy.

### 4.5 Proofs of main results

We now turn to the proofs of our theorems, with more technical details deferred to later sections.

#### 4.5.1 Proof of Theorem 5

For any $x \in \text{dom}(f)$, and $r \in \mathbb{R}^d \setminus \{0\}$, we define the following pair of random variables

$$Z_u(S; x, r) := \sup_{w \in \nabla^2 f(x)^{1/2} \cap S^{n-1}} \langle w, (S^T S - I)^{1/2} r \rangle \|r\|_2,$$

$$Z_\ell(S; x) := \inf_{w \in \nabla^2 f(x)^{1/2} \cap S^{n-1}} \|Sw\|_2^2.$$  

Of particular interest to us in analyzing the sketched Newton updates are the sequence of random variables

$$Z^t_u := Z_u(S^t; x^t, \nabla^2 f(x^t)^{1/2} \Delta^t), \quad \text{and} \quad Z^t_\ell := Z_\ell(S^t; x^t).$$

For a given tolerance parameter $\epsilon \in (0, \frac{2\gamma}{9\beta}]$, we define the "good event"

$$E^t := \left\{ Z_1(AK)^t \leq \frac{\epsilon}{2} \quad \text{and} \quad Z_2(AK)^t \geq 1 - \epsilon \right\}. \quad (4.26)$$

The following result gives sufficient conditions on the sketch dimension for this event to hold with high probability:

**Lemma 17** (Sufficient conditions on sketch dimension [114]). (a) For sub-Gaussian sketch matrices, given a sketch size $m > \frac{2\gamma}{9\beta} \max_{x \in \mathcal{C}} \mathbb{W}^2(\nabla^2 f(x)^{1/2} \mathcal{K})$, we have

$$P[E^t] \geq 1 - c_1 e^{-cm\epsilon^2}. \quad (4.27)$$
(b) For randomized orthogonal system (ROS) sketches and JL embeddings, over the class of self-bounding cones, given a sketch size $m > c_0 \log_4 n \max_{x \in C} \mathbb{W}^2(\nabla^2 f(x)^{1/2} K)$, we have

$$P[\mathcal{E}^t] \geq 1 - c_1 e^{-c_2 m \epsilon^2 \log_4 n}. \quad (4.28)$$

The remainder of our proof is based on showing that given any initialization $x^0$ such that $\|x^0 - x^*\|_2 \leq \frac{\gamma}{8L}$, then whenever the event $\cap_{t=1}^N \mathcal{E}^t$ holds, the error vectors $\Delta^t = x^t - x^*$ satisfy the recursion

$$\|\Delta^{t+1}\|_2 \leq \frac{Z_2(AK)^t}{Z_1(AK)^t} \frac{\beta}{7\gamma} \|\Delta^t\|_2 + \frac{1}{Z_1(AK)^t} \frac{8L}{7\gamma} \|\Delta^t\|_2^2 \quad \text{for all } t = 0, 1, \ldots, N - 1. \quad (4.29)$$

Since we have $\frac{Z_2(AK)^t}{Z_1(AK)^t} \leq \epsilon$ and $\frac{1}{Z_1(AK)^t} \leq 2$ whenever the event $\cap_{t=1}^N \mathcal{E}^t$ holds, the bound (4.13) stated in the theorem then follows. Applying Lemma 17 yields the stated probability bound.

Accordingly, it remains to prove the recursion (4.29), and we do so via a basic inequality argument. Recall the function $x \mapsto \Phi(x; S^t)$ that underlies the sketch Newton update (4.4) in moving from iterate $x^t$ to iterate $x^{t+1}$. Since the vectors $x^{t+1}$ and $x^*$ are optimal and feasible, respectively, for the constrained optimization problem, the error vector $\Delta^{t+1} := x^{t+1} - x^*$ satisfies the inequality $\langle \nabla \Phi(x^{t+1}; S^t), -\Delta^{t+1} \rangle \geq 0$, or equivalently

$$\langle (S^t \nabla^2 f(x^t)^{1/2})^T S^t \nabla^2 f(x^t)^{1/2} (\Delta^{t+1} - \Delta^t) + \nabla f(x^t), -\Delta^{t+1} \rangle \geq 0.$$

Similarly, since $x^*$ and $x^{t+1}$ are optimal and feasible, respectively, for the minimization of $f$, we have

$$\langle f(x^*), \Delta^{t+1} \rangle \geq 0.$$ 

Adding these two inequalities and re-arranging leads to the basic inequality

$$\begin{align*}
\|S^t \nabla^2 f(x^t)^{1/2} \Delta^{t+1}\|^2_{\text{LHS}} & \leq \langle S^t \nabla^2 f(x^t)^{1/2} \Delta^{t+1}, S^t \nabla^2 f(x^t)^{1/2} \Delta^t \rangle - \langle \nabla f(x^t) - \nabla f(x^*), \Delta^{t+1} \rangle_{\text{RHS}}.
\end{align*} \quad (4.30)$$

This inequality forms the core of our argument: in particular, the bulk of our proof is devoted to establishing the following bounds:
Lemma 18 (Upper and lower bounds). We have

\[
\text{LHS} \geq Z_1(AK)^t \left\{ \gamma - L\|\Delta_t\|_2 \right\} \|\Delta^{t+1}\|_2^2, \quad \text{and} \\
\text{RHS} \leq Z_2(AK)^t \left\{ \beta + L\|\Delta_t\|_2 \right\} \|\Delta_t\|_2 \|\Delta^{t+1}\|_2 + L\|\Delta_t\|_2^2\|\Delta^{t+1}\|_2. \tag{4.31a}
\]

\[
\text{LHS} \geq Z_1(AK)^t \left\{ \gamma - L\|\Delta_t\|_2 \right\} \|\Delta^{t+1}\|_2^2, \quad \text{and} \\
\text{RHS} \leq Z_2(AK)^t \left\{ \beta + L\|\Delta_t\|_2 \right\} \|\Delta_t\|_2 \|\Delta^{t+1}\|_2 + L\|\Delta_t\|_2^2\|\Delta^{t+1}\|_2. \tag{4.31b}
\]

Taking this lemma as given for the moment, let us complete the proof of the recursion (4.29). Our proof consists of two steps:

- we first show that bound (4.29) holds for \(\Delta^{t+1}\) whenever \(\|\Delta_t\|_2 \leq \frac{\gamma}{8L}\);
- we then show by induction that, conditioned on the event \(\bigcap_{t=1}^N \mathcal{E}^t\), the bound \(\|\Delta_t\|_2 \leq \frac{\gamma}{8L}\) holds for all iterations \(t = 0, 1, \ldots, N\).

Assuming that \(\|\Delta_t\|_2 \leq \frac{\gamma}{8L}\), then our basic inequality (4.30) combined with Lemma 18 implies that

\[
\|\Delta^{t+1}\|_2 \leq \frac{Z_2(AK)^t}{Z_1(AK)^t} \left\{ \beta + L\|\Delta_t\|_2 \right\} \|\Delta_t\|_2 + \frac{L}{Z_1(AK)^t} \left\{ \gamma - L\|\Delta_t\|_2 \right\} \|\Delta_t\|_2^2. 
\]

We have \(L\|\Delta_t\|_2 \leq \gamma/8 \leq \beta/8\), and \((\gamma - L\|\Delta_t\|_2)^{-1} \leq \frac{8}{\gamma L}\) hence

\[
\|\Delta^{t+1}\|_2 \leq \frac{Z_2(AK)^t}{Z_1(AK)^t} \frac{9 \beta}{7 \gamma} \|\Delta_t\|_2 + \frac{1}{Z_1(AK)^t} \frac{8L}{7\gamma} \|\Delta_t\|_2^2, 
\]

thereby verifying the claim (4.29).

Now we need to check for any iteration \(t\), the bound \(\|\Delta_t\|_2 \leq \frac{\gamma}{8L}\) holds. We do so by induction. The base case is trivial since \(\|\Delta^0\|_2 \leq \frac{\gamma}{8L}\) by assumption. Supposing that the bound holds at time \(t\), by our argument above, inequality (4.32) holds, and hence

\[
\|\Delta^{t+1}\|_2 \leq \frac{9 \beta Z_2(AK)^t}{56 L Z_1(AK)^t} + \frac{16L}{7 \gamma Z_1(AK)^t} \frac{\gamma^2}{64 L^2} + \frac{Z_2(AK)^t \frac{9 \beta}{28 \gamma}}{Z_1(AK)^t} + \frac{1}{Z_1(AK)^t} \frac{1 \gamma}{28 L}.
\]

Whenever \(\mathcal{E}^t\) holds, we have \(\frac{Z_2(AK)^t}{Z_1(AK)^t} \leq \frac{2\gamma}{9\beta}\) and \(\frac{1}{Z_1(AK)^t} \leq \frac{1}{2\gamma}\), whence \(\|\Delta^{t+1}\|_2 \leq \left( \frac{1}{28} + \frac{1}{14} \right) \frac{\gamma}{L} \leq \frac{\gamma}{8L}\), as claimed.

The final remaining detail is to prove Lemma 18.
4.5.1.0.1 Proof of Lemma 18: We first prove the lower bound (4.31a) on the LHS. Since $\nabla^2 f(x^t)^{1/2} \Delta^{t+1} \in \nabla^2 f(x^t)^{1/2} \mathcal{K}$, the definition of $Z_1(A\mathcal{K})^t$ ensures that

$$\text{LHS} = \|S'\nabla^2 f(x^t)^{1/2} \Delta^{t+1}\|^2_2 \geq Z_1(A\mathcal{K})^t \|\nabla^2 f(x^t)^{1/2} \Delta^{t+1}\|^2_2 \geq (\Delta^{t+1})^T \nabla^2 f(x^t) \Delta^{t+1} \geq Z_1(A\mathcal{K})^t \{\gamma \|\Delta^{t+1}\|^2_2 - L \|\Delta^{t+1}\|_2 \|\Delta^t\|_2\}$$

where step (i) follows since $(\Delta^{t+1})^T \nabla^2 f(x^*) \Delta^{t+1} + (\Delta^{t+1})^T (\nabla^2 f(x^t) - \nabla^2 f(x^*)) \Delta^{t+1}$

Next we prove the upper bound (4.31b) on the RHS. Throughout this proof, we write $S$ instead of $S^t$ so as to simplify notation. By the integral form of Taylor series, we have

$$\text{RHS} = \int_0^1 (\Delta^t)^T \left[(S \nabla^2 f(x^t)^{1/2})^T S \nabla^2 f(x^t)^{1/2} - \nabla^2 f(x^t + u(x^* - x^t))\right] \Delta^{t+1} du = T_1 + T_2$$

where

$$T_1 := (\Delta^t)^T \left[(S \nabla^2 f(x^t)^{1/2})^T S \nabla^2 f(x^t)^{1/2} - \nabla^2 f(x^t)\right] \Delta^{t+1}, \quad \text{and} \quad (4.33a)$$

$$T_2 := \int_0^1 (\Delta^t)^T \left[-\nabla^2 f(x^t + u(x^* - x^t)) + \nabla^2 f(x^t)\right] \Delta^{t+1} du. \quad (4.33b)$$

Here the decomposition into $T_1$ and $T_2$ follows by adding and subtracting the term $(\Delta^t)^T \nabla^2 f(x^t) \Delta^{t+1}$.

We begin by upper bounding the term $T_1$. By the definition of $Z_2(A\mathcal{K})^t$, we have

$$T_1 \leq \left|(\Delta^t)^T Q(x^t) \left[S^T \frac{S}{m} - I\right] \nabla^2 f(x^t)^{1/2} \Delta^{t+1}\right| \leq Z_2 \|\nabla^2 f(x^t)^{1/2} \Delta^t\|_2 \|\nabla^2 f(x^t)^{1/2} \Delta^{t+1}\|_2.$$

By adding and subtracting terms, we have

$$\|\nabla^2 f(x^t)^{1/2} \Delta^t\|_2 = (\Delta^t)^T \nabla^2 f(x^t) \Delta^t = (\Delta^t)^T \nabla^2 f(x^*) \Delta^t + (\Delta^t)^T \left[\nabla^2 f(x^t) - \nabla^2 f(x^*)\right] \Delta^t \leq \beta \|\Delta^t\|_2^2 + L \|\Delta^t\|_2^3 = \|\Delta^t\|_2^2 (\beta + L \|\Delta^t\|_2),$$

where the final step follows from the definitions of $\beta$ and $L$. A similar argument yields

$$\|\nabla^2 f(x^t)^{1/2} \Delta^{t+1}\|_2^2 \leq \|\Delta^{t+1}\|_2^2 (\beta + L \|\Delta^t\|_2).$$

Overall, we have shown that

$$T_1 \leq Z_2(A\mathcal{K})^t (\beta + L \|\Delta^t\|_2) \|\Delta^t\|_2 \|\Delta^{t+1}\|_2. \quad (4.34)$$
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Turning to the quantity $T_2$, we have

$$
T_2 \leq \left\{ \int_0^1 \sup_{v, \tilde{v} \in \mathbb{K} \cap \mathbb{S}^{d-1}} |v^T [\nabla^2 f(x^t + u(x^* - x^t)) - \nabla^2 f(x^t)] \tilde{v}| \, du \right\} \|\Delta^t\|_2 \|\Delta^{t+1}\|_2
$$

$$
\leq L \|\Delta^t\|_2^2 \|\Delta^{t+1}\|_2,
$$

(4.35)

where the final step uses the local Lipschitz property again. Combining the bound (4.34) with the bound (4.35) yields the bound (4.31b) on the RHS.

### 4.5.2 Proof of Theorem 6

Recall that in this case, we assume that $f$ is a self-concordant strictly convex function. We adopt the following notation and conventions from the book [107]. For a given $x \in \mathbb{R}^d$, we define the pair of dual norms

$$
\|u\|_x := \langle \nabla^2 f(x)u, u \rangle^{1/2}, \quad \text{and} \quad \|v\|_*^x := \langle \nabla^2 f(x)^{-1}v, v \rangle^{1/2},
$$

as well as the Newton decrement

$$
\lambda_f(x) = \langle \nabla^2 f(x)^{-1} \nabla f(x), \nabla f(x) \rangle^{1/2} = \|\nabla^2 f(x)^{-1} \nabla f(x)\|_x = \|\nabla^2 f(x)^{-1/2} \nabla f(x)\|_2.
$$

Note that $\nabla^2 f(x)^{-1}$ is well-defined for strictly convex self-concordant functions. In terms of this notation, the exact Newton update is given by $x \mapsto x_{NE} := x + v$, where

$$
v_{NE} := \arg \min_{z \in \mathbb{C} - x} \left\{ \frac{1}{2} \|\nabla^2 f(x)^{1/2}z\|_2^2 + \langle z, \nabla f(x) \rangle \right\},
$$

(4.36)

whereas the Newton Sketch update is given by $x \mapsto x_{NSK} := x + v_{NSK}$, where

$$
v_{NSK} := \arg \min_{z \in \mathbb{C} - x} \left\{ \frac{1}{2} \|S \nabla^2 f(x)^{1/2}z\|_2^2 + \langle z, \nabla f(x) \rangle \right\}.
$$

(4.37)

The proof of Theorem 6 given in this section involves the unconstrained case ($\mathbb{C} = \mathbb{R}^d$), whereas the proofs of later theorems involve the more general constrained case. In the unconstrained case, the two updates take the simpler forms

$$
x_{NE} = x - (\nabla^2 f(x))^{-1} \nabla f(x), \quad \text{and} \quad x_{NSK} = x - (\nabla^2 f(x)^{1/2} S^T S \nabla^2 f(x)^{1/2})^{-1} \nabla f(x).
$$

For a self-concordant function, the sub-optimality of the Newton iterate $x_{NE}$ in function value satisfies the bound

$$
f(x_{NE}) - \min_{x \in \mathbb{R}^d} f(x) \leq \left[ \lambda_f(x_{NE}) \right]^2.
$$

\[\sqrt{f(x^*)}\]
This classical bound is not directly applicable to the Newton Sketch update, since it involves the approximate Newton decrement \( \tilde{\lambda}_f(x)^2 = -\langle \nabla f(x), v_{NSK} \rangle \), as opposed to the exact one \( \lambda_f(x)^2 = -\langle \nabla f(x), v_{NE} \rangle \). Thus, our strategy is to prove that with high probability over the randomness in the sketch matrix, the approximate Newton decrement can be used as an exit condition.

Recall the definitions (4.36) and (4.37) of the exact \( v_{NE} \) and sketched Newton \( v_{NSK} \) update directions, as well as the definition of the tangent cone \( K \) at \( x \in C \). Let \( K_t \) be the tangent cone at \( x^t \). The following lemma provides a high probability bound on their difference:

**Lemma 19.** Let \( S \in \mathbb{R}^{m \times n} \) be a sub-Gaussian, ROS or JL sketching matrix and consider any fixed vector \( x \in C \) independent of the sketch matrix. If \( m \geq c_0 \frac{W(\nabla^2 f(x)^{1/2}K)^2}{c^4} \), then

\[
\| \nabla^2 f(x)^{1/2}(v_{NSK} - v_{NE}) \|_2 \leq \epsilon \| \nabla^2 f(x)^{1/2}v_{NE} \|_2 \quad (4.38)
\]

with probability at least \( 1 - c_1 e^{-c_2 m \epsilon^2} \).

Similar to the standard analysis of Newton’s method, our analysis of the Newton Sketch algorithm is split into two phases defined by the magnitude of the decrement \( \tilde{\lambda}_f(x) \). In particular, the following lemma constitute the core of our proof:

**Lemma 20.** For \( \epsilon \in (0, 1/2) \), there exist constants \( \nu > 0 \) and \( \eta \in (0, 1/16) \) such that:

(a) If \( \tilde{\lambda}_f(x) > \eta \), then \( f(x_{NSK}) - f(x) \leq -\nu \) with probability at least \( 1 - c_1 e^{-c_2 m \epsilon^2} \).

(b) Conversely, if \( \tilde{\lambda}_f(x) \leq \eta \), then

\[
\tilde{\lambda}_f(x_{NSK}) \leq \tilde{\lambda}_f(x), \quad \text{and} \quad (4.39a)
\]

\[
\lambda_f(x_{NSK}) \leq \left( \frac{16}{25} \right) \lambda_f(x), \quad (4.39b)
\]

where both bounds hold with probability \( 1 - c_1 e^{c_2 m \epsilon^2} \).

Using this lemma, let us now complete the proof of the theorem, dividing our analysis into the two phases of the algorithm.

### 4.5.2.0.2 First phase analysis:

By Lemma 20(a) each iteration in the first phase decreases the function value by at least \( \nu > 0 \), the number of first phase iterations \( N_1 \) is at most

\[
N_1 := \frac{f(x^0) - f(x^*)}{\nu},
\]

with probability at least \( 1 - N_1 c_1 e^{-c_2 m} \).
4.5.2.0.3 Second phase analysis: Next, let us suppose that at some iteration $t$, the condition $\tilde{\lambda}_f(x^t) \leq \eta$ holds, so that part (b) of Lemma 20 can be applied. In fact, the bound (4.39a) then guarantees that $\tilde{\lambda}_f(x^{t+1}) \leq \eta$, so that we may apply the contraction bound (4.39b) repeatedly for $N_2$ rounds so as to obtain that

$$\lambda_f(x^{t+N_2}) \leq \left(\frac{16}{25}\right)^{N_2} \lambda_f(x^t)$$

with probability $1 - N_2 c_1 e^{c_2 m}$.

Since $\lambda_f(x^t) \leq \eta \leq 1/16$ by assumption, the self-concordance of $f$ then implies that

$$f(x^{t+k}) - f(x^*) \leq \left(\frac{16}{25}\right)^k \frac{1}{16}.$$ 

Therefore, in order to ensure that and consequently for achieving $f(x^{t+k}) - f(x^*) \leq \epsilon$, it suffices to the number of second phase iterations lower bounded as $N_2 \geq 0.65 \log_2\left(\frac{1}{16\epsilon}\right)$.

Putting together the two phases, we conclude that the total number of iterations $N$ required to achieve $\epsilon$- accuracy is at most

$$N = N_1 + N_2 \leq \frac{f(x^0) - f(x^*)}{\gamma} + 0.65 \log_2\left(\frac{1}{16\epsilon}\right),$$

and moreover, this guarantee holds with probability at least $1 - N c_1 e^{-c_2 m \epsilon^2}$.

The final step in our proof of the theorem is to establish Lemma 20, and we do in the next two subsections.

4.5.2.1 Proof of Lemma 20(a)

Our proof of this part is performed conditionally on the event $\mathcal{D} := \{\tilde{\lambda}_f(x) > \eta\}$. Our strategy is to show that the backtracking line search leads to a stepsize $s > 0$ such that function decrement in moving from the current iterate $x$ to the new sketched iterate $x_{NSK} = x + sv_{NSK}$ is at least

$$f(x_{NSK}) - f(x) \leq -\nu \quad \text{with probability at least } 1 - c_1 e^{-c_2 m}.$$  

(4.40)

The outline of our proof is as follows. Defining the univariate function $g(u) := f(x + uv_{NSK})$ and $\epsilon' = \frac{2\nu}{1-\epsilon}$, we first show that $\hat{u} = \frac{1}{1+(1+\epsilon')\tilde{\lambda}_f(x)}$ satisfies the bound

$$g(\hat{u}) \leq g(0) - a\hat{u}\tilde{\lambda}_f(x)^2,$$  

(4.41a)
which implies that \( \hat{u} \) satisfies the exit condition of backtracking line search. Therefore, the stepsize \( s \) must be lower bounded as \( s \geq b\hat{u} \), which then implies that the updated solution \( x_{NSK} = x + sv_{NSK} \) satisfies the decrement bound

\[
f(x_{NSK}) - f(x) \leq -ab\frac{\tilde{\lambda}_f(x)^2}{1 + (1 + \frac{2\epsilon}{1-\epsilon})\tilde{\lambda}_f(x)}.
\] (4.41b)

Since \( \tilde{\lambda}_f(x) > \eta \) by assumption and the function \( u \to \frac{u^2}{1+(1+\frac{2\epsilon}{1-\epsilon})u} \) is monotone increasing, this bound implies that inequality (4.40) holds with \( \nu = ab\frac{\eta^2}{1+(1+\frac{2\epsilon}{1-\epsilon})\eta} \).

It remains to prove the claims (4.41a) and (4.41b), for which we make use of the following auxiliary lemma:

**Lemma 21.** For \( u \in \text{dom} \ g \cap \mathbb{R}^+ \), we have the decrement bound

\[
g(u) \leq g(0) + u(\nabla f(x), v_{NSK}) - u\|\nabla^2 f(x)\|^{1/2} v_{NSK} \| v_{NSK} \|_2 - \log (1 - u\|\nabla^2 f(x)\|^{1/2} v_{NSK} \| v_{NSK} \|_2).
\] (4.42)

provided that \( u\|\nabla^2 f(x)\|^{1/2} v_{NSK} \| v_{NSK} \|_2 < 1 \).

**Lemma 22.** With probability at least \( 1 - c_1e^{-c_2m} \), we have

\[
\|\nabla^2 f(x)\|^{1/2} v_{NSK} \| v_{NSK} \|_2 \leq \left( \frac{1 + \epsilon}{1 - \epsilon} \right)^2 \left[ \tilde{\lambda}_f(x) \right]^2.
\] (4.43)

The proof of these lemmas are provided in Sections 4.7.1.2 and 4.7.1.3. Using them, let us prove the claims (4.41a) and (4.41b). Recalling our shorthand \( \epsilon' := \frac{1+\epsilon}{1-\epsilon} - 1 = \frac{2\epsilon}{1-\epsilon} \), substituting inequality (4.43) into the decrement formula (4.42) yields

\[
g(u) \leq g(0) - u\tilde{\lambda}_f(x)^2 - u(1 + \epsilon') \tilde{\lambda}_f(x) - \log (1 - u(1 + \epsilon') \tilde{\lambda}_f(x))
\] (4.44)

\[
= g(0) - \left\{ u(1 + \epsilon')^2\tilde{\lambda}_f(x)^2 + u(1 + \epsilon') \tilde{\lambda}_f(x) + \log (1 - u(1 + \epsilon') \tilde{\lambda}_f(x)) \right\}
\]

\[
+ u((1 + \epsilon')^2 - 1)\tilde{\lambda}_f(x)^2
\]

where we added and subtracted \( u(1 + \epsilon')^2\tilde{\lambda}_f(x)^2 \) so as to obtain the final equality.

We now prove inequality (4.41a). Now setting \( u = \hat{u} := \frac{1}{1+(1+\epsilon')\tilde{\lambda}_f(x)} \), which satisfies the conditions of Lemma 21 yields

\[
g(\hat{u}) \leq g(0) - (1 + \epsilon') \tilde{\lambda}_f(x) + \log (1 + (1 + \epsilon') \tilde{\lambda}_f(x)) + \frac{(\epsilon'^2 + 2\epsilon')\tilde{\lambda}_f(x)^2}{1 + (1 + \epsilon')\tilde{\lambda}_f(x)}.
\]
Making use of the standard inequality 
\[-u + \log(1 + u) \leq -\frac{1}{2}u^2 \] (for instance, see
the book [28]), we find that
\[
g(\hat{u}) \leq g(0) - \frac{1}{2}(1 + \epsilon')^2 \tilde{\lambda}_f(x)^2 + \frac{(\epsilon'^2 + 2\epsilon')\tilde{\lambda}_f(x)^2}{1 + (1 + \epsilon')\tilde{\lambda}_f(x)} \]
\[
= g(0) - \left(\frac{1}{2} - \frac{1}{2}\epsilon'^2 - \epsilon'\right)\tilde{\lambda}_f(x)^2 \hat{u} \]
\[
\leq g(0) - \alpha \tilde{\lambda}_f(x)^2 \hat{u},
\]
where the final inequality follows from our assumption \(\alpha \leq \frac{1}{2} - \frac{1}{2}\epsilon'^2 - \epsilon'\). This
completes the proof of the bound (4.41a). Finally, the lower bound (4.41b) follows
by setting \(u = b\hat{u}\) into the decrement inequality (4.42).

4.5.2.2 Proof of Lemma 20(b)

The proof of this part hinges on the following auxiliary lemma:

**Lemma 23.** For all \(\epsilon \in (0, 1/2)\), we have
\[
\lambda_f(x_{NSK}) \leq \frac{(1 + \epsilon)^2\lambda_f(x)}{1 - (1 + \epsilon)\lambda_f(x)} \leq (1 + \epsilon)\lambda_f(x),
\]
where all bounds hold with probability at least \(1 - c_1e^{-c_2 \epsilon^2}\).

See Section 4.7.1.4 for the proof.

We now use Lemma 23 to prove the two claims in the lemma statement.

4.5.2.2.1 Proof of the bound (4.39a): Recall from the theorem statement that
\(\eta := \frac{1}{8} \frac{1 - \frac{1}{4}(1 + \epsilon)^2 \lambda_f(x)}{(1 + \epsilon)^3}\). By examining the roots of a polynomial in \(\epsilon\), it can be seen that
\(\eta \leq \frac{1 - \epsilon}{1 + \epsilon} \leq \frac{1}{16}\). By applying the inequalities (4.45b), we have
\[
(1 + \epsilon)\lambda_f(x) \leq \tilde{\lambda}_f(x) \leq (1 + \epsilon)\lambda_f(x),
\]
whence inequality (4.45a) implies that
\[
\lambda_f(x_{NSK}) \leq \frac{\lambda_f(x) + \epsilon\lambda_f(x)}{(1 - \frac{1}{16})^2} \leq \left(\frac{16}{225} + \frac{256}{225}\epsilon\right)\lambda_f(x) \leq \frac{16}{25}\lambda_f(x).
\]
Here the final inequality holds for all $\epsilon \in (0, 1/2)$. Combining the bound (4.45b) with inequality (4.47) yields
\[ \tilde{\lambda}_f(x_{NSK}) \leq (1 + \epsilon)\lambda_f(x_{NSK}) \leq (1 + \epsilon)(\frac{16}{25}) \tilde{\lambda}_f(x) \leq \tilde{\lambda}_f(x), \]
where the final inequality again uses the condition $\epsilon \in (0, 1/2)$. This completes the proof of the bound (4.39a).

4.5.2.2 Proof of the bound (4.39b): This inequality has been established as a consequence of proving the bound (4.47).

4.5.3 Proof of Theorem 7

Given the proof of Theorem 6, it remains only to prove the following modified version of Lemma 19. It applies to the exact and sketched Newton directions $v_{NE}, v_{NSK} \in \mathbb{R}^d$ that are defined as follows
\begin{align*}
v_{NE} := \arg \min_{z \in \mathcal{C} - x} & \left\{ \frac{1}{2} \left\| \nabla^2 f(x)^{1/2} z \right\|_2^2 + \langle z, \nabla f(x) \rangle + \frac{1}{2} \langle z, \nabla^2 g(x) z \rangle \right\}, \quad (4.48a) \\
v_{NSK} = \arg \min_{z \in \mathcal{C} - x} & \left\{ \frac{1}{2} \left\| S \nabla^2 f(x)^{1/2} z \right\|_2^2 + \langle z, \nabla f(x) \rangle + \frac{1}{2} \langle z, \nabla^2 g(x) z \rangle \right\}. \quad (4.48b)
\end{align*}
Thus, the only difference is that the Hessian $\nabla^2 f(x)$ is sketched, whereas the term $\nabla^2 g(x)$ remains unsketched. Also note that since the function $g$ is a self-concordant barrier for the set $\mathcal{C}$, we can safely omit the constraint $\mathcal{C}$ in the definitions of sketched and original Newton steps.

**Lemma 24.** Let $S \in \mathbb{R}^{m \times n}$ be a sub-Gaussian, ROS or JL sketching matrix, and let $x \in \mathbb{R}^d$ be a (possibly random) vector independent of $S$. If $m \geq c_0 \max_{x \in \mathcal{C}} \frac{\|\nabla^2 f(x)^{1/2} K \|_2}{\epsilon^2}$, then
\[ \left\| \nabla^2 f(x)^{1/2}(v_{NSK} - v_{NE}) \right\|_2 \leq \epsilon \left\| \nabla^2 f(x)^{1/2} v_{NE} \right\|_2 \]
with probability at least $1 - c_1 e^{-c_2 m \epsilon^2}$.

4.6 Discussion

In this chapter we introduced and analyzed the Newton Sketch, a randomized approximation to the classical Newton updates. This algorithm is a natural generalization of the Iterative Hessian Sketch (IHS) updates analyzed in the previous chapter.
The IHS applies only to constrained least-squares problems (for which the Hessian is independent of the iteration number), whereas the Newton Sketch applies to twice differentiable convex functions, minimized over a closed and convex set. We described various applications of the Newton Sketch, including its use with barrier methods to solve various forms of constrained problems. For the minimization of self-concordant functions, the combination of the Newton Sketch within interior point updates leads to much faster algorithms for an extensive body of convex optimization problems.

Each iteration of the Newton Sketch has lower computational complexity than classical Newton’s method. Moreover, ignoring logarithmic factors, it has lower overall computational complexity than first-order methods when either \( n \geq d^2 \), when applied in the primal form, or \( d \geq n^2 \), when applied in the dual form; here \( n \) and \( d \) denote the dimensions of the data matrix \( A \). In the context of barrier methods, the parameters \( n \) and \( d \) typically correspond to the number of constraints and number of variables, respectively. In many “big data” problems, one of the dimensions is much larger than the other, in which case the Newton Sketch is advantageous. Moreover, sketches based on the randomized Hadamard transform are well-suited to in parallel environments: in this case, the sketching step can be done in \( O(\log m) \) time with \( O(nd) \) processors. This scheme significantly decreases the amount of central computation—namely, from \( O(m^2d + nd \log m) \) to \( O(m^2d + \log d) \).

There are a number of open problems associated with the Newton Sketch. Here we focused our analysis on the cases of sub-Gaussian, randomized orthogonal system (ROS) sketches and JL embeddings. It would also be interesting to analyze sketches based on row sampling and leverage scores. Such techniques preserve the sparsity of the Hessian, and can be used in conjunction with sparse KKT system solvers. Finally, it would be interesting to explore the problem of lower bounds on the sketch dimension \( m \). In particular, is there a threshold below which any algorithm that has access only to gradients and \( m \)-sketched Hessians must necessarily converge at a sub-linear rate, or in a way that depends on the strong convexity and smoothness parameters? Such a result would clarify whether or not the guarantees we obtained are improvable.

### 4.7 Proofs of technical results

#### 4.7.1 Technical results for Theorem 6

In this section, we collect together various technical results and proofs that are required in the proof of Theorem 6.
Let $u$ be a unit-norm vector independent of $S$, and consider the random quantities

$$ Z_1(AK)(S, x) := \inf_{v \in \nabla^2 f(x)^{1/2}K' \cap S^{n-1}} \|Sv\|_2^2 \quad \text{and} \quad (450a) $$

$$ Z_2(AK)(S, x) := \sup_{v \in \nabla^2 f(x)^{1/2}K' \cap S^{n-1}} \left| \langle u, (S^T S - I_n) v \rangle \right|. \quad (450b) $$

By the optimality and feasibility of $v_{NSK}$ and $v_{NE}$ (respectively) for the sketched Newton update (4.37), we have

$$ \frac{1}{2} \|S\nabla^2 f(x)^{1/2}v_{NSK}\|_2^2 - \langle v_{NSK}, \nabla f(x) \rangle \leq \frac{1}{2} \|\nabla^2 f(x)^{1/2}v_{NE}\|_2^2 - \langle v_{NE}, \nabla f(x) \rangle. $$

Defining the difference vector $\hat{e} := v_{NSK} - v_{NE}$, some algebra leads to the basic inequality

$$ \frac{1}{2} \|S\nabla^2 f(x)^{1/2}\hat{e}\|_2^2 \leq -\langle \nabla^2 f(x)^{1/2}v_{NE}, S^T S \nabla^2 f(x)^{1/2}\hat{e} \rangle + \langle \hat{e}, \nabla f(x) \rangle. \quad (451) $$

Moreover, by the optimality and feasibility of $v_{NE}$ and $v_{NSK}$ for the exact Newton update (4.36), we have

$$ \langle \nabla^2 f(x)v_{NE} - \nabla f(x), \hat{e} \rangle = \langle \nabla^2 f(x)v_{NE} - \nabla f(x), v_{NSK} - v_{NE} \rangle \geq 0. \quad (452) $$

Consequently, by adding and subtracting $\langle \nabla^2 f(x)v_{NE}, \hat{e} \rangle$, we find that

$$ \frac{1}{2} \|S\nabla^2 f(x)^{1/2}\hat{e}\|_2^2 \leq \left| \langle \nabla^2 f(x)^{1/2}v_{NE}, (I_n - S^T S) \nabla^2 f(x)^{1/2}\hat{e} \rangle \right|. \quad (453) $$

By definition, the error vector $\hat{e}$ belongs to the cone $K'$ and the vector $\nabla^2 f(x)^{1/2}v_{NE}$ is fixed and independent of the sketch. Consequently, invoking definitions (450a) and (450b) of the random variables $Z_1(AK)$ and $Z_2(AK)$ yields

$$ \frac{1}{2} \|S\nabla^2 f(x)^{1/2}\hat{e}\|_2^2 \geq \frac{Z_1(AK)}{2} \|\nabla^2 f(x)^{1/2}\hat{e}\|_2^2, $$

$$ \left| \langle \nabla^2 f(x)^{1/2}v_{NE}, (I_n - S^T S) \nabla^2 f(x)^{1/2}\hat{e} \rangle \right| \leq Z_2(AK) \|\nabla^2 f(x)^{1/2}v_{NE}\|_2 \|\nabla^2 f(x)^{1/2}\hat{e}\|_2. $$

Putting together the pieces, we find that

$$ \|\nabla^2 f(x)^{1/2}(v_{NSK} - v_{NE})\|_2 \leq \frac{2Z_2(AK)(S, x)}{Z_1(AK)(S, x)} \|\nabla^2 f(x)^{1/2}(v_{NE})\|_2. \quad (454) $$

Finally, for any $\delta \in (0, 1)$, let us define the event $\mathcal{E}(\delta) = \{Z_1(AK) \geq 1 - \delta, \quad Z_2(AK) \leq \delta\}$. By Lemma 4 and Lemma 5 of [114], we are guaranteed that $\mathbb{P}[\mathcal{E}(\delta)] \geq 1 - c_1 e^{-c_2 n \delta^2}$. Conditioned on the event $\mathcal{E}(\delta)$, the bound (454) implies that

$$ \|\nabla^2 f(x)^{1/2}(v_{NSK} - v_{NE})\|_2 \leq \frac{2\delta}{1 - \delta} \|\nabla^2 f(x)^{1/2}(v_{NE})\|_2. $$

By setting $\delta = \frac{\epsilon}{4}$, the claim follows.
4.7.1.2 Proof of Lemma 21

By construction, the function \( g(u) = f(x + uv_{NSK}) \) is strictly convex and self-concordant. Consequently, it satisfies the bound \( \frac{d}{du} (g''(u)) \leq 1 \), whence

\[
g''(s)^{-1/2} - g''(0)^{-1/2} = \int_0^s \frac{d}{du} (g''(u))^{-1/2} du \leq s.
\]
or equivalently \( g''(s) \leq \frac{g''(0)}{\left(1 - s g''(0) u^2\right)^2} \) for \( s \in \text{dom} \ g \cap [0, g''(0)^{-1/2}) \). Integrating this inequality twice yields the bound

\[
g(u) \leq g(0) + ug(0) - ug''(0)^{1/2} - \log(1 - ug''(0)^{1/2}).
\]

Since \( g'(u) = \langle \nabla f(x + uv_{NSK}), v_{NSK} \rangle \) and \( g''(u) = \langle v_{NSK}, \nabla^2 f(x + uv_{NSK}) v_{NSK} \rangle \), the decrement bound (4.42) follows.

4.7.1.3 Proof of Lemma 22

We perform this analysis conditional on the bound (4.38) from Lemma 19. We begin by observing that

\[
\|\nabla f(x)\|_2^2 v_{NSK} \leq \left\| \left[\nabla^2 f(x)\right]^{1/2} v_{NSK} \right\|_2 + \left\| \left[\nabla^2 f(x)\right]^{1/2} (v_{NSK} - v_{NE}) \right\|_2 = \lambda_f(x) + \left\| \left[\nabla^2 f(x)\right]^{1/2} (v_{NSK} - v_{NE}) \right\|_2.
\]

(4.56)

Lemma 19 implies that \( \|\nabla^2 f(x)\|_2^2 (v_{NSK} - v_{NE}) \|_2 \leq \epsilon \|\nabla^2 f(x)\|_2^2 v_{NE} \|_2 = \epsilon \lambda_f(x) \). In conjunction with the bound (4.56), we see that

\[
\left\| \left[\nabla^2 f(x)\right]^{1/2} v_{NSK} \right\|_2 \leq (1 + \epsilon) \lambda_f(x).
\]

(4.57)

Our next step is to lower bound the term \( \langle \nabla f(x), v_{NSK} \rangle \): in particular, by adding and subtracting a factor of the original Newton step \( v_{NE} \), we find that

\[
\langle \nabla f(x), v_{NSK} \rangle = \left\langle \left[\nabla^2 f(x)\right]^{-1/2} \nabla f(x), \nabla^2 f(x) \right\rangle^{1/2} v_{NSK}
\]

\[
= \left\langle \left[\nabla^2 f(x)\right]^{-1/2} \nabla f(x), \nabla^2 f(x) \right\rangle^{1/2} v_{NE} + \left\langle \left[\nabla^2 f(x)\right]^{-1/2} \nabla f(x), \nabla^2 f(x) \right\rangle^{1/2} (v_{NSK} - v)
\]

\[
= -\|\nabla^2 f(x)\|_2 \|\nabla f(x)\|_2^2 + \|\nabla^2 f(x)\|_2 \|\nabla f(x)\|_2^2 \|v_{NSK} - v_{NE}\|_2
\]

\[
\leq -\|\nabla^2 f(x)\|_2 \|\nabla f(x)\|_2^2 + \|\nabla^2 f(x)\|_2 \|\nabla f(x)\|_2^2 \|v_{NSK} - v_{NE}\|_2
\]

\[
= -\lambda_f(x)^2 + \lambda_f(x) \|\nabla^2 f(x)\|_2^2 \|v_{NSK} - v_{NE}\|_2
\]

\[
\leq -\lambda_f(x)^2 (1 - \epsilon),
\]

(4.58)

where the final step again makes use of Lemma 19. Repeating the above argument in the reverse direction yields the lower bound \( \langle \nabla f(x), v_{NSK} \rangle \geq -\lambda_f(x)^2 (1 + \epsilon) \), so that we may conclude that

\[
|\tilde{\lambda}_f(x) - \lambda_f(x) | \leq \epsilon \lambda_f(x).
\]

(4.59)
Finally, by squaring both sides of the inequality (4.56) and combining with the above bounds gives
\[
\| [\nabla^2 f(x)]^{1/2} v_{NSK} \|_2^2 \leq -\frac{(1 + \epsilon)^2}{1 - \epsilon} \langle \nabla f(x), v_{NSK} \rangle = \frac{(1 + \epsilon)^2}{1 - \epsilon} \tilde{\lambda}_f^2(x) \leq \left( \frac{1 + \epsilon}{1 - \epsilon} \right)^2 \tilde{\lambda}_f^2(x),
\]
as claimed.

### 4.7.1.4 Proof of Lemma 23

We have already proved the bound (4.45b) during our proof of Lemma 22—in particular, see equation (4.59). Accordingly, it remains only to prove the inequality (4.45a).

Introducing the shorthand \( \tilde{\lambda} := (1 + \epsilon)\lambda_f(x) \), we first claim that the Hessian satisfies the sandwich relation
\[
(1 - s\alpha)^2 \nabla^2 f(x) \preceq \nabla^2 f(x + s v_{NSK}) \preceq \frac{1}{(1 - s\alpha)^2} \nabla^2 f(x),
\]
for \( |1 - s\alpha| < 1 \) where \( \alpha = (1 + \epsilon)\lambda_f(x) \), with probability at least \( 1 - c_1e^{-c_2m\epsilon^2} \). Let us recall Theorem 4.1.6 of Nesterov [104]: it guarantees that
\[
(1 - s\|v_{NSK}\|_x)^2 \nabla^2 f(x) \preceq \nabla^2 f(x + s v_{NSK}) \preceq \frac{1}{(1 - s\|v_{NSK}\|_x)^2} \nabla^2 f(x),
\]
for \( |1 - s\alpha| < 1 \) where \( \alpha = (1 + \epsilon)\lambda_f(x) \), with probability at least \( 1 - c_1e^{-c_2m\epsilon^2} \). Let us recall Theorem 4.1.6 of Nesterov [104]: it guarantees that
\[
\| \nabla^2 f(x)^{1/2} v_{NSK} \|_2 \leq (1 + \epsilon) \| \nabla^2 f(x)^{1/2} v_{NE} \|_2 = (1 + \epsilon)\|v_{NE}\|_x,
\]
with probability at least \( 1 - e^{-c_1m\epsilon^2} \), and substituting this inequality into the bound (4.61) yields the sandwich relation (4.60) for the Hessian.

Using this sandwich relation (4.60), the Newton decrement can be bounded as
\[
\lambda_f(x_{NSK}) = \| \nabla^2 f(x_{NSK})^{-1/2} \nabla f(x_{NSK}) \|_2 \leq \frac{1}{1 - (1 + \epsilon)\lambda_f(x)} \| \nabla^2 f(x)^{-1/2} \nabla f(x_{NSK}) \|_2 \leq \frac{1}{1 - (1 + \epsilon)\lambda_f(x)} \| \nabla^2 f(x)^{-1/2} \left( \nabla f(x) + \int_0^1 \nabla^2 f(x + sv_{NSK}) v_{NSK} \, ds \right) \|_2 \leq \frac{1}{1 - (1 + \epsilon)\lambda_f(x)} \| \nabla^2 f(x)^{-1/2} \left( \nabla f(x) + \int_0^1 \nabla^2 f(x + sv_{NSK}) v_{NE} \, ds + \Delta \right) \|_2.
\]
where we have defined \( \Delta = \int_{0}^{1} \nabla^2 f(x + sv_{NSK})(v_{NSK} - v_{NE}) \, ds \). By the triangle inequality, we can write \( \lambda_f(x_{NSK}) \leq \frac{1}{1-(1+\epsilon)\lambda_f(x)}(M_1 + M_2) \), where

\[
M_1 := \left\| \nabla^2 f(x)^{-1/2} \left( \nabla f(x) + \int_{0}^{1} \nabla^2 f(x + tv_{NSK})v_{NE} \, dt \right) \right\|_2, \quad \text{and} \quad M_2 := \left\| \nabla^2 f(x)^{-1/2} \Delta \right\|_2.
\]

In order to complete the proof, it suffices to show that

\[
M_1 \leq \frac{(1+\epsilon)\lambda_f(x)^2}{1-(1+\epsilon)\lambda_f(x)}, \quad \text{and} \quad M_2 \leq \frac{\epsilon\lambda_f(x)}{1-(1+\epsilon)\lambda_f(x)}.
\]

4.7.1.4.1 **Bound on** \( M_1 \): Re-arranging and then invoking the Hessian sandwich relation (4.60) yields

\[
M_1 = \left\| \int_{0}^{1} (\nabla^2 f(x)^{-1/2} \nabla^2 f(x + sv_{NSK}) \nabla^2 f(x)^{-1/2} - I) \, ds \left( \nabla^2 f(x)^{1/2}v_{NE} \right) \right\|_2
\]

\[
\leq \int_{0}^{1} \left( \frac{1}{(1-s(1+\epsilon)\lambda_f(x))^2} - 1 \right) \, ds \left( \nabla^2 f(x)^{1/2}v_{NE} \right) \|^{2}
\]

\[
= \frac{(1+\epsilon)\lambda_f(x)}{1-(1+\epsilon)\lambda_f(x)} \| \nabla^2 f(x)^{1/2}v_{NE} \|_2
\]

4.7.1.4.2 **Bound on** \( M_2 \): We have

\[
M_2 = \left\| \int_{0}^{1} \nabla^2 f(x)^{-1/2} \nabla^2 f(x + sv_{NSK}) \nabla^2 f(x)^{-1/2} ds \nabla^2 f(x)^{1/2}(v_{NSK} - v_{NE}) \right\|_2
\]

\[
\leq \left\| \int_{0}^{1} \frac{1}{(1-s(1+\epsilon)\lambda_f(x))^2} ds \nabla^2 f(x)^{1/2}(v_{NSK} - v_{NE}) \right\|_2
\]

\[
= \frac{1}{1-(1+\epsilon)\lambda_f(x)} \| \nabla^2 f(x)^{1/2}(v_{NSK} - v_{NE}) \|_2
\]

\[
\leq \frac{1}{1-(1+\epsilon)\lambda_f(x)} \epsilon \| \nabla^2 f(x)^{1/2}v_{NE} \|_2
\]

\[
= \frac{\epsilon\lambda_f(x)}{1-(1+\epsilon)\lambda_f(x)},
\]

where the inequality in step (i) follows from Lemma 19.
4.7.2 Proof of Lemma 24

The proof follows the basic inequality argument of the proof of Lemma 19. Since \( v_{NSK} \) and \( v_{NE} \) are optimal and feasible (respectively) for the sketched Newton problem (4.48b), we have \( \Psi(v_{NSK}; S) \leq \Psi(v_{NE}; S) \). Defining the difference vector \( \hat{e} := v_{NSK} - v \), some algebra leads to the basic inequality

\[
\frac{1}{2} \| S \nabla^2 f(x)^{1/2} \hat{e} \|_2^2 + \frac{1}{2} \langle \hat{e}, \nabla^2 g(x) \hat{e} \rangle \leq -\langle \nabla^2 f(x)^{1/2} v_{NE}, S^T S \nabla^2 f(x)^{1/2} \hat{e} \rangle \\
+ \langle \hat{e}, (\nabla f(x) - \nabla^2 g(x)) v_{NE} \rangle.
\]

On the other hand since \( v_{NE} \) and \( v_{NSK} \) are optimal and feasible (respectively) for the Newton step (4.48a), we have

\[
\langle \nabla^2 f(x) v_{NE} + \nabla^2 g(x) v_{NE} - \nabla f(x), \hat{e} \rangle \geq 0.
\]

Consequently, by adding and subtracting \( \langle \nabla^2 f(x) v_{NE}, \hat{e} \rangle \), we find that

\[
\frac{1}{2} \| S \nabla^2 f(x)^{1/2} \hat{e} \|_2^2 + \frac{1}{2} \langle v_{NE}, \nabla^2 g(x) v_{NE} \rangle \leq \left| \langle \nabla^2 f(x)^{1/2} v_{NE}, (I_n - S^T S) \nabla^2 f(x)^{1/2} \hat{e} \rangle \right|.
\]

(4.62)

We next define the matrix \( \bar{H}(x)^{1/2} := \begin{bmatrix} \nabla^2 f(x)^{1/2} \\ \nabla^2 g(x)^{1/2} \end{bmatrix} \) and the augmented sketching matrix \( \bar{S} := \begin{bmatrix} S & 0 \\ 0 & I_q \end{bmatrix} \) where \( q = 2n \). Then we can rewrite the inequality (4.62) as follows

\[
\frac{1}{2} \| \bar{S} \bar{H}(x)^{1/2} \hat{e} \|_2^2 \leq \left| \langle \bar{H}(x)^{1/2} v_{NE}, (I_q - \bar{S}^T \bar{S}) \bar{H}(x)^{1/2} \hat{e} \rangle \right|.
\]

Note that the modified sketching matrix \( \bar{S} \) also satisfies the conditions (4.50a) and (4.50b). Consequently the remainder of the proof follows as in the proof of Lemma 19.

4.7.3 Gaussian widths with \( \ell_1 \)-constraints

In this section, we state and prove an elementary lemma that bounds for the Gaussian width for a broad class of \( \ell_1 \)-constrained problems. In particular, given a twice-differentiable convex function \( \psi \), a vector \( c \in \mathbb{R}^d \), a radius \( R \) and a collection of \( d \)-vectors \( \{a_i\}_{i=1}^n \), consider a convex program of the form

\[
\min_{x \in \mathcal{C}} \left\{ \sum_{i=1}^n \psi(\langle a_i, x \rangle) + \langle c, x \rangle \right\}, \quad \text{where} \quad \mathcal{C} = \{ x \in \mathbb{R}^d \mid \|x\|_1 \leq R \}.
\]

(4.63)
Lemma 25. Suppose that the $\ell_1$-constrained program (4.63) has a unique optimal solution $x^*$ such that $\|x^*\|_0 \leq s$ for some integer $k$. Then denoting the tangent cone at $x^*$ by $\mathcal{K}$, then

$$
\max_{x \in \mathcal{K}} \mathcal{W}(\nabla^2 f(x)^{1/2} \mathcal{K}) \leq 6 \sqrt{k \log d} \frac{\max_{j=1,\ldots,d} \|A_j\|_2}{\sqrt{\gamma_k(A)}} \psi''_{\min} \psi''(\langle a_i, x, y_i \rangle),
$$

where

$$
\psi''_{\min} = \min_{i=1,\ldots,n} \psi''(\langle a_i, x, y_i \rangle), \quad \text{and} \quad \psi''_{\max} = \max_{x \in \mathcal{K}} \max_{i=1,\ldots,n} \psi''(\langle a_i, x, y_i \rangle).
$$

Proof. It is well-known (e.g., [67, 114]) that the tangent cone of the $k$-sparse solution is a subset of the cone $\{ z \in \mathbb{R}^d \mid \|z\|_1 \leq 2\sqrt{k}\|z\|_2 \}$. Using this fact, we have the following sequence of upper bounds

\[
\mathcal{W}(\nabla^2 f(x)^{1/2} \mathcal{K}) = \mathbb{E}_w \max_{z \in \mathcal{K}} \langle w, \nabla^2 f(x)^{1/2} z \rangle \\
= \mathbb{E}_w \max_{z \in \mathcal{K}} \langle w, \text{diag}(\psi''(\langle a_i, x, y_i \rangle))Az \rangle \\
\leq \mathbb{E}_w \max_{z \in \mathcal{K}} \langle w, \text{diag}(\psi''(\langle a_i, x, y_i \rangle))Az \rangle \\
\leq \mathbb{E}_w \max_{\|z\|_1 \leq \frac{2\sqrt{k}}{\sqrt{\psi''_{\min}}}} \langle w, \text{diag}(\psi''(\langle a_i, x, y_i \rangle))Az \rangle \\
= \frac{2\sqrt{k}}{\sqrt{\gamma_k(A)}} \frac{1}{\sqrt{\psi''_{\min}}} \mathbb{E}_w \|A^T \text{diag}(\psi''(\langle a_i, x, y_i \rangle))w\|_\infty \\
= \frac{2\sqrt{s}}{\sqrt{\gamma_k(A)}} \frac{1}{\sqrt{\psi''_{\min}}} \mathbb{E}_w \max_{j=1,\ldots,d} \sum_{i=1,\ldots,n} w_i A_{ij} \psi''(\langle a_i, x, y_i \rangle)^{1/2}.
\]

Here the random variables $Q_j$ are zero-mean Gaussians with variance at most

$$
\sum_{i=1,\ldots,n} A_{ij}^2 \psi''(\langle a_i, x, y_i \rangle) \leq \psi''_{\max} \|A_j\|_2^2.
$$

Consequently, applying standard bounds on the suprema of Gaussian variates [85], we obtain

$$
\mathbb{E}_w \max_{j=1,\ldots,d} \sum_{i=1,\ldots,n} w_i A_{ij} \psi''(\langle a_i, x, y_i \rangle)^{1/2} \leq 3 \sqrt{\log d} \sqrt{\psi''_{\max}} \max_{j=1,\ldots,d} \|A_j\|_2.
$$

When combined with the previous inequality, the claim follows. \qed
Figure 4.1: Comparisons of central paths for a simple linear program in two dimensions. Each row shows three independent trials for a given sketch dimension: across the rows, the sketch dimension ranges as $m \in \{d, 4d, 16d\}$. The black arrows show Newton steps taken by the standard interior point method, whereas red arrows show the steps taken by the sketched version. The green point at the vertex represents the optimum. In all cases, the sketched algorithm converges to the optimum, and as the sketch dimension $m$ increases, the sketched central path converges to the standard central path.
Figure 4.2: Empirical illustration of the linear convergence of the Newton Sketch algorithm for an ensemble of portfolio optimization problems (4.15). In all cases, the algorithm was implemented using a sketch dimension $m = \lceil 4s \log d \rceil$, where $s$ is an upper bound on the number of non-zeros in the optimal solution $x^*$; this quantity satisfies the required lower bound (4.12), and consistent with the theory, the algorithm displays linear convergence.
Figure 4.3: Comparison of Newton Sketch with various other algorithms in the logistic regression problem with Gaussian data.
Figure 4.4: Comparison of Newton Sketch with other algorithms in the logistic regression problem with Student’s t-distributed data
Figure 4.5: The performance of Newton Sketch is independent of condition numbers and problem related quantities. Plots of the number of iterations required to reach $10^{-6}$ accuracy in $\ell_1$-constrained logistic regression using Newton’s Method and Projected Gradient Descent using line search.
Figure 4.6: Plots of the duality gap versus iteration number (top panel) and duality gap versus wall-clock time (bottom panel) for the original barrier method (blue) and sketched barrier method (red). The sketched interior point method is run 10 times independently yielding slightly different curves in red. While the sketched method requires more iterations, its overall wall-clock time is much smaller.
Figure 4.7: Plot of the wall-clock time in seconds for reaching a duality gap of $10^{-6}$ for the standard and sketched interior point methods as $n$ increases (in log-scale). The sketched interior point method has significantly lower computation time compared to the original method.
Chapter 5

Random projection, effective dimension and nonparametric regression

The goal of non-parametric regression is to make predictions of a response variable $Y \in \mathbb{R}$ based on observing a covariate vector $X \in \mathcal{X}$. In practice, we are given a collection of $n$ samples, say $\{(x_i, y_i)\}_{i=1}^n$ of covariate-response pairs and our goal is to estimate the regression function $f^*(x) = \mathbb{E}[Y \mid X = x]$. In the standard Gaussian model, it is assumed that the covariate-response pairs are related via the model

$$y_i = f^*(x_i) + \sigma w_i, \quad \text{for } i = 1, \ldots, n$$

(5.1)

where the sequence $\{w_i\}_{i=1}^n$ consists of i.i.d. standard Gaussian variates. It is typical to assume that the regression function $f^*$ has some regularity properties, and one way of enforcing such structure is to require $f^*$ to belong to a reproducing kernel Hilbert space, or RKHS for short [13, 141, 65]. Given such an assumption, it is natural to estimate $f^*$ by minimizing a combination of the least-squares fit to the data and a penalty term involving the squared Hilbert norm, leading to an estimator known kernel ridge regression, or KRR for short [68, 127]). From a statistical point of view, the behavior of KRR can be characterized using existing results on $M$-estimation and empirical processes (e.g. [79, 96, 138]). When the regularization parameter is set appropriately, it is known to yield a function estimate with minimax prediction error for various classes of kernels.

Despite these attractive statistical properties, the computational complexity of computing the KRR estimate prevents it from being routinely used in large-scale problems. More precisely, in a standard implementation [124], the time complexity and space complexity of KRR scales as $\mathcal{O}(n^3)$ and $\mathcal{O}(n^2)$, respectively, where $n$ refers to the number of samples. As a consequence, it becomes important to design methods for computing approximate forms of the KRR estimate, while retaining guarantees.
of optimality in terms of statistical minimaxity. Various authors have taken different approaches to this problem. Zhang et al. [155] analyze a distributed implementation of KRR, in which a set of \( t \) machines each compute a separate estimate based on a random \( t \)-way partition of the full data set, and combine it into a global estimate by averaging. This divide-and-conquer approach has time complexity and space complexity \( \mathcal{O}(n^3/t^3) \) and \( \mathcal{O}(n^2/t^2) \), respectively. Zhang et al. [155] give conditions on the number of splits \( t \), as a function of the kernel, under which minimax optimality of the resulting estimator can be guaranteed. More closely related to our methods that are based on forming a low-rank approximation to the \( n \)-dimensional kernel matrix, such as the Nyström methods (e.g. [53, 61]). The time complexity by using a low-rank approximation is either \( \mathcal{O}(nr^2) \) or \( \mathcal{O}(n^2r) \), depending on the specific approach (excluding the time for factorization), where \( r \) is the maintained rank, and the space complexity is \( \mathcal{O}(nr) \). Some recent work [16, 7] analyzes the tradeoff between the rank \( r \) and the resulting statistical performance of the estimator, and we discuss this line of work at more length in Section 5.2.3.

We will consider approximations to KRR based on random projections, also known as sketches, of the data. Random projections are a classical way of performing dimensionality reduction, and are widely used in many algorithmic contexts (e.g., see the book [139] and references therein). Our proposal is to approximate \( n \)-dimensional kernel matrix by projecting its row and column subspaces to a randomly chosen \( m \)-dimensional subspace with \( m \ll n \). By doing so, an approximate form of the KRR estimate can be obtained by solving an \( m \)-dimensional quadratic program, which involves time and space complexity \( \mathcal{O}(m^3) \) and \( \mathcal{O}(m^2) \). Computing the approximate kernel matrix is a pre-processing step that has time complexity \( \mathcal{O}(n^2 \log(m)) \) for suitably chosen projections; this pre-processing step is trivially parallelizable, meaning it can be reduced to to \( \mathcal{O}(n^2 \log(m)/t) \) by using \( t \leq n \) clusters.

Given such an approximation, we pose the following question: how small can the projection dimension \( m \) be chosen while still retaining minimax optimality of the approximate KRR estimate? We answer this question by connecting it to the statistical dimension \( d_n \) of the \( n \)-dimensional kernel matrix, a quantity that measures the effective number of degrees of freedom. (See Section 5.1.3 for a precise definition.) From the results of earlier work on random projections for constrained Least Squares estimators (e.g., see [114, 112]), it is natural to conjecture that it should be possible to project the kernel matrix down to the statistical dimension while preserving minimax optimality of the resulting estimator. The main contribution of this chapter is to confirm this conjecture for several classes of random projection matrices.

It is worth mentioning that our sketching approach is radically different from the classical least-squares sketch—the former applies random projection to reduce the parameter dimension while the latter reduce the number of observations. As shown in [112], although the classical least-squares sketch approximates the value of the quadratic objective function, it is sub-optimal for approximating the solution in terms
of some distance measure between the approximate minimizer and the true minimizer. However, our sketching approach retains minimax optimality of the approximate KRR estimate.

The remainder of this chapter is organized as follows. Section 5.1 is devoted to further background on non-parametric regression, reproducing kernel Hilbert spaces and associated measures of complexity, as well as the notion of statistical dimension of a kernel. In Section 5.2, we turn to statements of our main results. Theorem 10 provides a general sufficient condition on a random sketch for the associated approximate form of KRR to achieve the minimax risk. In Corollary 13, we derive some consequences of this general result for particular classes of random sketch matrices, and confirm these theoretical predictions with some simulations. We also compare at more length to methods based on the Nyström approximation in Section 5.2.3. Section 5.3 is devoted to the proofs of our main results. We conclude with a discussion in Section 5.4.

5.1 Problem formulation and background

We begin by introducing some background on nonparametric regression and reproducing kernel Hilbert spaces, before formulating the main problem.

5.1.1 Regression in reproducing kernel Hilbert spaces

Given \( n \) samples \( \{(x_i, y_i)\}_{i=1}^n \) from the non-parametric regression model (5.1), our goal is to estimate the unknown regression function \( f^* \). The quality of an estimate \( \hat{f} \) can be measured in different ways: for consistency with our earlier results, we will focus on the squared \( L^2(\mathbb{P}_n) \) error

\[
\| \hat{f} - f^* \|_n^2 := \frac{1}{n} \sum_{i=1}^n (\hat{f}(x_i) - f^*(x_i))^2.
\]

(5.2)

Naturally, the difficulty of non-parametric regression is controlled by the structure in the function \( f^* \), and one way of modeling such structure is within the framework of a reproducing kernel Hilbert space (or RKHS for short). Here we provide a very brief introduction referring the reader to the books [21, 65, 141] for more details and background.

Given a space \( \mathcal{X} \) endowed with a probability distribution \( \mathbb{P} \), the space \( L^2(\mathbb{P}) \) consists of all functions that are square-integrable with respect to \( \mathbb{P} \). In abstract terms, a space \( \mathcal{H} \subset L^2(\mathbb{P}) \) is an RKHS if for each \( x \in \mathcal{X} \), the evaluation function \( f \mapsto f(x) \) is a bounded linear functional. In more concrete terms, any RKHS is generated by a positive semidefinite (PSD) kernel function in the following way. A
PSD kernel function is a symmetric function $K : \mathcal{X} \times \mathcal{X} \to \mathbb{R}$ such that, for any positive integer $N$, collections of points $\{v_1, \ldots, v_N\}$ and weight vector $\omega \in \mathbb{R}^N$, the sum $\sum_{i,j=1}^{N} \omega_i \omega_j K(v_i, v_j)$ is non-negative. Suppose moreover that for each fixed $v \in \mathcal{X}$, the function $u \mapsto K(u, v)$ belongs to $L^2(\mathbb{P})$. We can then consider the vector space of all functions $g : \mathcal{X} \to \mathbb{R}$ of the form

$$g(\cdot) = \sum_{i=1}^{N} \omega_i K(\cdot, v_i)$$

for some integer $N$, points $\{v_1, \ldots, v_N\} \subset \mathcal{X}$ and weight vector $w \in \mathbb{R}^N$. By taking the closure of all such linear combinations, it can be shown [13] that we generate an RKHS, and one that is uniquely associated with the kernel $K$. We provide some examples of various kernels and the associated function classes in Section 5.1.3 to follow.

### 5.1.2 Kernel ridge regression and its sketched form

Given the dataset $\{(x_i, y_i)\}_{i=1}^{n}$, a natural method for estimating unknown function $f^* \in \mathcal{H}$ is known as kernel ridge regression (KRR): it is based on the convex program

$$f^\diamond : = \underset{f \in \mathcal{H}}{\text{arg min}} \left\{ \frac{1}{2n} \sum_{i=1}^{n} (y_i - f(x_i))^2 + \lambda_n \|f\|_\mathcal{H}^2 \right\}, \quad (5.3)$$

where $\lambda_n$ is a regularization parameter corresponding to the Hilbert space norm $\| \cdot \|_\mathcal{H}$.

As stated, this optimization problem can be infinite-dimensional in nature, since it takes place over the Hilbert space. However, as a straightforward consequence of the representer theorem [76], the solution to this optimization problem can be obtained by solving the $n$-dimensional convex program. In particular, let us define the empirical kernel matrix, namely the $n$-dimensional symmetric matrix $K$ with entries $K_{ij} = n^{-1} K(x_i, x_j)$. Here we adopt the $n^{-1}$ scaling for later theoretical convenience. In terms of this matrix, the KRR estimate can be obtained by first solving the quadratic program

$$\omega^\dagger = \underset{\omega \in \mathbb{R}^n}{\text{arg min}} \left\{ \frac{1}{2} \omega^T K^2 \omega - \omega^T Ky + \lambda_n \omega^T K \omega \right\}, \quad (5.4a)$$

and then outputting the function

$$f^{\diamond}(\cdot) = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \omega_i^\dagger K(\cdot, x_i). \quad (5.4b)$$

In principle, the original KRR optimization problem (5.4a) is simple to solve: it is an $n$ dimensional quadratic program, and can be solved exactly using $O(n^3)$ via a
QR decomposition. However, in many applications, the number of samples may be large, so that this type of cubic scaling is prohibitive. In addition, the \( n \)-dimensional kernel matrix \( K \) is dense in general, and so requires storage of order \( n^2 \) numbers, which can also be problematic in practice.

We consider an approximation based on limiting the original parameter \( \omega \in \mathbb{R}^n \) to an \( m \)-dimensional subspace of \( \mathbb{R}^n \), where \( m \ll n \) is the projection dimension. We define this approximation via a sketch matrix \( S \in \mathbb{R}^{m \times n} \), such that the \( m \)-dimensional subspace is generated by the row span of \( S \). More precisely, the sketched kernel ridge regression estimate is given by first solving

\[
\tilde{\alpha} = \arg \min_{\theta \in \mathbb{R}^m} \left\{ \frac{1}{2} \alpha^T (SK)(KS^T)\alpha - \alpha^T S \frac{K y}{\sqrt{n}} + \lambda_n \alpha^T SKS^T \alpha \right\},
\]

and then outputting the function

\[
\tilde{f}(\cdot) := \frac{1}{\sqrt{n}} \sum_{i=1}^n (S^T \tilde{\alpha})_i \mathcal{K}(\cdot, x_i).
\]

Note that the sketched program (5.5a) is a quadratic program in \( m \) dimensions: it takes as input the \( m \)-dimensional matrices \( (SK^2 S^T, SKS^T) \) and the \( m \)-dimensional vector \( SKy \). Consequently, it can be solved efficiently via QR decomposition with computational complexity \( O(m^3) \). Moreover, the computation of the sketched kernel matrix \( SK = [SK_1, \ldots, SK_n] \) in the input can be parallellized across its columns.

In this section, we analyze various forms of randomized sketching matrices. In section 5.5, we show that the sketched KRR estimate (5.5a) based on a sub-sampling sketch matrix is equivalent to the Nyström approximation.

### 5.1.3 Kernel complexity measures and statistical guarantees

So as to set the stage for later results, let us characterize an appropriate choice of the regularization parameter \( \lambda \), and the resulting bound on the prediction error \( \| f^\diamond - f^* \|_n \). Recall the empirical kernel matrix \( K \) defined in the previous section: since it is symmetric and positive definite, it has an eigendecomposition of the form \( K = U D U^T \), where \( U \in \mathbb{R}^{n \times n} \) is an orthonormal matrix, and \( D \in \mathbb{R}^{n \times n} \) is diagonal with elements \( \hat{\mu}_1 \geq \hat{\mu}_2 \geq \ldots \geq \hat{\mu}_n \geq 0 \). Using these eigenvalues, consider the kernel complexity function

\[
\hat{R}(\delta) = \sqrt{\frac{1}{n} \sum_{j=1}^n \min\{\delta^2, \hat{\mu}_j\}},
\]

corresponding to a rescaled sum of the eigenvalues, truncated at level \( \delta^2 \). This function arises via analysis of the local Rademacher complexity of the kernel class (e.g., [19,
For a given kernel matrix and noise variance \( \sigma > 0 \), the critical radius is defined to be the smallest positive solution \( \delta_n > 0 \) to the inequality
\[
\frac{\hat{\mathcal{R}}(\delta)}{\delta} \leq \frac{\delta}{\sigma}.
\] (5.7)

Note that the existence and uniqueness of this critical radius is guaranteed for any kernel class [19].

5.1.3.0.3 Bounds on ordinary KRR: The significance of the critical radius is that it can be used to specify bounds on the prediction error in kernel ridge regression. More precisely, suppose that we compute the KRR estimate (5.3) with any regularization parameter \( \lambda \geq 2\delta_n^2 \). Then with probability at least \( 1 - c_1 e^{-c_2 n \delta_n^2} \), we are guaranteed that
\[
\| f^\delta - f^* \|_n^2 \leq c_u \{ \lambda_n + \delta_n^2 \},
\] (5.8)
where \( c_u > 0 \) is a universal constant (independent of \( n, \sigma \) and the kernel). This known result follows from standard techniques in empirical process theory (e.g., [138, 19]); we also note that it can be obtained as a corollary of our more general theorem on sketched KRR estimates to follow (viz. Theorem 10).

To illustrate, let us consider a few examples of reproducing kernel Hilbert spaces, and compute the critical radius in different cases. In working through these examples, so as to determine explicit rates, we assume that the design points \( \{x_i\}_{i=1}^n \) are sampled i.i.d. from some underlying distribution \( \mathbb{P} \), and we make use of the useful fact that, up to constant factors, we can always work with the population-level kernel complexity function
\[
\mathcal{R}(\delta) = \sqrt{\frac{1}{n} \sum_{j=1}^\infty \min\{\delta^2, \mu_j\}},
\] (5.9)
where \( \{\mu_j\}_{j=1}^\infty \) are the eigenvalues of the kernel integral operator (assumed to be uniformly bounded). This equivalence follows from standard results on the population and empirical Rademacher complexities [96, 19].

Example 4 (Polynomial kernel). For some integer \( D \geq 1 \), consider the kernel function on \([0, 1] \times [0, 1]\) given by \( \mathcal{K}_{\text{poly}}(u, v) = (1 + \langle u, v \rangle)^D \). For \( D = 1 \), it generates the class of all linear functions of the form \( f(x) = a_0 + a_1 x \) for some scalars \( (a_0, a_1) \), and corresponds to a linear kernel. More generally, for larger integers \( D \), it generates the class of all polynomial functions of degree at most \( D \)—that is, functions of the form \( f(x) = \sum_{j=0}^D a_j x^j \).

Let us now compute a bound on the critical radius \( \delta_n \). It is straightforward to show that the polynomial kernel is of finite rank at most \( D + 1 \), meaning that the kernel
matrix $K$ always has at most $\min\{D + 1, n\}$ non-zero eigenvalues. Consequently, as long $n > D + 1$, there is a universal constant $c$ such that

$$\hat{R}(\delta) \leq c \sqrt{\frac{D + 1}{n}} \delta,$$

which implies that $\delta_n^2 \lesssim \sigma^2 \frac{D + 1}{n}$. Consequently, we conclude that the KRR estimate satisfies the bound $\|\hat{f} - f^*\|_n^2 \lesssim \sigma^2 \frac{D + 1}{n}$ with high probability. Note that this bound is intuitive, since a polynomial of degree $D$ has $D + 1$ free parameters.

**Example 5 (Gaussian kernel).** The Gaussian kernel with bandwidth $h > 0$ takes the form $K_{\text{Gau}}(u, v) = e^{-\frac{1}{2h^2}(u-v)^2}$. When defined with respect to Lebesgue measure on the real line, the eigenvalues of the kernel integral operator scale as $\mu_j \approx \exp\left(-\pi h^2 j^2\right)$ as $j \to \infty$. Based on this fact, it can be shown that the critical radius scales as $\delta_n^2 \approx \sigma^2 \frac{2}{\pi} \sqrt{\log\left(\frac{n}{\sigma^2}\right)}$. Thus, even though the Gaussian kernel is non-parametric (since it cannot be specified by a fixed number of parameters), it is still a relatively small function class.

**Example 6 (First-order Sobolev space).** As a final example, consider the kernel defined on the unit square $[0, 1] \times [0, 1]$ given by $K_{\text{sob}}(u, v) = \min\{u, v\}$. It generates the function class

$$H^1[0, 1] = \left\{ f : [0, 1] \to \mathbb{R} \mid f(0) = 0, \text{ and } f \text{ is abs. cts. with } \int_0^1 [f'(x)]^2 \, dx < \infty \right\},$$

a class that contains all Lipschitz functions on the unit interval $[0, 1]$. Roughly speaking, we can think of the first-order Sobolev class as functions that are almost everywhere differentiable with derivative in $L^2[0, 1]$. Note that this is a much larger kernel class than the Gaussian kernel class. The first-order Sobolev space can be generalized to higher order Sobolev spaces, in which functions have additional smoothness. See the book [65] for further details on these and other reproducing kernel Hilbert spaces.

If the kernel integral operator is defined with respect to Lebesgue measure on the unit interval, then the population level eigenvalues are given by $\mu_j = \left(\frac{2}{\pi j^2 - 1}\right)^2$ for $j = 1, 2, \ldots$. Given this relation, some calculation shows that the critical radius scales as $\delta_n^2 \approx \left(\frac{2}{\sigma^2 n}\right)^{2/3}$. This is the familiar minimax risk for estimating Lipschitz functions in one dimension [133].

### 5.1.3.0.4 Lower bounds for non-parametric regression:

For future reference, it is also convenient to provide a lower bound on the prediction error achievable by any estimator. In order to do so, we first define the statistical dimension of the kernel as

$$d_n := \min\{ j \in [n] : \hat{\mu}_j \leq \delta_n^2 \},$$
and \(d_n = n\) if no such index \(j\) exists. By definition, we are guaranteed that \(\hat{\mu}_j > \delta^2_n\) for all \(j \in \{1, 2, \ldots, d_n\}\). In terms of this statistical dimension, we have

\[
\hat{R}(\delta_n) = \left[\frac{d_n}{n} \delta_n^2 + \frac{1}{n} \sum_{j=d_n+1}^{n} \hat{\mu}_j\right]^{1/2},
\]

showing that the statistical dimension controls a type of bias-variance tradeoff.

It is reasonable to expect that the critical rate \(\delta_n\) should be related to the statistical dimension as \(\delta_n^2 \simeq \sigma^2 d_n\). This scaling relation holds whenever the tail sum satisfies a bound of the form \(\sum_{j=d_n+1}^{n} \hat{\mu}_j \lesssim d_n \delta_n^2\). Although it is possible to construct pathological examples in which this scaling relation does not hold, it is true for most kernels of interest, including all examples considered in this section. For any such regular kernel, the critical radius provides a fundamental lower bound on the performance of any estimator, as summarized in the following theorem:

**Theorem 9** (Critical radius and minimax risk). Given \(n\) i.i.d. samples \(\{(y_i, x_i)\}_{i=1}^{n}\) from the standard non-parametric regression model over any regular kernel class, any estimator \(\tilde{f}\) has prediction error lower bounded as

\[
\sup_{\|f^*\|_n \leq 1} \mathbb{E}\|\tilde{f} - f^*\|_n^2 \geq c_\ell \delta_n^2,
\]

where \(c_\ell > 0\) is a numerical constant, and \(\delta_n\) is the critical radius (5.7).

The proof of this claim, provided in Section 5.6.1, is based on a standard application of Fano’s inequality, combined with a random packing argument. It establishes that the critical radius is a fundamental quantity, corresponding to the appropriate benchmark to which sketched kernel regression estimates should be compared.

### 5.2 Main results and their consequences

We now turn to statements of our main theorems on kernel sketching, as well as a discussion of some of their consequences. We first introduce the notion of a \(K\)-satisfiable sketch matrix, and then show (in Theorem 10) that any sketched KRR estimate based on a \(K\)-satisfiable sketch also achieves the minimax risk. We illustrate this achievable result with several corollaries for different types of randomized sketches. For Gaussian and ROS sketches, we show that choosing the sketch dimension proportional to the statistical dimension of the kernel (with additional log factors in the ROS case) is sufficient to guarantee that the resulting sketch will be \(K\)-satisfiable with high probability. In addition, we illustrate the sharpness of our theoretical predictions via some experimental simulations.
5.2.1 General conditions for sketched kernel optimality

Recall the definition (5.11) of the statistical dimension \( d_n \), and consider the eigen-decomposition \( K = UDUT^T \) of the kernel matrix, where \( U \in \mathbb{R}^{n \times n} \) is an orthonormal matrix of eigenvectors, and \( D = \text{diag}\{\hat{\mu}_1, \ldots, \hat{\mu}_n\} \) is a diagonal matrix of eigenvalues. Let \( U_1 \in \mathbb{R}^{n \times d_n} \) denote the left block of \( U \), and similarly, \( U_2 \in \mathbb{R}^{n \times (n-d_n)} \) denote the right block. Note that the columns of the left block \( U_1 \) correspond to the eigenvectors of \( K \) associated with the leading \( d_n \) eigenvalues, whereas the columns of the right block \( U_2 \) correspond to the eigenvectors associated with the remaining \( n - d_n \) smallest eigenvalues. Intuitively, a sketch matrix \( S \in \mathbb{R}^{m \times n} \) is “good” if the sub-matrix \( SU_1 \in \mathbb{R}^{m \times d_n} \) is relatively close to an isometry, whereas the sub-matrix \( SU_2 \in \mathbb{R}^{m \times (n-d_n)} \) has a relatively small operator norm.

This intuition can be formalized in the following way. For a given kernel matrix \( K \), a sketch matrix \( S \) is said to be \( K \)-satisfiable if there is a universal constant \( c \) such that

\[
\| (SU_1)^T SU_1 - I_{d_n} \|_2 \leq 1/2, \quad \text{and} \quad \| SU_2 D_2^{1/2} \|_2 \leq c \delta_n,
\]

where \( D_2 = \text{diag}\{\hat{\mu}_{d_n+1}, \ldots, \hat{\mu}_n\} \).

Given this definition, the following theorem shows that any sketched KRR estimate based on a \( K \)-satisfiable matrix achieves the minimax risk (with high probability over the noise in the observation model):

**Theorem 10** (Upper bound). Given \( n \) i.i.d. samples \( \{(y_i, x_i)\}_{i=1}^n \) from the standard non-parametric regression model, consider the sketched KRR problem (5.5a) based on a \( K \)-satisfiable sketch matrix \( S \). Then any for \( \lambda_n \geq 2\delta_n^2 \), the sketched regression estimate \( \hat{f} \) from equation (5.5b) satisfies the bound

\[
\| \hat{f} - f^* \|^2_n \leq c_u \{ \lambda_n + \delta_n^2 \}
\]

with probability greater than \( 1 - c_1 e^{-c_2 n \delta_n^2} \).

We emphasize that in the case of fixed design regression and for a fixed sketch matrix, the \( K \)-satisfiable condition on the sketch matrix \( S \) is a deterministic statement: apart from the sketch matrix, it only depends on the properties of the kernel function \( K \) and design variables \( \{x_i\}_{i=1}^n \). Thus, when using randomized sketches, the algorithmic randomness can be completely decoupled from the randomness in the noisy observation model (5.1).

**5.2.1.0.5 Proof intuition:** The proof of Theorem 10 is given in Section 5.3.1. At a high-level, it is based on an upper bound on the prediction error \( \| \hat{f} - f^* \|^2_n \) that involves two sources of error: the approximation error associated with solving
a zero-noise version of the KRR problem in the projected $m$-dimensional space, and the estimation error between the noiseless and noisy versions of the projected problem. In more detail, letting $z^* := (f^*(x_1), \ldots, f^*(x_n))$ denote the vector of function evaluations defined by $f^*$, consider the quadratic program

$$
\alpha^\dagger := \arg \min_{\alpha \in \mathbb{R}^m} \left\{ \frac{1}{2n} \| z^* - \sqrt{n} KS^T \alpha \|_2^2 + \lambda_n \| K^{1/2} S^T \alpha \|_2^2 \right\}, \quad (5.14)
$$

as well as the associated fitted function $f^\dagger = \frac{1}{\sqrt{n}} \sum_{i=1}^n (S\alpha^\dagger)_i K(\cdot, x_i)$. The vector $\alpha^\dagger \in \mathbb{R}^m$ is the solution of the sketched problem in the case of zero noise, whereas the fitted function $f^\dagger$ corresponds to the best penalized approximation of $f^*$ within the range space of $S^T$.

Given this definition, we then have the elementary inequality

$$
\frac{1}{2} \left\| f - f^* \right\|_n^2 \leq \left\| f^\dagger - f^* \right\|_n^2 + \left\| f^\dagger - \hat{f} \right\|_n^2.
$$

For a fixed sketch matrix, the approximation error term is deterministic: it corresponds to the error induced by approximating $f^*$ over the range space of $S^T$. On the other hand, the estimation error depends both on the sketch matrix and the observation noise. In Section 5.3.1, we state and prove two lemmas that control the approximation and error terms respectively.

As a corollary, Theorem 10 implies the stated upper bound (5.8) on the prediction error of the original (unsketched) KRR estimate (5.3). Indeed, this estimator can be obtained using the “sketch matrix” $S = I_{n \times n}$, which is easily seen to be $K$-satisfiable. In practice, however, we are interested in $m \times n$ sketch matrices with $m \ll n$, so as to achieve computational savings. In particular, a natural conjecture is that it should be possible to efficiently generate $K$-satisfiable sketch matrices with the projection dimension $m$ proportional to the statistical dimension $d_n$ of the kernel. Of course, one such $K$-satisfiable matrix is given by $S = U_1^T \in \mathbb{R}^{d_n \times n}$, but it is not easy to generate, since it requires computing the eigendecomposition of $K$. Nonetheless, as we now show, there are various randomized constructions that lead to $K$-satisfiable sketch matrices with high probability.

### 5.2.2 Corollaries for randomized sketches

When combined with additional probabilistic analysis, Theorem 10 implies that various forms of randomized sketches achieve the minimax risk using a sketch dimension proportional to the statistical dimension $d_n$. Here we analyze the Gaussian and ROS families of random sketches, as previously defined in Section 5.1.2. Throughout our analysis, we require that the sketch dimension satisfies a lower bound of the form
\[ m \geq \begin{cases} c \, d_n & \text{for Gaussian sketches, and} \\ c \, d_n \log^4(n) & \text{for ROS sketches,} \end{cases} \]  

(5.16a)

where \( d_n \) is the \textit{statistical dimension} as previously defined in equation (5.11). Here it should be understood that the constant \( c \) can be chosen sufficiently large (but finite).

In addition, for the purposes of stating high probability results, we define the function

\[ \phi(m, d_n, n) := \begin{cases} c_1 e^{-c_2 m} & \text{for Gaussian sketches, and} \\ c_1 \left[ e^{-c_2 \frac{m}{d_n \log^2(n)}} + e^{-c_2 d_n \log^2(n)} \right] & \text{for ROS sketches,} \end{cases} \]

(5.16b)

where \( c_1, c_2 \) are universal constants. With this notation, the following result provides a high probability guarantee for both Gaussian and ROS sketches:

**Corollary 13** (Guarantees for Gaussian and ROS sketches). Given \( n \) i.i.d. samples \( \{(y_i, x_i)\}_{i=1}^n \) from the standard non-parametric regression model (5.1), consider the sketched KRR problem (5.5a) based on a sketch dimension \( m \) satisfying the lower bound (5.16a). Then there is a universal constant \( c'_u \) such that for any \( \lambda_n \geq 2 \delta_n^2 \), the sketched regression estimate (5.5b) satisfies the bound

\[ \| \hat{f} - f^* \|_n^2 \leq c'_u \{ \lambda_n + \delta_n^2 \} \]

with probability greater than \( 1 - \phi(m, d_n, n) - c_3 e^{-c_4 n \delta_n^2} \).

In order to illustrate Corollary 13, let us return to the three examples previously discussed in Section 5.1.3. To be concrete, we derive the consequences for Gaussian sketches, noting that ROS sketches incur only an additional \( \log^4(n) \) overhead.

- for the \( D \)-th order polynomial kernel from Example 4, the statistical dimension \( d_n \) for any sample size \( n \) is at most \( D + 1 \), so that a sketch size of order \( D + 1 \) is sufficient. This is a very special case, since the kernel is finite rank and so the required sketch dimension has no dependence on the sample size.

- for the Gaussian kernel from Example 5, the statistical dimension satisfies the scaling \( d_n \sim \sqrt{\log n} \), so that it suffices to take a sketch dimension scaling logarithmically with the sample size.

- for the first-order Sobolev kernel from Example 6, the statistical dimension scales as \( d_n \sim n^{1/3} \), so that a sketch dimension scaling as the cube root of the sample size is required.
Remark. In practice, the target sketch dimension $m$ is only known up to a multiplicative constant. To determine this multiplicative constant, one can implement the randomized algorithm in an adaptive fashion where the multiplicative constant is increased until the squared $L_2(P_n)$ norm of the change in the fitted function $\hat{f}$ falls below a desired tolerance. This adaptive procedure only slightly increases the time complexity—when increasing the sketch dimension from $m$ to $m'$, we only need to sample additional $m' - m$ rows to form the new sketch matrix $S'$ for any of the three random sketch schemes described in Section 5.1.2. Correspondingly, to form the new sketched kernel matrix $S'K$, we only need to compute the product of the new rows of $S'$ and the kernel matrix $K$. Fig. 5.1(d) and Fig. 5.2(d) below show that the relative approximation error $\|\hat{f} - f^0\|^2_n/\|f^0 - f^*\|^2_n$ has a rapid decay as the projection dimension $m$ grows, which justifies the validity of the adaptive procedure.

In order to illustrate these theoretical predictions, we performed some simulations. Beginning with the Sobolev kernel $K_{\text{sob}}(u,v) = \min\{u,v\}$ on the unit square, as introduced in Example 6, we generated $n$ i.i.d. samples from the model (5.1) with noise standard deviation $\sigma = 0.5$, the unknown regression function $f^*(x) = 1.6 |(x - 0.4)(x - 0.6)| - 0.3$, (5.17) and uniformly spaced design points $x_i = \frac{i}{n}$ for $i = 1, \ldots, n$. By construction, the function $f^*$ belongs to the first-order Sobolev space with $\|f^*\|_H \approx 1.3$. As suggested by our theory for the Sobolev kernel, we set the projection dimension $m = \lceil n^{1/3} \rceil$, and then solved the sketched version of kernel ridge regression, for both Gaussian sketches and ROS sketches based on the fast Hadamard transform. We performed simulations for $n$ in the set $\{32, 64, 128, \ldots, 16384\}$ so as to study scaling with the sample size. As noted above, our theory predicts that the squared prediction loss $\|\hat{f} - f^*\|^2_n$ should tend to zero at the same rate $n^{-2/3}$ as that of the unsketched estimator $f^0$. Figure 5.1 confirms this theoretical prediction. In panel (a), we plot the squared prediction error versus the sample size, showing that all three curves (original, Gaussian sketch and ROS sketch) tend to zero. Panel (b) plots the rescaled prediction error $n^{2/3}\|\hat{f} - f^*\|^2_n$ versus the sample size, with the relative flatness of these curves confirming the $n^{-2/3}$ decay predicted by our theory. Panel (c) plots the running time versus the sample size and the squared prediction error, showing that kernel sketching considerably speeds up KRR.

In our second experiment, we repeated the same set of simulations this time for the 3-d Gaussian kernel $K_{\text{Gau}}(u,v) = e^{-\frac{1}{2h^2}||u-v||_2^2}$ with bandwidth $h = 1$, and the function $f^*(x) = 0.5 e^{-x_1 + x_2} - x_2x_3$. In this case, as suggested by our theory, we choose the sketch dimension $m = \lceil 1.25 (\log n)^{3/2} \rceil$. Figure 5.2 shows the same types of plots with the prediction error. In this case, we expect that the squared prediction error will decay at the rate $\frac{(\log n)^{3/2}}{n}$. This prediction is confirmed by the plot in panel (b),
Figure 5.1: Prediction error versus sample size for original KRR, Gaussian sketch, and ROS sketches for the Sobolev one kernel for the function $f^*(x) = 1.6 |(x - 0.4)(x - 0.6)| - 0.3$. In all cases, each point corresponds to the average of 100 trials, with standard errors also shown. (a) Squared prediction error $\|\hat{f} - f^*\|^2_n$ versus the sample size $n \in \{32, 64, 128, \ldots, 16384\}$ for projection dimension $m = \lceil n^{1/3} \rceil$. (b) Rescaled prediction error $n^{2/3} |\hat{f} - f^*|^2_n$ versus the sample size. (c) Runtime versus the sample size. (d) Relative approximation error $\|\hat{f} - f^0\|^2_n / \|f^0 - f^*\|^2_n$ versus scaling parameter $c$ for $n = 1024$ and $m = \lceil cn^{1/3} \rceil$ with $c \in \{0.5, 1, 2, \ldots, 7\}$. The original KRR under $n = 8192$ and 16384 are not computed due to out-of-memory failures.

showing that the rescaled error $\frac{n}{(\log n)^{3/2}} |\hat{f} - f^*|^2_n$, when plotted versus the sample size, remains relatively constant over a wide range.

### 5.2.3 Comparison with Nyström-based approaches

It is interesting to compare the convergence rate and computational complexity of our methods with guarantees based on the Nyström approximation. As shown in
Figure 5.2: Prediction error versus sample size for original KRR, Gaussian sketch, and ROS sketches for the Gaussian kernel with the function $f^*(x) = 0.5 e^{-x_1 + x_2} - x_2 x_3$. In all cases, each point corresponds to the average of 100 trials, with standard errors also shown. (a) Squared prediction error $\| \hat{f} - f^* \|_2^2$ versus the sample size $n \in \{32, 64, 128, \ldots, 16384\}$ for projection dimension $m = \lceil 1.25 (\log n)^{3/2} \rceil$. (b) Rescaled prediction error $\frac{n}{(\log n)^{3/2}} \| \hat{f} - f^* \|_2^2$ versus the sample size. (c) Runtime versus the sample size. (d) Relative approximation error $\| \hat{f} - f^\circ \|_2^2 / \| f^\circ - f^* \|_2^2$ versus scaling parameter $c$ for $n = 1024$ and $m = \lceil c (\log n)^{3/2} \rceil$ with $c \in \{0.5, 1, 2, \ldots, 7\}$. The original KRR under $n = 8192$ and 16384 are not computed due to out-of-memory failures.

Section 5.5, this Nyström approximation approach can be understood as a particular form of our sketched estimate, one in which the sketch corresponds to a random row-sampling matrix.

Bach [16] analyzed the prediction error of the Nyström approximation to KRR based on uniformly sampling a subset of $p$-columns of the kernel matrix $K$, leading to an overall computational complexity of $O(np^2)$. In order for the approximation
to match the performance of KRR, the number of sampled columns must be lower bounded as

\[ p \gtrsim n \| \text{diag}(K(K + \lambda_n I)^{-1}) \|_\infty \log n, \]

a quantity which can be substantially larger than the statistical dimension required by our methods. Moreover, as shown in the following example, there are many classes of kernel matrices for which the performance of the Nyström approximation will be poor.

**Example 7 (Failure of Nyström approximation).** Given a sketch dimension \( m \leq n \log 2 \), consider an empirical kernel matrix \( K \) that has a block diagonal form \( \text{diag}(K_1, K_2) \), where \( K_1 \in \mathbb{R}^{(n-k) \times (n-k)} \) and \( K_2 \in \mathbb{R}^{k \times k} \) for any integer \( k \leq \frac{n}{m} \log 2 \). Then the probability of not sampling any of the last \( k \) columns/rows is at least \( 1 - \left(1 - \frac{k}{n}\right)^m \geq 1 - e^{-km/n} \geq 1/2 \). This means that with probability at least 1/2, the sub-sampling sketch matrix can be expressed as \( S = (S_1, 0) \), where \( S_1 \in \mathbb{R}^{m \times (n-k)} \).

Under such an event, the sketched KRR (5.5a) takes on a degenerate form, namely

\[
\hat{\alpha} = \arg \min_{\theta \in \mathbb{R}^m} \left\{ \frac{1}{2} \alpha^T S_1 K_1^2 S_1^T \alpha - \alpha^T S_1 K_1 y_1 \sqrt{n} + \lambda_n \alpha^T S_1 K_1 S_1^T \alpha \right\},
\]

and objective that depends only on the first \( n - k \) observations. Since the values of the last \( k \) observations can be arbitrary, this degeneracy has the potential to lead to substantial approximation error.

The previous example suggests that the Nyström approximation is likely to be very sensitive to non-inhomogeneity in the sampling of covariates. In order to explore this conjecture, we performed some additional simulations, this time comparing both Gaussian and ROS sketches with the uniform Nyström approximation sketch. Returning again to the Gaussian kernel \( K_{\text{Gau}}(u, v) = e^{-\frac{1}{2h^2}(u-v)^2} \) with bandwidth \( h = 0.25 \), and the function \( f^*(x) = -1 + 2x^2 \), we first generated \( n \) i.i.d. samples that were uniform on the unit interval \([0, 1]\). We then implemented sketches of various types (Gaussian, ROS or Nyström) using a sketch dimension \( m = \lceil 4\sqrt{\log n} \rceil \). As shown in the top row (panels (a) and (b)) of Figure 5.3, all three sketch types perform very well for this regular design, with prediction error that is essentially indistinguishable from the original KRR estimate. Keeping the same kernel and function, we then considered an irregular form of design, namely with \( k = \lfloor \sqrt{n} \rfloor \) samples perturbed as follows:

\[
x_i \sim \begin{cases} 
\text{Unif } [0, 1/2] & \text{if } i = 1, \ldots, n - k \\
1 + z_i & \text{for } i = k + 1, \ldots, n
\end{cases}
\]

where each \( z_i \sim N(0, 1/n) \). The performance of the sketched estimators in this case are shown in the bottom row (panels (c) and (d)) of Figure 5.3. As before, both
Figure 5.3: Prediction error versus sample size for original KRR, Gaussian sketch, ROS sketch and Nyström approximation. Left panels (a) and (c) show $\|\hat{f} - f^*\|_2^2$ versus the sample size $n \in \{32, 64, 128, 256, 512, 1024\}$ for projection dimension $m = \lceil 4\sqrt{\log n} \rceil$. In all cases, each point corresponds to the average of 100 trials, with standard errors also shown. Right panels (b) and (d) show the rescaled prediction error $\frac{n}{\sqrt{\log n}} \|\hat{f} - f^*\|_2^2$ versus the sample size. Top row correspond to covariates arranged uniformly on the unit interval, whereas bottom row corresponds to an irregular design (see text for details).

the Gaussian and ROS sketches track the performance of the original KRR estimate very closely; in contrast, the Nyström approximation behaves very poorly for this regression problem, consistent with the intuition suggested by the preceding example.

As is known from general theory on the Nyström approximation, its performance can be improved by knowledge of the so-called leverage scores of the underlying matrix. In this vein, recent work by Alaoui and Mahoney [7] suggests a Nyström approx-
imation non-uniform sampling of the columns of kernel matrix involving the leverage scores. Assuming that the leverage scores are known, they show that their method matches the performance of original KRR using a non-uniform sub-sample of the order \( \text{trace}(K(K + \lambda_n I)^{-1}) \log n \) columns. When the regularization parameter \( \lambda_n \) is set optimally—that is, proportional to \( \delta_n^2 \)—then apart from the extra logarithmic factor, this sketch size scales with the statistical dimension, as defined here. However, the leverage scores are not known, and their method for obtaining a sufficiently approximation requires sampling \( \tilde{p} \) columns of the kernel matrix \( K \), where

\[
\tilde{p} \gtrsim \lambda_n^{-1} \text{trace}(K) \log n.
\]

For a typical (normalized) kernel matrix \( K \), we have \( \text{trace}(K) \gtrsim 1 \); moreover, in order to achieve the minimax rate, the regularization parameter \( \lambda_n \) should scale with \( \delta_n^2 \). Putting together the pieces, we see that the sampling parameter \( \tilde{p} \) must satisfy the lower bound \( \tilde{p} \gtrsim \delta_n^{-2} \log n \). This requirement is much larger than the statistical dimension, and prohibitive in many cases:

- for the Gaussian kernel, we have \( \delta_n^2 \approx \sqrt{\log(n)/n} \), and so \( \tilde{p} \gtrsim n \log^{1/2}(n) \), meaning that all rows of the kernel matrix are sampled. In contrast, the statistical dimension scales as \( \sqrt{\log n} \).

- for the first-order Sobolev kernel, we have \( \delta_n^2 \approx n^{-2/3} \), so that \( \tilde{p} \gtrsim n^{2/3} \log n \). In contrast, the statistical dimension for this kernel scales as \( n^{1/3} \).

It remains an open question as to whether a more efficient procedure for approximating the leverage scores might be devised, which would allow a method of this type to be statistically optimal in terms of the sampling dimension.

## 5.3 Proofs of technical results

In this section, we provide the proofs of our main theorems. Some technical proofs of the intermediate results are provided in later sections.

### 5.3.1 Proof of Theorem 10

Recall the definition (5.14) of the estimate \( f^\dagger \), as well as the upper bound (5.15) in terms of approximation and estimation error terms. The remainder of our proof consists of two technical lemmas used to control these two terms.

**Lemma 26** (Control of estimation error). Under the conditions of Theorem 10, we have

\[
\|f^\dagger - \hat{f}\|_n^2 \leq c \delta_n^2
\]
with probability at least $1 - c_1 e^{-c_2 n \delta_n^2}$.

**Lemma 27** (Control of approximation error). For any $K$-satisfiable sketch matrix $S$, we have

$$\|f^\dagger - f^*\|_n^2 \leq c \left\{ \lambda_n + \delta_n^2 \right\} \quad \text{and} \quad \|f^\dagger\|_H \leq c \left\{ 1 + \frac{\delta_n^2}{\lambda_n} \right\}. \quad (5.19)$$

These two lemmas, in conjunction with the upper bound (5.15), yield the claim in the theorem statement. Accordingly, it remains to prove the two lemmas.

### 5.3.1.1 Proof of Lemma 26

So as to simplify notation, we assume throughout the proof that $\sigma = 1$. (A simple rescaling argument can be used to recover the general statement). Since $\alpha^\dagger$ is optimal for the quadratic program (5.14), it must satisfy the zero gradient condition

$$-SK\left( \frac{1}{\sqrt{n}} f^* - KS^T \alpha^\dagger \right) + 2\lambda_n KS^T \alpha^\dagger = 0. \quad (5.20)$$

By the optimality of $\hat{\alpha}$ and feasibility of $\alpha^\dagger$ for the sketched problem (5.5a), we have

$$\frac{1}{2} \|KS^T \hat{\alpha}\|_2^2 - \frac{1}{\sqrt{n}} y^T KS^T \hat{\alpha} + \lambda_n \|K^{1/2} S^T \hat{\alpha}\|_2^2 \leq \frac{1}{2} \|KS^T \alpha^\dagger\|_2^2 - \frac{1}{\sqrt{n}} y^T KS^T \alpha^\dagger + \lambda_n \|K^{1/2} S^T \alpha^\dagger\|_2^2$$

Defining the error vector $\hat{\Delta} := S^T (\hat{\alpha} - \alpha^\dagger)$, some algebra leads to the following inequality

$$\frac{1}{2} \|K\hat{\Delta}\|_2^2 \leq -\langle K\hat{\Delta}, KS^T \alpha^\dagger \rangle + \frac{1}{\sqrt{n}} y^T KS\hat{\Delta} + \lambda_n \|K^{1/2} S^T \alpha^\dagger\|_2^2 - \lambda_n \|K^{1/2} S^T \hat{\alpha}\|_2^2. \quad (5.21)$$

Consequently, by plugging in $y = z^* + w$ and applying the optimality condition (5.20), we obtain the basic inequality

$$\frac{1}{2} \|K\hat{\Delta}\|_2^2 \leq \left| \frac{1}{\sqrt{n}} w^T K\hat{\Delta} \right| - \lambda_n \|K^{1/2} \hat{\Delta}\|_2^2. \quad (5.22)$$

The following lemma provides control on the right-hand side:

**Lemma 28.** With probability at least $1 - c_1 e^{-c_2 n \delta_n^2}$, we have

$$\left| \frac{1}{\sqrt{n}} w^T K\Delta \right| \leq \begin{cases} 6\delta_n \|K\Delta\|_2 + 2\delta_n^2 & \text{for all } \|K^{1/2} \Delta\|_2 \leq 1, \\ 2\delta_n \|K\Delta\|_2 + 2\delta_n^2 \|K^{1/2} \Delta\|_2 + \frac{1}{16} \delta_n^2 & \text{for all } \|K^{1/2} \Delta\|_2 \geq 1. \end{cases} \quad (5.23)$$
See Section 5.6.2 for the proof of this lemma.

Based on this auxiliary result, we divide the remainder of our analysis into two cases:

5.3.1.1 Case 1: If \( \|K^{1/2}\hat{\Delta}\|_2 \leq 1 \), then the basic inequality (5.22) and the top inequality in Lemma 28 imply

\[
\frac{1}{2} \|\hat{\Delta}\|_2^2 \leq \left| \frac{1}{\sqrt{n}} w^T K \hat{\Delta} \right| \leq 6\delta_n \|\hat{\Delta}\|_2 + 2\delta_n^2
\]

(5.24)

with probability at least \( 1 - c_1 e^{-c_2 n\delta_n} \). Note that we have used that fact that the randomness in the sketch matrix \( S \) is independent of the randomness in the noise vector \( w \). The quadratic inequality (5.24) implies that \( \|\hat{\Delta}\|_2 \leq c\delta_n \) for some universal constant \( c \).

5.3.1.1.2 Case 2: If \( \|K^{1/2}\hat{\Delta}\|_2 > 1 \), then the basic inequality (5.22) and the bottom inequality in Lemma 28 imply

\[
\frac{1}{2} \|\hat{\Delta}\|_2^2 \leq 2\delta_n \|\hat{\Delta}\|_2 + 2\delta_n^2 \|K^{1/2}\hat{\Delta}\|_2 + \frac{1}{16} \delta_n^2 - \lambda_n \|K^{1/2}\hat{\Delta}\|_2^2
\]

with probability at least \( 1 - c_1 e^{-c_2 n\delta_n^2} \). If \( \lambda_n \geq 2\delta_n^2 \), then under the assumed condition \( \|K^{1/2}\hat{\Delta}\|_2 > 1 \), the above inequality gives

\[
\frac{1}{2} \|\hat{\Delta}\|_2^2 \leq 2\delta_n \|\hat{\Delta}\|_2 + \frac{1}{16} \delta_n^2 \leq \frac{1}{4} \|\hat{\Delta}\|_2^2 + 4\delta_n^2 + \frac{1}{16} \delta_n^2.
\]

By rearranging terms in the above, we obtain \( \|\hat{\Delta}\|_2^2 \leq c\delta_n^2 \) for a universal constant, which completes the proof.

5.3.1.2 Proof of Lemma 27

Our goal is to show that the bound

\[
\frac{1}{2n} \|z^* - \sqrt{n} K S^T \alpha^\dagger\|_2^2 + \lambda_n \|K^{1/2} S^T \alpha^\dagger\|_2^2 \leq c \{\lambda_n + \delta_n^2\}.
\]

In fact, since \( \alpha^\dagger \) is a minimizer, it suffices to exhibit some \( \alpha \in \mathbb{R}^m \) for which this inequality holds. Recalling the eigendecomposition \( K = U D U^T \), it is equivalent to exhibit some \( \alpha \in \mathbb{R}^m \) such that

\[
\frac{1}{2} \|\theta^* - D \tilde{S}^T \alpha\|_2^2 + \lambda_n \alpha^T \tilde{S} D \tilde{S}^T \alpha \leq c \{\lambda_n + \delta_n^2\},
\]

(5.25)
where $\widetilde{S} = SU$ is the transformed sketch matrix, and the vector $\theta^* = n^{-1/2}Uz^* \in \mathbb{R}^n$ satisfies the ellipse constraint $\|D^{-1/2}\theta^*\|_2 \leq 1$.

We do so via a constructive procedure. First, we partition the vector $\theta^* \in \mathbb{R}^n$ into two sub-vectors, namely $\theta^*_1 \in \mathbb{R}^{d_n}$ and $\theta^*_2 \in \mathbb{R}^{n-d_n}$. Similarly, we partition the diagonal matrix $D$ into two blocks, $D_1$ and $D_2$, with dimensions $d_n$ and $n-d_n$, respectively. Under the condition $m > d_n$, we may let $\widetilde{S}_1 \in \mathbb{R}^{m \times d_n}$ denote the left block of the transformed sketch matrix, and similarly, let $\widetilde{S}_2 \in \mathbb{R}^{m \times (n-d_n)}$ denote the right block. In terms of this notation, the assumption that $S$ is $K$-satisfiable corresponds to the inequalities

$$\|\widetilde{S}_1^T\widetilde{S}_1 - I_{d_n}\|_2 \leq \frac{1}{2}, \quad \text{and} \quad \|\widetilde{S}_2\sqrt{D_2}\|_2 \leq c\delta_n. \quad (5.26)$$

As a consequence, we are guarantee that the matrix $\widetilde{S}_1^T\widetilde{S}_1$ is invertible, so that we may define the $m$-dimensional vector

$$\hat{\alpha} = (\widetilde{S}_1^T\widetilde{S}_1)^{-1}(D_1)^{-1}\beta_1^* \in \mathbb{R}^m,$$

Recalling the disjoint partition of our vectors and matrices, we have

$$\|\theta^* - DS^T\hat{\alpha}\|_2^2 = \|\theta^*_1 - D_1\widetilde{S}_1^T\hat{\alpha}\|_2^2 + \|\theta^*_2 - D_2\widetilde{S}_2^T\widetilde{S}_1^T\hat{\alpha}\|^2 = (\beta_1^*)^2 \quad (5.27a)$$

By the triangle inequality, we have

$$T_1 \leq \|\theta^*_2\|_2 + \|D_2\widetilde{S}_2^T\widetilde{S}_1(\widetilde{S}_1^T\hat{\alpha})\|_2 = 0 \leq \|\theta^*_2\|_2 + \|D_2\widetilde{S}_2^T\widetilde{S}_1\|_2 \|\hat{\alpha}\|_2 \|D_1^{-1/2}\|_2 \|D_1^{-1/2}\theta_1^*\|_2 \|D_1^{-1/2}\theta_1^*\|_2 \leq \|\theta^*_2\|_2 + \|D_2\widetilde{S}_2^T\widetilde{S}_1\|_2 \|\hat{\alpha}\|_2 \|D_1^{-1/2}\|_2 \|D_1^{-1/2}\theta_1^*\|_2.$$ 

Since $\|D^{-1/2}\theta^*\|_2 \leq 1$, we have $\|D_1^{-1/2}\theta_1^*\|_2 \leq 1$ and moreover

$$\|\theta^*_2\|_2^2 = \sum_{j=d_n+1}^{n} (\theta_j^*)^2 \leq \delta_n^2 \sum_{j=d_n+1}^{n} \frac{(\theta_j^*)^2}{\hat{\mu}_j} \leq \delta_n^2,$$

since $\hat{\mu}_j \leq \delta_n^2$ for all $j \geq d_n + 1$. Similarly, we have $\|\sqrt{D_2}\|_2 \leq \sqrt{\hat{\mu}_{d_n+1}} \leq \delta_n$, and $\|D_1^{-1/2}\|_2 \leq \delta_n^{-1}$. Putting together the pieces, we have

$$T_1 \leq \delta_n + \|\sqrt{D_2}\|_2 \|\hat{\alpha}\|_2 \|D_1^{-1/2}\|_2 \|D_1^{-1/2}\theta_1^*\|_2 \leq \frac{\sqrt{3}}{2} \sqrt{\delta_n^2} \leq \epsilon \delta_n, \quad (5.27b)$$

where we have invoked the $K$-satisfiability of the sketch matrix to guarantee the bounds $\|\widetilde{S}_1\|_2 \leq \sqrt{3/2}$, $\|\|S_1^T\|\|_2 \geq 1/2$ and $\|\widetilde{S}_2\sqrt{D_2}\|_2 \leq c\delta_n$. Bounds (5.27a) and (5.27b) in conjunction guarantee that

$$\|\theta^* - DS^T\hat{\alpha}\|_2^2 \leq c\delta_n^2, \quad (5.28a)$$
where the value of the universal constant $c$ may change from line to line.

Turning to the remaining term on the left-side of inequality (5.25), applying the triangle inequality and the previously stated bounds leads to

$$\tilde{\alpha}^T \tilde{S} \tilde{D}^T \tilde{\alpha} \leq \|D_1^{-1/2}\tilde{\theta}_1^*\|^2_2 + \|D_2^{1/2}\tilde{S}_2\|_2 \|\tilde{S}_1\|_2 \leq 1 + (c\delta_n) \sqrt{3/2} \frac{1}{2} \delta_n^{-1} (1) \leq c'. \quad (5.28b)$$

Combining the two bounds (5.28a) and (5.28b) yields the claim (5.25).

5.4 Discussion

In this chapter, we have analyzed randomized sketching methods for kernel ridge regression. Our main theorem gives sufficient conditions on any sketch matrix for the sketched estimate to achieve the minimax risk for non-parametric regression over the underlying kernel class. We specialized this general result to two broad classes of sketches, namely those based on Gaussian random matrices and randomized orthogonal systems (ROS), for which we proved that a sketch size proportional to the statistical dimension is sufficient to achieve the minimax risk. More broadly, we suspect that sketching methods of the type analyzed here have the potential to save time and space in other forms of statistical computation, and we hope that the results given here are useful for such explorations.

5.5 Subsampling sketches yield Nyström approximation

In this section, we show that the the sub-sampling sketch matrix described at the end of Section 5.1.2 coincides with applying Nyström approximation [147] to the kernel matrix.

We begin by observing that the original KRR quadratic program (5.4a) can be written in the equivalent form

$$\min_{\omega \in \mathbb{R}^n, u \in \mathbb{R}^n} \left\{ \frac{1}{2n} \|u\|^2 + \lambda_n \omega^T K \omega \right\} \text{ such that } y - \sqrt{n} K \omega = u. \quad (5.29)$$

The dual of this constrained quadratic program (QP) is given by

$$\xi^\dagger = \arg \max_{\xi \in \mathbb{R}^n} \left\{ -\frac{n}{4\lambda_n} \xi^T K \xi + \xi^T y - \frac{1}{2} \xi^T \xi \right\}. \quad (5.29)$$

The KRR estimate $f^\dagger$ and the original solution $\omega^\dagger$ can be recovered from the dual solution $\xi^\dagger$ via the relation

$$f^\dagger(\cdot) = \frac{1}{\sqrt{n}} \sum_{i=1}^n \omega_i^\dagger K(\cdot, x_i)$$

and $\omega^\dagger = \frac{\sqrt{n}}{2\lambda_n} \xi^\dagger$. 
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Now turning to the sketched KRR program (5.5a), note that it can be written in the equivalent form \( \min_{\alpha \in \mathbb{R}^n, u \in \mathbb{R}^n} \left\{ \frac{1}{2n} \| u \|^2 + \lambda_n \alpha^T S K S^T \alpha \right\} \) subject to the constraint \( y - \sqrt{n} K S^T \alpha = u \). The dual of this constrained QP is given by

\[
\xi^\dagger = \arg \max_{\xi \in \mathbb{R}^n} \left\{ - \frac{n}{4 \lambda_n} \xi^T \tilde{K} \xi + \xi^T y - \frac{1}{2} \xi^T \xi \right\},
\]

(5.30)

where \( \tilde{K} = K S^T (S K S^T)^{-1} S K \) is a rank-\( m \) matrix in \( \mathbb{R}^{n \times n} \). In addition, the sketched KRR estimate \( \hat{f} \), the original solution \( \hat{\alpha} \) and the dual solution \( \xi^\dagger \) are related by

\[
\hat{f}(\cdot) = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} (S^T \hat{\alpha})_i K(\cdot, x_i) \quad \text{and} \quad \hat{\alpha} = \frac{\sqrt{n}}{2 \lambda_n} (S K S^T)^{-1} S K \xi^\dagger.
\]

When \( S \) is the sub-sampling sketch matrix, the matrix \( \tilde{K} = K S^T (S K S^T)^{-1} S K \) is known as the Nyström approximation \([147]\). Consequently, the dual formulation of sketched KRR based on a sub-sampling matrix can be viewed as the Nyström approximation as applied to the dual formulation of the original KRR problem.

### 5.6 Proofs of technical results

#### 5.6.1 Proof of Theorem 9

We begin by converting the problem to an instance of the normal sequence model \([71]\). Recall that the kernel matrix can be decomposed as \( K = U^T D U \), where \( U \in \mathbb{R}^{n \times n} \) is orthonormal, and \( D = \text{diag}\{ \hat{\mu}_1, \ldots, \hat{\mu}_n \} \). Any function \( f^* \in \mathcal{H} \) can be decomposed as

\[
f^* = \frac{1}{\sqrt{n}} \sum_{j=1}^{n} K(\cdot, x_j)(U^T \beta^*)_j + g,
\]

(5.31)

for some vector \( \beta^* \in \mathbb{R}^n \), and some function \( g \in \mathcal{H} \) is orthogonal to \( \text{span}\{ K(\cdot, x_j), j = 1, \ldots, n \} \). Consequently, the inequality \( \| f^* \|_{\mathcal{H}} \leq 1 \) implies that

\[
\left\| \frac{1}{\sqrt{n}} \sum_{j=1}^{n} K(\cdot, x_j)(U^T \beta^*)_j \right\|^2_{\mathcal{H}} = (U^T \beta^*)_T U^T D U (U^T \beta^*) = \| \sqrt{D} \beta^* \|_2^2 \leq 1.
\]

Moreover, we have \( f^*(x^n) = \sqrt{n} U^T D \beta^* \), and so the original observation model (5.1) has the equivalent form \( y = \sqrt{n} U^T \theta^* + w \), where \( \theta^* = D \beta^* \). In fact, due to the rotation invariance of the Gaussian, it is equivalent to consider the normal sequence model

\[
\tilde{y} = \theta^* + \frac{w}{\sqrt{n}}.
\]

(5.32)

162
Any estimate $\tilde{\theta}$ of $\theta^*$ defines the function estimate $\tilde{f}(\cdot) = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} K(\cdot, x_i) (U^T D^{-1} \tilde{\theta})_i$, and by construction, we have $\|\tilde{f} - f^*\|_2^2 = \|\tilde{\theta} - \theta^*\|_2^2$. Finally, the original constraint $\|\sqrt{D} \beta^*\|_2^2 \leq 1$ is equivalent to $\|D^{-1/2} \theta^*\|_2 \leq 1$. Thus, we have a version of the normal sequence model subject to an ellipse constraint.

After this reduction, we can assume that we are given $n$ i.i.d. observations $\tilde{y}_1^n = \{\tilde{y}_1, \ldots, \tilde{y}_n\}$, and our goal is to lower bound the Euclidean error $\|\tilde{\theta} - \theta^*\|_2^2$ of any estimate of $\theta^*$. In order to do so, we first construct a $\delta/2$-packing of the set $B = \{\theta \in \mathbb{R}^n \mid \|D^{-1/2} \theta\|_2 \leq 1\}$, say $\{\theta_1, \ldots, \theta_M\}$. Now consider the random ensemble of regression problems in which we first draw an index $A$ uniformly at random from $[M]$, and then conditioned on $A = a$, we observe $n$ i.i.d. samples from the non-parametric regression model with $f^* = f^a$. Given this set-up, a standard argument using Fano’s inequality implies that

$$
P\left[\|\tilde{f} - f^*\|_2^2 \geq \frac{\delta^2}{4}\right] \geq 1 - \frac{I(\tilde{y}_1^n; A) + \log 2}{\log M},$$

where $I(\tilde{y}_1^n; A)$ is the mutual information between the samples $\tilde{y}_1^n$ and the random index $A$. It remains to construct the desired packing and to upper bound the mutual information.

For a given $\delta > 0$, define the ellipse

$$
E(\delta) := \left\{\theta \in \mathbb{R}^n \mid \sum_{j=1}^{n} \min_{\delta^2, \tilde{\mu}_j} \frac{\theta_j^2}{\min \{\delta^2, \tilde{\mu}_j\}} \leq 1 \right\}.
$$

(5.33)

By construction, observe that $E(\delta)$ is contained within Hilbert ball of unit radius. Consequently, it suffices to construct a $\delta/2$-packing of this ellipse in the Euclidean norm.

**Lemma 29.** For any $\delta \in (0, \delta_n]$, there is a $\delta/2$-packing of the ellipse $E(\delta)$ with cardinality

$$
\log M = \frac{1}{64} d_n.
$$

(5.34)

Taking this packing as given, note that by construction, we have

$$
\|\theta^a\|_2^2 = \delta^2 \sum_{j=1}^{n} \frac{\theta_j^2}{\delta^2} \leq \delta^2, \quad \text{and hence} \quad \|\theta^a - \theta^b\|_2^2 \leq 4\delta^2.
$$

In conjunction with concavity of the KL divergence, we have

$$
I(y_1^n; J) \leq \frac{1}{M^2} \sum_{a,b=1}^{M} D(\mathbb{P}^a \| \mathbb{P}^b) = \frac{1}{M^2} \frac{n}{2\sigma^2} \sum_{a,b=1}^{M} \|\theta^a - \theta^b\|_2^2 \leq \frac{2n}{\sigma^2} \delta^2
$$
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For any $\delta$ such that $\log 2 \leq \frac{2\log \delta^2}{\sigma^2}$ and $\delta \leq \delta_n$, we have
\[
\mathbb{P}\left[ \|\tilde{f} - f^*\|_2^2 \geq \frac{\delta^2}{4} \right] \geq 1 - \frac{4n\delta^2/\sigma^2}{d_n/64}.
\]
Moreover, since the kernel is regular, we have $\sigma^2 d_n \geq c n \delta_n^2$ for some positive constant $c$. Thus, setting $\delta^2 = \frac{c\delta_n^2}{64}$ yields the claim.

5.6.1.0.1 Proof of Lemma 29: It remains to prove the lemma, and we do so via the probabilistic method. Consider a random vector $\theta \in \mathbb{R}^n$ of the form
\[
\theta = \left[ \frac{\delta}{\sqrt{2d_n}} w_1 \quad \frac{\delta}{\sqrt{2d_n}} w_2 \quad \cdots \quad \frac{\delta}{\sqrt{2d_n}} w_{d_n} \quad 0 \quad \cdots \quad 0 \right],
\]
where $w = (w_1, \ldots, w_{d_n})^T \sim N(0, I_{d_n})$ is a standard Gaussian vector. We claim that a collection of $M$ such random vectors $\{\theta_1, \ldots, \theta^M\}$, generated in an i.i.d. manner, defines the required packing with high probability.

On one hand, for each index $a \in [M]$, since $\delta^2 \leq \delta_n^2 \leq \hat{\mu}_j$ for each $j \leq d_n$, we have $\|\theta^a\|_2^2 = \frac{\|w^a\|_2^2}{2d_n}$, corresponding to a normalized $\chi^2$-variate. Consequently, by a combination of standard tail bounds and the union bound, we have
\[
\mathbb{P}\left[ \|\theta^a\|_2^2 \leq 1 \text{ for all } a \in [M] \right] \geq 1 - M e^{-\frac{dn}{16}}.
\]

Now consider the difference vector $\theta^a - \theta^b$. Since the underlying Gaussian noise vectors $w^a$ and $w^b$ are independent, the difference vector $w^a - w^b$ follows a $N(0, 2I_{d_n})$ distribution. Consequently, the event $\|\theta^a - \theta^b\|_2 \geq \frac{\delta}{2}$ is equivalent to the event $\sqrt{2}\|\theta\|_2 \geq \frac{\delta}{2}$, where $\theta$ is a random vector drawn from the original ensemble. Note that $\|\theta\|_2^2 = \frac{\|w\|_2^2}{2d_n}$. Then a combination of standard tail bounds for $\chi^2$-distributions and the union bound argument yields
\[
\mathbb{P}\left[ \|\theta^a - \theta^b\|_2 \geq \frac{\delta^2}{4} \text{ for all } a, b \in [M] \right] \geq 1 - M^2 e^{-\frac{d_n}{16}}.
\]

Combining the last two display together, we obtain
\[
\mathbb{P}\left[\|\theta^a\|_2^2 \leq 1 \text{ and } \|\theta^a - \theta^b\|_2 \geq \frac{\delta^2}{4} \text{ for all } a, b \in [M]\right] \geq 1 - M e^{-\frac{d_n}{16}} - M^2 e^{-\frac{d_n}{16}}.
\]
This probability is positive for $\log M = d_n/64$. 
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5.6.2 Proof of Lemma 28

For use in the proof, for each $\delta > 0$, let us define the random variable

$$Z_n(\delta) = \sup_{\|K^{1/2}\Delta\|_2 \leq \delta} \left| \frac{1}{\sqrt{n}} w^T K \Delta \right|.$$  \hfill (5.36)

5.6.2.0.2 Top inequality in the bound (5.23): If the top inequality is violated, then we claim that we must have $Z_n(\delta_n) > 2\delta_n^2$. On one hand, if the bound (5.23) is violated by some vector $\Delta \in \mathbb{R}^n$ with $\|K\Delta\|_2 \leq \delta_n$, then we have

$$2\delta_n^2 \leq \left| \frac{1}{\sqrt{n}} w^T K \Delta \right| \leq Z_n(\delta_n).$$

On the other hand, if the bound is violated by some function with $\|K\Delta\|_2 > \delta_n$, then we can define the rescaled vector $\tilde{\Delta} = \frac{\delta_n}{\|K\Delta\|_2} \Delta$, for which we have

$$\|K\tilde{\Delta}\|_2 = \delta_n, \quad \text{and} \quad \|K^{1/2}\tilde{\Delta}\|_2 = \frac{\delta_n}{\|K\Delta\|_2} \|K^{1/2}\Delta\|_2 \leq 1$$

showing that $Z_n(\delta_n) \geq 2\delta_n^2$ as well.

When viewed as a function of the standard Gaussian vector $w \in \mathbb{R}^n$, it is easy to see that $Z_n(\delta_n)$ is Lipschitz with parameter $\delta_n/\sqrt{n}$. Consequently, by concentration of measure for Lipschitz functions of Gaussians [84], we have

$$\mathbb{P}[Z_n(\delta_n) \geq \mathbb{E}[Z_n(\delta_n)] + t] \leq e^{-\frac{nt^2}{28\delta_n^2}}.$$ \hfill (5.37)

Moreover, we claim that

$$\mathbb{E}[Z_n(\delta_n)] \leq \sqrt{\frac{1}{n} \sum_{i=1}^{n} \min\{\delta_i^2, \hat{\mu}_i\}} \leq \delta_n^{(ii)}$$ \hfill (5.38)

where inequality (ii) follows by definition of the critical radius (recalling that we have set $\sigma = 1$ by a rescaling argument). Setting $t = \delta_n^2$ in the tail bound (5.37), we see that $\mathbb{P}[Z_n(\delta_n) \geq 2\delta_n^2] \leq e^{n\delta_n^2/2}$, which completes the proof of the top bound.

It only remains to prove inequality (i) in equation (5.38). The kernel matrix $K$ can be decomposed as $K = U^T D U$, where $D = \text{diag}\{\hat{\mu}_1, \ldots, \hat{\mu}_n\}$, and $U$ is a unitary matrix. Defining the vector $\beta = DU\Delta$, the two constraints on $\Delta$ can be expressed as
\[ \|D^{-1/2}\beta\|_2 \leq 1 \text{ and } \|\beta\|_2 \leq \delta. \] Note that any vector satisfying these two constraints must belong to the ellipse

\[ \mathcal{E} := \left\{ \beta \in \mathbb{R}^n \mid \sum_{j=1}^{n} \frac{\beta_j^2}{\nu_j} \leq 2 \text{ where } \nu_j = \max\{\delta_n^2, \hat{\mu}_j\} \right\}. \]

Consequently, we have

\[ \mathbb{E}[Z_n(\delta_n)] \leq \mathbb{E} \left[ \sup_{\beta \in \mathcal{E}} \frac{1}{\sqrt{n}} |\langle U^T w, \beta \rangle| \right] = \mathbb{E} \left[ \sup_{\beta \in \mathcal{E}} \frac{1}{\sqrt{n}} |\langle w, \beta \rangle| \right], \]

since \( U^T w \) also follows a standard normal distribution. By the Cauchy-Schwarz inequality, we have

\[ \mathbb{E} \left[ \sup_{\beta \in \mathcal{E}} \frac{1}{\sqrt{n}} |\langle w, \beta \rangle| \right] \leq \frac{1}{\sqrt{n}} \mathbb{E} \left[ \sum_{j=1}^{n} \nu_j w_j^2 \right] \leq \frac{1}{\sqrt{n}} \mathbb{E} \left\{ \sum_{j=1}^{n} \nu_j \right\}_{\mathcal{R}(\delta_n)}, \]

where the final step follows from Jensen’s inequality.

**5.6.2.0.3 Bottom inequality in the bound (5.23):** We now turn to the proof of the bottom inequality. We claim that it suffices to show that

\[ \left| \frac{1}{\sqrt{n}} w^T \hat{\Delta} \right| \leq 2 \delta_n \|K\hat{\Delta}\|_2 + 2 \delta_n^2 + \frac{1}{16} \|K\hat{\Delta}\|_2^2 \quad (5.39) \]

for all \( \hat{\Delta} \in \mathbb{R}^n \) such that \( \|K^{1/2}\hat{\Delta}\|_2 = 1 \). Indeed, for any vector \( \Delta \in \mathbb{R}^n \) with \( \|K^{1/2}\Delta\|_2 > 1 \), we can define the rescaled vector \( \hat{\Delta} = \Delta / \|K^{1/2}\Delta\|_2 \), for which we have \( \|K^{1/2}\hat{\Delta}\|_2 = 1 \). Applying the bound (5.39) to this choice and then multiplying both sides by \( \|K^{1/2}\Delta\|_2 \), we obtain

\[
\left| \frac{1}{\sqrt{n}} w^T K \Delta \right| \leq 2 \delta_n \|K\Delta\|_2 + 2 \delta_n^2 \|K^{1/2}\Delta\|_2 + \frac{1}{16} \|K\Delta\|_2^2 \\
\leq 2 \delta_n \|K\Delta\|_2 + 2 \delta_n^2 \|K^{1/2}\Delta\|_2 + \frac{1}{16} \|K\Delta\|_2^2,
\]

as required.

Recall the family of random variables \( Z_n \) previously defined (5.36). For any \( u \geq \delta_n \), we have

\[ \mathbb{E}[Z_n(u)] = \hat{\mathcal{R}}(u) = \frac{u \hat{\mathcal{R}}(u)}{u} \overset{(i)}{\leq} u \frac{\hat{\mathcal{R}}(\delta_n)}{\delta_n} \overset{(ii)}{\leq} u \delta_n, \]
where inequality (i) follows since the function \( u \mapsto \frac{\hat{R}(u)}{u} \) is non-increasing, and step (ii) follows by our choice of \( \delta_n \). Setting \( t = \frac{u^2}{32} \) in the concentration bound (5.37), we conclude that

\[
\mathbb{P}[Z_n(u) \geq u\delta_n + \frac{u^2}{64}] \leq e^{-cnu^2} \quad \text{for each } u \geq \delta_n.
\] (5.40)

We are now equipped to prove the bound (5.39) via a “peeling” argument. Let \( \mathcal{E} \) denote the event that the bound (5.39) is violated for some vector \( \tilde{\Delta} \) with \( \|K^{1/2}\tilde{\Delta}\|_2 = 1 \). For real numbers \( 0 \leq a < b \), let \( \mathcal{E}(a, b) \) denote the event that it is violated for some vector with \( \|K^{1/2}\Delta\|_2 = 1 \) and \( \|K\tilde{\Delta}\|_2 \in [a, b] \). For \( m = 0, 1, 2, \ldots \), define \( u_m = 2^m \delta_n \). We then have the decomposition \( \mathcal{E} = \mathcal{E}(0, u_0) \cup \left( \bigcup_{m=0}^{\infty} \mathcal{E}(u_m, u_{m+1}) \right) \) and hence by union bound,

\[
\mathbb{P}[\mathcal{E}] \leq \mathbb{P}[\mathcal{E}(0, u_0)] + \sum_{m=0}^{\infty} \mathbb{P}[\mathcal{E}(u_m, u_{m+1})].
\] (5.41)

The final step is to bound each of the terms in this summation. Since \( u_0 = \delta_n \), we have

\[
\mathbb{P}[\mathcal{E}(0, u_0)] \leq \mathbb{P}[Z_n(\delta_n) \geq 2\delta_n^2] \leq e^{-cn\delta_n^2}.
\] (5.42)

On the other hand, suppose that \( \mathcal{E}(u_m, u_{m+1}) \) holds, meaning that there exists some vector \( \tilde{\Delta} \) with \( \|K^{1/2}\Delta\|_2 = 1 \) and \( \|K\tilde{\Delta}\|_2 \in [u_m, u_{m+1}] \) such that

\[
\left| \frac{1}{\sqrt{n}} w^T K \tilde{\Delta} \right| \geq 2 \delta_n \|K\tilde{\Delta}\|_2 + 2 \delta_n^2 + \frac{1}{16} \|K\tilde{\Delta}\|_2^2 \geq 2 \delta_n u_m + 2 \delta_n^2 + \frac{1}{16} u_m^2 \geq \delta_n u_m + \frac{1}{64} u_{m+1}^2,
\]

where the second inequality follows since \( \|K\tilde{\Delta}\|_2 \geq u_m \); and the third inequality follows since \( u_{m+1} = 2 u_m \). This lower bound implies that \( Z_n(u_{m+1}) \geq \delta_n u_{m+1} + \frac{u_{m+1}^2}{64} \), whence the bound (5.40) implies that

\[
\mathbb{P}[\mathcal{E}(u_m, u_{m+1})] \leq e^{-cnu_{m+1}^2} \leq e^{-cn2^m\delta_n^2}.
\]

Combining this tail bound with our earlier bound (5.42) and substituting into the union bound (5.41) yields

\[
\mathbb{P}[\mathcal{E}] \leq e^{-cn\delta_n^2} + \sum_{m=0}^{\infty} \exp \left( -cn 2^m \delta_n^2 \right) \leq c_1 e^{-c_2 n \delta_n^2},
\]

as claimed.
5.6.3 Proof of Corollary 13

Based on Theorem 10, we need to verify that the stated lower bound (5.16a) on the projection dimension is sufficient to guarantee that a random sketch matrix is $K$-satisfiable is high probability. In particular, let us state this guarantee as a formal claim:

**Lemma 30.** Under the lower bound (5.16a) on the sketch dimension, a $\{\text{Gaussian, ROS}\}$ random sketch is $K$-satisfiable with probability at least $\phi(m,d,n)$.

We split our proof into two parts, one for each inequality in the definition (5.13) of $K$-satisfiability.

5.6.3.1 Proof of inequality (i):

We need to bound the operator norm of the matrix $Q = U_1^T S^T S U_1 - I_n$, where the matrix $U_1 \in \mathbb{R}^{n \times d_n}$ has orthonormal columns. Let $\{v^1, \ldots, v^N\}$ be a $1/2$-cover of the Euclidean sphere $S^{d_n-1}$; by standard arguments [93], we can find such a set with $N \leq e^{2d_n}$ elements. Using this cover, a straightforward discretization argument yields

$$\|Q\|_2 \leq 4 \max_{j,k=1,\ldots,N} \langle v^j, Qv^k \rangle = 4 \max_{j,k=1,\ldots,N} (\tilde{v})^j \left\{ S^T S - I_n \right\} \tilde{v}^k,$$

where $\tilde{v}^j := U_1 v^j \in S^{n-1}$, and $Q = S^T S - I_n$. In the Gaussian case, standard sub-exponential bounds imply that $\mathbb{P}[\|Q\|_2 \geq 1/2] \leq c_1 e^{-c_2 m}$, and consequently, by the union bound, we have

$$\mathbb{P}[\|Q\|_2 \geq 1/2] \leq c_1 e^{-c_2 m + 4d_n} \leq c_1 e^{-c_2' m},$$

where the second and third steps use the assumed lower bound on $m$. In the ROS case, results of Krahmer and Ward [80] imply that

$$\mathbb{P}[\|Q\|_2 \geq 1/2] \leq c_1 e^{-c_2 \log^4(n)}.$$

where the final step uses the assumed lower bound on $m$.

5.6.3.2 Proof of inequality (ii):

We split this claim into two sub-parts: one for Gaussian sketches, and the other for ROS sketches. Throughout the proof, we make use of the $n \times n$ diagonal matrix $\bar{D} = \text{diag}(0_{d_n}, D_2)$, with which we have $SU_2 D_2^{1/2} = S U \bar{D}^{1/2}$.
5.6.3.2.1 Gaussian case: By the definition of the matrix spectral norm, we know
\[
\|SU \overline{D}^{1/2}\|_2 = \sup_{u \in \mathcal{S}^{m-1}} \langle u, Sv \rangle,
\]
where \( \mathcal{E} = \{ v \in \mathbb{R}^n \mid \|U \overline{D}v\|_2 \leq 1 \} \), and \( \mathcal{S}^{m-1} = \{ u \in \mathbb{R}^m \mid \|u\|_2 = 1 \} \).

We may choose a 1/2-cover \( \{u^1, \ldots, u^M\} \) of the set \( \mathcal{S}^{m-1} \) of the set with \( \log M \leq 2m \) elements. We then have
\[
\|SU \overline{D}^{1/2}\|_2 \leq \max_{j \in [M]} \sup_{v \in \mathcal{E}} \langle u^j, Sv \rangle + \frac{1}{2} \sup_{u \in \mathcal{S}^{m-1}} \langle u, Sv \rangle
\]
= \max_{j \in [M]} \sup_{v \in \mathcal{E}} \langle u^j, Sv \rangle + \frac{1}{2} \|SU \overline{D}^{1/2}\|_2,
\]
and re-arranging implies that
\[
\|SU \overline{D}^{1/2}\|_2 \leq 2 \max_{j \in [M]} \sup_{v \in \mathcal{E}} \langle u^j, Sv \rangle.
\]

For each fixed \( u^j \in \mathcal{S}^{d_n-1} \), consider the random variable \( Z^j := \sup_{v \in \mathcal{E}} \langle u^j, Sv \rangle \). It is equal in distribution to the random variable \( V(g) = \frac{1}{\sqrt{m}} \sup_{v \in \mathcal{E}} \langle g, v \rangle \), where \( g \in \mathbb{R}^n \) is a standard Gaussian vector. For \( g, g' \in \mathbb{R}^n \), we have
\[
|V(g) - V(g')| \leq \frac{2}{\sqrt{m}} \sup_{v \in \mathcal{E}} |\langle g - g', v \rangle|
\]
\[
\leq \frac{2\|D_2^{1/2}\|_2 \|g - g'\|_2}{\sqrt{m}} \leq \frac{2\delta_n}{\sqrt{m}} \|g - g'\|_2,
\]
where we have used the fact that \( \mu_j \leq \delta_n^2 \) for all \( j \geq d_n + 1 \). Consequently, by concentration of measure for Lipschitz functions of Gaussian random variables [84], we have
\[
\mathbb{P}[V(g) \geq \mathbb{E}[V(g)] + t] \leq e^{-\frac{mt^2}{8\delta_n^2}}.
\]

Turning to the expectation, we have
\[
\mathbb{E}[V(g)] = \frac{2}{\sqrt{m}} \mathbb{E}\|D_2^{1/2}g\|_2 \leq 2\sqrt{\frac{\sum_{j=d_n+1}^n \mu_j}{m}} = 2\sqrt{\frac{n}{m} \sqrt{\frac{\sum_{j=d_n+1}^n \mu_j}{n}}} \leq 2\delta_n
\]
where the last inequality follows since \( m \geq n\delta_n^2 \) and \( \sqrt{\frac{\sum_{j=d_n+1}^n \mu_j}{n}} \leq \delta_n^2 \). Combining the pieces, we have shown have shown that \( \mathbb{P}[Z^j \geq c_0(1 + \epsilon)\delta_n] \leq e^{-c_2m} \) for each \( j = 1, \ldots, M \). Finally, setting \( t = c\delta_n \) in the tail bound (5.44) for a constant \( c \geq 1 \) large enough to ensure that \( \frac{c_2m}{n} \geq 2\log M \). Taking the union bound over all \( j \in [M] \) yields
\[
\mathbb{P}[\|SU \overline{D}^{1/2}\|_2 \geq 8c_1\delta_n] \leq c_1 e^{-\frac{c_2m}{8} + \log M} \leq c_1 e^{-c_2m}
\]
which completes the proof.
5.6.3.2.2 ROS case: Here we pursue a matrix Chernoff argument analogous to that in the paper [137]. Letting \( r \in \{-1, 1\}^n \) denote an i.i.d. sequence of Rademacher variables, the ROS sketch can be written in the form \( S = PH \text{diag}(r) \), where \( P \) is a partial identity matrix scaled by \( n/m \), and the matrix \( H \) is orthonormal with elements bounded as \( |H_{ij}| \leq c/\sqrt{n} \) for some constant \( c \). With this notation, we can write

\[
\| PH \text{diag}(r) \bar{D}^{1/2} \|_2^2 = \frac{1}{m} \sum_{i=1}^m v_i v_i^T,
\]

where \( v_i \in \mathbb{R}^n \) are random vectors of the form \( \sqrt{n}\bar{D}^{1/2} \text{diag}(r) He \), where \( e \in \mathbb{R}^n \) is chosen uniformly at random from the standard Euclidean basis.

We first show that the vectors \( \{v_i\}_{i=1}^m \) are uniformly bounded with high probability. Note that we certainly have \( \max_{i \in [m]} \|v_i\|_2 \leq \max_{j \in [n]} F_j(r) \), where

\[
F_j(r) := \sqrt{n} \| \bar{D}^{1/2} \text{diag}(r) He_j \|_2 = \sqrt{n} \| \bar{D}^{1/2} \text{diag}(He_j)r \|_2.
\]

Beginning with the expectation, define the vector \( \tilde{r} = \text{diag}(He_j)r \), and note that it has entries bounded in absolute value by \( c/\sqrt{n} \). Thus we have,

\[
\mathbb{E}[F_j(r)] \leq \sqrt{n} \mathbb{E}[\tilde{r}^T \tilde{D} \tilde{r}]^{1/2} \leq c \sqrt{\sum_{j=d_n+1}^n \mu_j} \leq c \sqrt{n} \delta_n^2
\]

For any two vectors \( r, r' \in \mathbb{R}^n \), we have

\[
| F(r) - F(r') | \leq \sqrt{n} \| r - r' \|_2 \| \bar{D}^{1/2} \text{diag}(He_j) \|_2 \leq \delta_n.
\]

Consequently, by concentration results for convex Lipschitz functions of Rademacher variables [84], we have

\[
\mathbb{P}\left[ F_j(r) \geq c_0 \sqrt{n} \delta_n^2 \log n \right] \leq c_1 e^{-c_2 n \delta_n^2 \log^2 n}.
\]

Taking the union bound over all \( n \) rows, we see that

\[
\max_{i \in [n]} \|v_i\|_2 \leq \max_{j \in [n]} F_j(r) \leq 4 \sqrt{n} \delta_n^2 \log(n)
\]

with probability at least \( 1 - c_1 e^{-c_2 n \delta_n^2 \log^2(n)} \). Finally, a simple calculation shows that \( \| \mathbb{E}[v_i v_i^T] \|_2 \leq \delta_n^2 \). Consequently, by standard matrix Chernoff bounds [135, 137], we have

\[
\mathbb{P}\left[ \frac{1}{m} \sum_{i=1}^m v_i v_i^T \|_2 \geq 2 \delta_n^2 \right] \leq c_1 e^{-c_2 \frac{m \delta_n^2}{n \delta_n^2 \log^2(n)}} + c_1 e^{-c_2 n \delta_n^2 \log^2(n)}, \tag{5.46}
\]

from which the claim follows.
Chapter 6

Relaxations of combinatorial optimization problems

Over the past several decades, the rapid increase of data dimensionality and complexity has led a tremendous surge of interest of models for high-dimensional data that incorporate some type of low-dimensional structure. Sparsity is a canonical way of imposing low-dimensional structure, and has received considerable attention in many fields, including statistics, signal processing, machine learning and applied mathematics [49, 134, 144]. Sparse models often typically more interpretable from the scientific standpoint, and they are also desirable from a computational perspective.

The most direct approach to enforcing sparsity in a learning problem is by controlling the $\ell_0$-"norm" of the solution, which counts the number of non-zero entries in a vector. Unfortunately, at least in general, optimization problems involving such an $\ell_0$-constraint are known to be computationally intractable. The classical approach of circumventing this difficulty while still promoting sparsity in the solution is to replace the $\ell_0$-constraint with an $\ell_1$-constraint, or alternatively to augment the objective function with an $\ell_1$-penalty. This approach is well-known and analyzed various assumptions on the data generating mechanisms (e.g., [34, 49, 30, 144]). However, in a typical statistical setting, these mechanisms are not under the user’s control, and it is difficult to verify post hoc that an $\ell_1$-based solution is of suitably high quality.

The main contribution of this chapter is to provide novel frameworks for obtaining approximate solutions to cardinality-constrained problems, and one in which the quality can be easily verified. Our first approach is based on showing a broad class of cardinality-constrained (or penalized) problems can be expressed equivalently as convex programs involving Boolean variables. This reformulation allows us to apply various standard hierarchies of relaxations for Boolean programs, among them Sherali-Adams or Lasserre hierarchies [128, 82, 83, 145]. When the solution of any such relaxation is integral—i.e., belongs to the Boolean hypercube—then it must be.
an optimal solution to the original problem. Otherwise, any non-integral solution still provides a lower bound on the minimum over all Boolean solutions.

The simplest relaxation is the first-order one, based on relaxing each Boolean variable to the unit interval $[0, 1]$. We provide an in-depth analysis of the necessary and sufficient conditions for this first-order relaxation to have an integral solution. In the case of least-squares regression, and for a random ensemble of problems of the compressed sensing type $[34, 49]$, we show that the relaxed solution is integral with high probability once the sample size exceeds a critical threshold. In this regime, like $\ell_1$-relaxations, our first-order method recovers the support of sparse vector exactly, but unlike $\ell_1$-relaxations, the integral solution also certifies that it has recovered the sparsest solution. Finally, there are many settings in which the first-order relaxation might not be integral. For such cases, we study a form of randomized rounding for generating feasible solutions, and we prove a result that controls the approximation ratio. Our framework also allows to specify a target cardinality unlike methods based on $\ell_1$ regularization. This feature is desirable for many applications including portfolio optimization $[91]$, machine learning $[46, 111]$ and control theory $[28]$.

The remainder of this chapter is organized as follows. We begin in Section 6.1 by introducing the problem of sparse learning, and then showing how the constrained version can be reformulated as a convex program in Boolean variables. In Section 6.2, we study the first-order relaxation in some detail, including conditions for exactness as well as analysis of randomized rounding procedures. Section 6.3 is devoted to discuss of the penalized form of sparse learning problems, whereas Section 6.4 discusses numerical issues and applications to real-world data sets. In Section 6.5, we describe a novel relaxation approach for optimization problems with simplex constraints and present applications and numerical simulations.

### 6.1 General Sparse Learning as a Boolean Problem

We consider a learning problem based on samples of the form $(x, y) \in \mathbb{R}^d \times \mathcal{Y}$. This set-up is flexible enough to model various problems, including regression problems (output space $\mathcal{Y} = \mathbb{R}$), binary classification problems (output space $\mathcal{Y} = \{-1, +1\}$), and so on. Given a collection of $n$ samples $\{(x_i, y_i)\}_{i=1}^n$, our goal is to learn a linear function $x \mapsto \langle x, w \rangle$ that can be used to predict or classify future (unseen) outputs. In order to learn the weight vector $w \in \mathbb{R}^d$, we consider a cardinality-constrained
program of the form
\[
P^* := \min_{\|w\|_0 \leq k} \left\{ \frac{1}{2} \sum_{i=1}^{n} (f(x_i, w) - y_i)^2 + \frac{1}{2} \rho \|w\|_2^2 \right\}
\] (6.1)

As will be clarified, the additional regularization term \(\frac{1}{2} \rho \|w\|_2^2\) is useful for convex-analytic reasons, in particular in ensuring strong convexity and coercivity of the objective, and thereby the existence of a unique optimal solution \(w^* \in \mathbb{R}^d\). Our results also involve the Legendre-Fenchel conjugate of the function \(t \mapsto f(t; y)\), given by (for each fixed \(y \in \mathcal{Y}\))
\[
f^*(s; y) := \sup_{t \in \mathbb{R}} \left\{ s t - f(t; y) \right\}.
\] (6.2)

Let us consider some examples to illustrate.

**Example 8** (Least-squares regression). In the problem of least-squares regression, the outputs are real-valued (see e.g., [28]). Adopting the cost function \(f(t, y) = \frac{1}{2} (t - y)^2\) leads to \(\ell_0\)-constrained problem
\[
P^* := \min_{w \in \mathbb{R}^d, \|w\|_0 \leq k} \left\{ \frac{1}{2} \sum_{i=1}^{n} (f(x_i, w) - y_i)^2 + \frac{1}{2} \rho \|w\|_2^2 \right\}
\] (6.3)
This formulation, while close in spirit to elastic net [159], is based on imposing the cardinality constraint exactly, as opposed to in a relaxed form via \(\ell_1\)-regularization. However, in contrast to the elastic net, it is a nonconvex problem, so that we need to study relaxations of it. A straightforward calculation yields the conjugate dual function
\[
f^*(s; y) = \frac{s^2}{2} + sy,
\] (6.4)
which will play a role in our relaxations of the nonconvex problem (6.3).

The preceding example has a natural extension in terms of generalized linear models:

**Example 9** (Generalized linear models). In a generalized linear model, the output \(y \in \mathcal{Y}\) is related to the covariate \(x \in \mathbb{R}^d\) via a conditional distribution in the exponential form (see e.g. [94, 99])
\[
\mathbb{P}_w(y \mid x) = h(y) \exp \left( y \langle x, w \rangle - \psi(\langle x, w \rangle) \right).
\] (6.5)
Here $h : \mathbb{R}^d \to \mathbb{R}_+$ is some fixed function, and $\psi : \mathbb{R} \to \mathbb{R}$ is the cumulant generating function, given by $\psi(t) = \log \int_Y e^{yt}h(y)dy$. Letting $f(\langle x, w \rangle; y)$ be the negative log-likelihood associated with this family, we obtain the general family of cardinality-constrained likelihood estimates

$$
\min_{w \in \mathbb{R}^d, \|w\|_0 \leq k} \left\{ \sum_{i=1}^n \left\{ \psi(\langle x_i, w \rangle) - y_i \langle x_i, w \rangle \right\} + \frac{1}{2} \rho \|w\|^2 \right\} \tag{6.6}
$$

Specifically, least-squares regression is a particular case of the problem (6.6), corresponding to the choice $\psi(t) = t^2/2$. Similarly, logistic regression for binary responses $y \in \{0, 1\}$ can be obtained by setting $\psi(t) = \log(1 + e^t)$.

In the likelihood formulation (6.6), we have $f(t; y) = \psi(t) - yt$, whence conjugate dual takes the form

$$
f^*(s; y) = \sup_{t \in \mathbb{R}} \left\{ st - \psi(t) + yt \right\} = \psi^*(s + y), \tag{6.7}
$$

where $\psi^*$ denotes the conjugate dual of $\psi$. As particular examples, in the case of logistic regression, the dual of the logistic function $\psi(t) = \log(1 + e^t)$ takes the form $\psi^*(s) = s \log s + (1 - s) \log(1 - s)$ for $s \in [0, 1]$, and takes the value infinity otherwise. ■

As a final example, let us consider a cardinality-constrained version of the support vector machine:

**Example 10** (Support vector machine classification). In this case, the outputs are binary $y \in \{-1, 1\}$, and our goal is to learn a linear classifier $x \mapsto \text{sign}(\langle x, w \rangle) \in \{-1, 1\}$. The cardinality-constrained version of the support vector machine (SVM) is based on minimizing the objective function

$$
\min_{w \in \mathbb{R}^d, \|w\|_0 \leq k} \left\{ \sum_{i=1}^n \phi(y_i \langle x_i, w \rangle) + \frac{1}{2} \rho \|w\|^2 \right\}, \tag{6.8}
$$

where $\phi(t) = \max\{1 - t, 0\}$ is known as the hinge loss function. The conjugate dual of the hinge loss takes the form

$$
\phi^*(s) = \begin{cases} s & \text{if } s \in [-1, 0] \\ \infty & \text{otherwise.} \end{cases}
$$

Having considered various examples of sparse learning, we now turn to developing an exact Boolean representation that is amenable to various relaxations.
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6.1.1 Exact representation as a Boolean convex program

Let us now show how the cardinality-constrained program (6.1) can be represented exactly as a convex program in Boolean variables. This representation, while still nonconvex, is useful because it immediately leads to a hierarchy of relaxations. Given the collection of covariates \( \{x_i\}_{i=1}^n \), we let \( X \in \mathbb{R}^{n \times d} \) denote the design matrix with \( x_i^T \in \mathbb{R}^d \) as its \( i \)th row.

**Theorem 11 (Exact representation).** Suppose that for each \( y \in \mathcal{Y} \), the function \( t \mapsto f(t; y) \) is closed and convex. Then for any \( \rho > 0 \), the cardinality-constrained program (6.1) can be represented exactly as the Boolean convex program

\[
P^* = \min_{u \in \{0,1\}^d} \max_{v \in \mathbb{R}^n} \left\{ -\frac{1}{2\rho}v^T XD(u)X^T v - \sum_{i=1}^n f^*(v_i; y_i) \right\},
\]

where \( D(u) := \text{diag}(u) \in \mathbb{R}^{d \times d} \) is a diagonal matrix.

The function \( u \mapsto G(u) \)—in particular, defined by maximizing over \( v \in \mathbb{R}^n \)—is a maximum of a family of functions that are linear in the vector \( u \), and hence is convex. Thus, apart from the Boolean constraint, all other quantities in the program (6.9) are relatively simple: a linear constraint and a convex objective function. Consequently, we can obtain tractable approximations by relaxing the Boolean constraint. The simplest such approach is to replace the Boolean hypercube \( \{0,1\}^d \) with the unit hypercube \([0,1]^d\). Doing so leads the interval relaxation of the exact Boolean representation, namely the convex relaxation

\[
P_{IR} = \min_{u \in [0,1]^d} \max_{v \in \mathbb{R}^n} \left\{ -\frac{1}{2\rho}v^T XD(u)X^T v - \sum_{i=1}^n f^*(v_i; y_i) \right\}. \tag{6.10}
\]

Note that this is a convex program, and so can be solved by standard methods. In particular the sub-gradient descent method (e.g., see [105]) can be applied directly if a closed form solution, or a solver for the inner maximization problem is available. In Section 6.2, we return to analyze when the interval relaxation is tight—that is, when \( P_{IR} = P^* \).

In the case of least-squares regression, Theorem 11 and the interval relaxation take an especially simple form, which we state as a corollary.

**Corollary 14.** The cardinality constrained problem is equivalent to the Boolean SDP

\[
P^* = \min_{(u,t) \in (0,1)^d \times \mathbb{R}_+} t \quad \text{such that} \quad \begin{bmatrix} I_n + \frac{1}{\rho} XD(u)X^T & y^T \\ y & t \end{bmatrix} \geq 0. \tag{6.11}
\]
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Thus, the interval relaxation (6.10) is an ordinary SDP in variables \((u, t) \in [0, 1]^d \times \mathbb{R}_+\).

**Proof.** As discussed in Example 8, the conjugate dual of the least-squares loss \(t \mapsto f(t; y) = \frac{1}{2}(t - y)^2\) is given by \(f^*(s; y) = \frac{s^2}{2} + sy\). Substituting this dual function into equation (6.9), we find that

\[
G(u) = \max_{v \in \mathbb{R}^n} \left\{ -\frac{1}{2} v^T \left( \frac{XD(u)X^T}{\rho} + I \right) v - \langle v, y \rangle \right\},
\]

where we have defined the diagonal matrix \(D(u) := \text{diag}(u) \in \mathbb{R}^{d \times d}\). Taking derivatives shows that the optimum is achieved at

\[
\hat{v} = -\left( \frac{XD(u)X^T}{\rho} + I \right)^{-1} y,
\]

and substituting back into equation (6.9) and applying Theorem 11 yield the representation

\[
P^* = \min_{u \in \{0, 1\}^d \atop \sum_{j=1}^d u_j \leq k} \left\{ y^T \left( \frac{1}{\rho} XD(u)X^T + I_n \right)^{-1} y \right\}.
\]

By introducing a slack variable \(t \in \mathbb{R}_+\) and using the Schur complement formula (see e.g. [28]), some further calculation shows that this Boolean problem (6.13) is equivalent to the Boolean SDP (6.11), as claimed.

We now present the proof of Theorem 11.

**Proof.** Recalling that \(D(u) := \text{diag}(u)\) is a diagonal matrix, for each fixed \(u \in \{0, 1\}^d\), consider the change of variable \(w \mapsto D(u)w\). With this notation, the original problem (6.1) is equivalent to

\[
P^* = \min_{\|D(u)w\|_2 \leq k} \left\{ \sum_{i=1}^n f(\langle D(u)x_i, w \rangle; y_i) + \frac{1}{2}\rho\|D(u)w\|_2^2 \right\}.
\]

Noting that we can take \(w_i = 0\) when \(u_i = 0\) and vice-versa, the original problem (6.1) becomes

\[
P^* = \min_{u \in \{0, 1\}^d} \min_{w \in \mathbb{R}^d \atop \sum_{j=1}^d u_j \leq k} \left\{ \sum_{i=1}^n f(\langle D(u)x_i, w \rangle; y_i) + \frac{1}{2}\rho\|w\|_2^2 \right\}.
\]
It remains to prove that, for each fixed Boolean vector $u \in \{0, 1\}^d$, we have
\[
\min_{w \in \mathbb{R}^d} \left\{ \sum_{i=1}^n f(\langle D(u)x_i, w \rangle; y_i) + \frac{1}{2}\rho\|w\|_2^2 \right\} = \max_{v \in \mathbb{R}^n} \left\{ -\frac{1}{2}\rho\|D(u)X^Tv\|_2^2 - \sum_{i=1}^n f^*(v_i; y_i) \right\}.
\] (6.16)

From the conjugate representation of $f$, we find that
\[
\min_{w \in \mathbb{R}^d} \max_{v \in \mathbb{R}^n} \left\{ \sum_{i=1}^n v_i\langle D(u)x_i, w \rangle - f^*(v_i; y_i) + \frac{1}{2}\rho\|w\|_2^2 \right\}.
\]

Under the stated assumptions, strong duality must hold, so that it is permissible to exchange the order of the minimum and maximum. Doing so yields
\[
\max_{v \in \mathbb{R}^n} \min_{w \in \mathbb{R}^d} \left\{ \sum_{i=1}^n v_i\langle D(u)x_i, w \rangle - f^*(v_i; y_i) + \frac{1}{2}\rho\|w\|_2^2 \right\}.
\]

Finally, strong convexity ensures that the minimum over $w$ is unique: more specifically, it is given by $w^* = \frac{1}{\rho} \sum_{i=1}^n D(u)x_iv_i$. Substituting this optimum yields the claimed equality (6.16).

6.2 Convex-analytic conditions for IR exactness

We now turn to analysis of the interval relaxation (6.10), and in particular, determining when it is exact. Note that by strong convexity, the original cardinality-constrained problem (6.1) has a unique solution, say $w^* \in \mathbb{R}^d$. Let $S$ denote the support set of $w^*$, and let $u^*$ be a Boolean indicator vector for membership in $S$—that is, $u^*_j = 1$ if $j \in S$ and zero otherwise.

An attractive feature of the IR relaxation is that integrality of an optimal solution $\hat{u}$ to the relaxed problem provides a certificate of exactness—that is, if the interval relaxation (6.10) has an optimal solution $\hat{u} \in \{0, 1\}^d$, then it must be the case that $\hat{u} = u^*$ (so that we recover the support set of $w^*$), and moreover that
\[
P_{IR} = P^*.
\] (6.17)

In this case, we are guaranteed to recover the optimal solution $w^*$ of the original problem (6.1) by solving the constrained problem with $w_j = 0$ for all $j \notin S$.

In contrast, methods based on $\ell_1$-relaxations do not provide such certificates of exactness. In the least-squares regression, the use of $\ell_1$-relaxation is known as the Lasso [134], and there is an extensive literature devoted to conditions on the design...
matrix $X \in \mathbb{R}^{n \times d}$ under which the $\ell_1$-relaxation provides a “good” solution. Unfortunately, these conditions are either computationally infeasible to check (e.g., restricted eigenvalue, isometry and nullspace conditions [22, 43] and the related irrepresentability conditions for support recovery [60, 95, 157]). Although polynomial-time checkable conditions do exist (such as pairwise incoherence conditions [136, 50, 60]), they provide weak guarantees, only holding for sample sizes much larger than the threshold at which the $\ell_1$-relaxation begins to work. In addition, most of the previous work on analyzing $\ell_1$ relaxations considered a statistical data model where there exists a true sparse coefficient generating the response. However in many applications such assumptions do not necessarily hold and it is unclear whether $\ell_1$ regularization provides a good optimization heuristic for an arbitrary input data.

It is thus of interest to investigate conditions under which the relaxation (IR) is guaranteed to have an integer solution and hence be tight. The following result provides an if-and-only-if characterization.

**Proposition 5.** The interval relaxation is tight—that is, $P_{IR} = P^*$ —if and only if there exist a pair $(\lambda, \hat{v}) \in \mathbb{R}_+ \times \mathbb{R}^n$ such that

$$
\hat{v} \in \arg \max_{v \in \mathbb{R}^n} \left\{ -\frac{1}{2\rho} v^T X S X^T S v - \sum_{i=1}^n f^*(v_i; y_i) \right\}, \quad \text{and} \quad (6.18a)
$$

$$
|\langle X_j, \hat{v} \rangle| > \lambda \quad \text{for all } j \in S, \quad \text{and} \quad |\langle X_j, \hat{v} \rangle| < \lambda \quad \text{for all } j \notin S, \quad (6.18b)
$$

where $X_j \in \mathbb{R}^n$ denotes the $j^{th}$ column of the design matrix, $S$ denotes the support of the unique optimal solution $w^*$ to the original problem (6.1).

**Proof.** Beginning with the saddle-point representation from equation (6.10), we apply the first-order convex optimality condition for constrained minimization. More precisely, the relaxed solution $\hat{u}$ is optimal if and only if the following inclusion holds:

$$
0 \in \left\{ \partial_u \max_{v \in \mathbb{R}^n} \left\{ -\frac{1}{2\rho} v^T X D(u) X^T S v - \sum_{i=1}^n f^*(v_i; y_i) \right\} + \mathbb{N} \right\},
$$

where $\mathbb{N}$ denotes the normal cone of the constraint set $\left\{ u \in [0, 1]^d \mid \sum_{j=1}^d u_j \leq k \right\}$. Note that the subgradient with respect to $u_j$ is given by $-\langle X_j, \hat{v} \rangle^2$, where the vector $\hat{v}$ was defined in equation (6.18a). Using representation of the normal cone at the integral point $u^*$ and associating $\lambda \geq 0$ as the dual parameter corresponding to constraint $\sum_{j=1}^d u_j$, we arrive at the stated condition (6.18b). \hfill \Box

In the case of least-squares regression, the conditions of Proposition 5 can be simplified substantially. Recall that interval relaxation for least-squares regression is
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given by

\[ P_{IR} = \min_{u \in [0,1]^d} \left\{ y^T \left( \frac{1}{\rho} XD(u)X^T + I_n \right)^{-1} y \right\}. \] (6.19)

Let \( S \) denote the support of the unique optimal solution \( u^* \) to the original least-squares problem (6.3), say of cardinality \( k \), and define the \( n \times n \) matrix

\[ M := \left( I_n + \rho^{-1} X_S X_S^T \right)^{-1} \] (6.20)

With this notation, we have:

**Corollary 15.** The interval relaxation of cardinality-constrained least-squares is exact (\( P_{IR} = P^* \)) if and only there exists a scalar \( \lambda \in \mathbb{R}_+ \) such that

\[
\begin{align*}
|X_j^T M y| > \lambda & \quad \text{for all } j \in S, \text{ and} \\
|X_j^T M y| \leq \lambda & \quad \text{for all } j \notin S,
\end{align*}
\] (6.21a) (6.21b)

where \( X_j \in \mathbb{R}^n \) denotes the \( j \)th column of \( X \).

**Proof.** From the proof of Corollary 14, recall the Boolean convex program (6.13). As shown in equation (6.12), its optimum is achieved at \( \hat{v} = -(I_n + XD(u^*)X^T)y \), where \( u^* \) is a Boolean indicator for membership in \( S \). Applying Proposition 5 with this choice of \( \hat{v} \) yields the necessary and sufficient conditions

\[
\begin{align*}
|y^T (\rho I_n + XD(u^*)X^T)^{-1} X_j| > \lambda & \quad \text{for all } j \in S, \text{ and} \\
|y^T (\rho I_n + XD(u^*)X^T)^{-1} X_j| \leq \lambda & \quad \text{for all } j \notin S,
\end{align*}
\]

and completes the proof. \( \square \)

In order to gain an understanding of the above corollary consider an example where the rows of \( X_S \) are orthonormal and \( n = k \), hence \( M = (I_n + \rho(-1)I_n)^{-1} = \rho/(1+\rho)I_n \). Then the conditions for integrality reduce to checking whether there exists \( \lambda' \in \mathbb{R}_+ \) such that

\[
\begin{align*}
|X_j^T y| > \lambda' & \quad \text{for all } j \in S, \text{ and} \\
|X_j^T y| \leq \lambda' & \quad \text{for all } j \notin S.
\end{align*}
\]

Intuitively the above condition basically checks if the columns in the correct support are more aligned to the response \( y \) compared to the columns outside the support.

Also note that by the matrix inversion formula, we have the alternative representation,

\[ M = \left( I_n + \rho^{-1} X_S X_S^T \right)^{-1} = I_n - X_S \left( \rho I_d + X_S^T X_S \right)^{-1} X_S^T, \]
For random ensembles, Corollary 15 allows the use of a primal witness method to certify exactness of the IR method. In particular, if we can construct a scalar $\lambda$ for which the two bounds (6.21a) and (6.21b) hold with high probability, then we can certify exactness of the relaxation. We illustrate this approach in the following subsection.

6.2.1 Sufficient conditions for random ensembles

In order to assess the performance of the interval relaxation (6.10), we performed some simple experiments for the least squares case, first generating a design matrix $X \in \mathbb{R}^{n \times d}$ with i.i.d. $N(0,1)$ entries, and then forming the response vector $y = Xw^* + \epsilon$, where the noise vector $\epsilon \in \mathbb{R}^n$ has i.i.d. $N(0,\gamma)$ entries. The unknown regression vector $w^*$ was $k$-sparse, with absolute entries of the order $1/\sqrt{k}$ on its support. Each such problem can be characterized by the triple $(n,d,k)$ of sample size, dimension and sparsity, and the question of interest is to understand how large the sample size should be in order to ensure exactness of a method. For instance, for this random ensemble, the Lasso is known [143] to perform exact support recovery once $n \gtrsim k\log(d - k)$, and this scaling is information-theoretically optimal [142]. Does the interval relaxation also satisfy this same scaling?

In order to test the IR relaxation, we performed simulations with sample size $n = \alpha k\log d$ for a control parameter $\alpha \in [2,8]$, for three different problem sizes $d \in \{64,128,256\}$ and sparsity $k = \lceil \sqrt{d} \rceil$. Figure 6.1 shows the probability of successful recovery versus the control parameter $\alpha$ for these different problem sizes, for both the Lasso and the IR method. Note that both methods undergo a phase transition once the sample size $n$ is larger than some constant multiple of $k\log(d - k)$.

The following result provides theoretical justification for the phase transition behavior exhibited in Figure 6.1:

**Theorem 12.** Suppose that we are given a sample size $n > c_0 \frac{k^2 + \|w^*\|^2}{w_{\min}^2} \log d$, and that we solve the interval relaxation with $\rho = \sqrt{n}$. Then with probability at least $1 - 2e^{-c_1 n}$, the interval relaxation is integral, so that $P_{IR} = P^*$.

For a typical $k$-sparse vector, we have $\frac{\|w^*\|^2}{w_{\min}^2} \asymp k$, so that Theorem 12 predicts that the interval relaxation should succeed with $n \gtrsim k\log(d - k)$ samples, as confirmed by the plots in Figure 6.1.

6.2.2 Analysis of randomized rounding

In this section, we describe a method to improve the interval relaxation scheme introduced earlier. The convex relaxation of the Boolean hypercube constraint $u \in$
Figure 6.1: Problem of exact support recovery for the Lasso and the interval relaxation for different problem sizes $d \in \{64, 128, 256\}$. As predicted by theory, both methods undergo a phase transition from failure to success once the control parameter $\alpha := \frac{n}{k \log(d-k)}$ is sufficiently large. This behavior is confirmed for the interval relaxation in Theorem 12.

\{0,1\}^d$ to the standard hypercube constraint $u \in [0,1]^d$ might produce an integral solution—in particular, when the conditions in Proposition 5 are not satisfied. In this case, it is natural to consider how to use the fractional solution $\hat{u} \in [0,1]^d$ to produce a feasible Boolean solution $\tilde{u} \in \{0,1\}^d$. By construction, the objective function values $(G(\tilde{u}), G(\hat{u}))$ defined by this pair will sandwich the optimal value—viz

$$G(\tilde{u}) \leq P^* \leq G(\hat{u}).$$

Here $G$ is the objective function from the original Boolean problem (6.9).

Randomized rounding is a classical technique for converting fractional solutions into integer solutions with provable approximation guarantees [98]. Here we consider the simplest possible form of randomized rounding in application to our relaxation. Given the fractional solution $\hat{u} \in [0,1]^d$, suppose that we generate a feasible Boolean solution $\tilde{u} \in \{0,1\}^d$ as follows

$$P[\tilde{u}_i = 1] = \hat{u}_i \quad \text{and} \quad P[\tilde{u}_i = 0] = 1 - \hat{u}_i.$$ (6.22)

By construction, this random Boolean vector matches the fractional solution in expectation—that is, $\mathbb{E}[\tilde{u}] = \hat{u}$, and moreover its expected $\ell_0$-norm is given by

$$\mathbb{E}[\|\tilde{u}\|_0] = \sum_{i=1}^d P[\tilde{u}_i = 1] = \sum_{i=1}^d \hat{u}_i \leq k,$$
where the final inequality uses the feasibility of the fractional solution \( \hat{u} \). The random Boolean solution \( \tilde{u} \) can be used to define a randomized solution \( \tilde{w} \in \mathbb{R}^d \) of the original problem via

\[
\tilde{w} = \arg \min_{\tilde{w} \in \mathbb{R}^d} F(D(\tilde{u})\tilde{w}),
\]

where the function \( F \) was defined in equation (6.1).

Without loss of generality, consider the least squares problem and assume the columns are normalized, i.e., \( \|x_j\|_2 = 1 \) for \( j = 1, \ldots, d \) and \( \|y\|_2 = 1 \), then we have the following result. Let \( R \subset \{1, \ldots, d\} \) be the subset of coordinates on which \( \hat{u} \) takes fractional values (i.e., \( \hat{u}_j \in (0, 1) \) for all \( j \in R \)) and let \( r = |R| \) be the cardinality of this set.

**Theorem 13.** There are universal constants \( c_j \) such that for any \( \delta \in (0, 1) \), with probability at least \( 1 - c_1 e^{-c_2 k \delta^2} - \frac{1}{\min\{r, n\}^2} \), the randomly rounded solution \( \tilde{w} \) has \( \ell_0 \)-norm at most \( (1 + \delta)k \), and has optimality gap at most

\[
F(\tilde{w}) - P^* \leq c_4 \sqrt{r \log \min\{r, n\}} \rho.
\]

Note that the optimality gap in the preceding bound is negligible when the number of fractional solutions are small enough, and vanishes when the solution is integral, i.e., \( r = 0 \). The optimality gap also decreases when \( \rho \) gets larger in which case the objective of the original problem is heavily regularized by \( \frac{\rho}{2} \|w\|_2^2 \). The bound in Theorem 13 uses concentration bounds from random matrix theory [3] which are known to be sharp estimates of the statistical deviation in random sampling.

In our simulations, in order to be sure that we compare with a feasible integral solution (i.e., with at most \( k \) entries), we generate \( T \) realizations—say \( \{\tilde{u}_1^T, \ldots, \tilde{u}_T^T\} \) of the rounding procedure—and then pick the one \( \tilde{u}^* \) that has smallest objective value \( G(\tilde{u}) \) among the feasible solutions. (Note that \( \tilde{u}^* \) will exist with high probability for reasonable choices of \( T \).) Finally, we define \( \tilde{w}^* = \arg \min_{\tilde{w}} F(D(\tilde{u}^*)) \). Denoting this procedure as randomized rounding of order \( T \), we study its empirical behavior in Section 6.4 in the sequel.

The computational complexity of the randomized rounding procedure is dominated by evaluating \( F(D(\tilde{u})w) \) a total of \( T \) times. However since \( \tilde{u} \) are sparse vectors this procedure is very efficient. For the least squares problem with target cardinality \( k \) the complexity becomes \( \mathcal{O}(Tk^2n) \) since evaluating \( (D(\tilde{u})w) \) can be done in \( \mathcal{O}(k^2n) \) time using QR decomposition.

We note that in some other applications there might be additional constraints imposed on the vector \( u \) such as block sparsity or graphical structure. In such cases the randomized rounding process needs to be altered accordingly, or variants of rejection sampling can be used to generate vectors until constraints are satisfied.
6.3 Penalized forms of cardinality

Up to this point, we have considered the cardinality-constrained versions of sparse learning problems. If we instead enforce sparsity by augmenting the objective with some multiple of the $\ell_0$-norm, this penalized objective can also be reformulated as Boolean program with a convex objective.

6.3.1 Reformulation as Boolean program

More precisely, suppose that we begin with the cardinality-penalized program

$$P^*(\lambda) := \min_{w \in \mathbb{R}^d} \left\{ \sum_{i=1}^n f(\langle x_i, w \rangle; y_i) + \frac{1}{2} \rho \|w\|_2^2 + \lambda \|w\|_0 \right\}. \quad (6.25)$$

As before, we suppose that for each $y \in \mathcal{Y}$, the function $t \mapsto f(t; y)$ is closed and convex. Under this condition, the following result provides an equivalent formulation as a convex program in Boolean variables:

**Theorem 14.** For any $\rho > 0$ and $\lambda > 0$, the cardinality-penalized program (6.25) can be represented exactly as the Boolean convex program

$$P^*(\lambda) = \min_{u \in \{0, 1\}^d} \max_{v \in \mathbb{R}^n} \left\{ -\frac{1}{2\rho} v^T D(u) X^T v - \sum_{i=1}^n f^*(v_i; y_i) + \lambda \sum_{i=1}^d u_i \right\}, \quad (6.26)$$

where $D(u) := \text{diag}(u) \in \mathbb{R}^{d \times d}$ is a diagonal matrix.

The proof is very similar to that of Theorem 11, and so we omit it.

As a consequence of the equivalent Boolean form (6.26), we can also obtain various convex relaxations of the cardinality-penalized program. For instance, the first-order relaxation takes the form

$$P_{\text{IR}}(\lambda) = \min_{u \in [0, 1]^d} \max_{v \in \mathbb{R}^n} \left\{ -\frac{1}{2\rho} v^T D(u) X^T v - \sum_{i=1}^n f^*(v_i; y_i) + \lambda \sum_{i=1}^d u_i \right\}, \quad (6.27)$$

which is the analogue of our first-order relaxation (6.13) for the constrained version of sparse learning.

As with our previous analysis, it is possible to eliminate the minimization over $u$ from this saddle point expression. Strong duality holds, so that the maximum and minimum may be exchanged. In order to evaluate the minimum over $u$, we observe that $\frac{1}{2\rho} v^T X D(u) X^T v = \sum_{i=1}^d u_i(\frac{1}{2\rho} (x_i^T v)^2)$, and moreover that

$$\min_{u \in [0, 1]^d} \left\{ -\sum_{i=1}^d u_i(\frac{1}{2\rho} (x_i^T v)^2 - \lambda) \right\} = -\sum_{i=1}^d (\frac{1}{2\rho} (x_i^T v)^2 - \lambda)_+.$$
Putting together the pieces, we can write the interval relaxation in the penalized case as the following convex (but non-differentiable) program

\[
P_{IR}(\lambda) = \max_{v \in \mathbb{R}^n} \left\{ -\sum_{i=1}^d \left( \frac{1}{2\rho} (x_i^T v)^2 - \lambda \right)_+ - \sum_{i=1}^n f^*(v_i; y_i) \right\}.
\]  

(6.28)

6.3.2 Least-squares regression

As before, the relaxation (6.28) takes an especially simple form for the special but important case of least-squares regression. In particular, in the least-squares case, we have \( f(t, y) = \frac{1}{2} (t - y)^2 \), along with the corresponding conjugate dual function \( f^*(s; y) = \frac{s^2}{2} + s y \). Consequently, the general relaxation (6.28) reduces to

\[
P_{IR}(\lambda) = \max_{v \in \mathbb{R}^n} \left\{ -\sum_{i=1}^d \left( \frac{1}{2\rho} (x_i^T v)^2 - \lambda \right)_+ - v^T y - \frac{1}{2} \|v\|_2^2 \right\},
\]  

(6.29)

As we now show, this convex program is equivalent to minimizing the least-squares objective using a form of regularization that combines the \( \ell_1 \) and \( \ell_2 \)-norms. In particular, let us define

\[
B(t) = \frac{1}{2} \min_{z \in [0, 1]} \left\{ z + \frac{t^2}{z} \right\} = \begin{cases} 
|t| & \text{if } |t| \leq 1 \\
\frac{t^2 + 1}{2} & \text{otherwise}
\end{cases}.
\]  

(6.30)

This function combines the \( \ell_1 \) and \( \ell_2 \) norms in the way that is the opposite Huber’s robust penalty; consequently, we call it the reverse Huber penalty.
Corollary 16. The interval relaxation (6.29) for the cardinality-penalized least-squares problem has the equivalent form

\[ P_{\text{IR}}(\lambda) = \min_{w \in \mathbb{R}^n} \left\{ \frac{1}{2} \|Xw - y\|_2^2 + 2\lambda \sum_{i=1}^d B\left( \frac{\sqrt{\rho}w_i}{\sqrt{\lambda}} \right) \right\}, \quad (6.31) \]

where \( B \) denotes the reverse Huber penalty.

A plot of the reverse Huber penalty is displayed in Figure 6.2 and compared with the \( \ell_1 \)-norm \( t \mapsto |t| \), as well as the \( \ell_0 \)-based penalty \( t \mapsto \lambda \|t\|_0 + \frac{1}{2} t^2 \).

Proof. Consider the representation (6.29) for the least-squares case. We can represent the coordinatewise functions \((\cdot)_+\) function using a vector \( p \in \mathbb{R}^d \) of auxiliary variables as follows

\[ P_{\text{IR}}(\lambda) = \max_{v, p} \left\{ -1^T p - \frac{1}{2} \|v\|_2^2 - \langle v, y \rangle \right\} \text{ subject to } p \geq 0, \text{ and } p_i \geq \frac{1}{2\rho}((x_i, v))^2 - \lambda \text{ for } i = 1, \ldots, d. \]

Making use of rotated second order cone constraints, we have the equivalence

\[ p_i \geq \frac{1}{2\rho}((x_i, v))^2 - \lambda \iff \left\| \begin{pmatrix} (x_i, v) \\ p_i + \lambda - 1 \end{pmatrix} \right\| \leq p_i + \lambda + 1, \quad \text{for } i = 1, \ldots, d. \]

Thus, the relaxation (6.29) has the equivalent representation

\[ P_{\text{IR}}(\lambda) = \max_{v, p} \left\{ -1^T p - \frac{1}{2} \|v\|_2^2 - \langle v, y \rangle \right\} \text{ subject to } p \geq 0, \left\| \begin{pmatrix} \sqrt{\rho}^{-1}(x_i, v) \\ p_i + \lambda - 1 \end{pmatrix} \right\| \leq p_i + \lambda + 1, \quad \text{for } i = 1, \ldots, d. \]

which is a second order cone program (SOCP) in variables \((v, p) \in \mathbb{R}^n \times \mathbb{R}^d\).

Introducing Lagrange vectors for the constraints, we have

\[ P_{\text{IR}}(\lambda) = \max_{v, p} \min_{\alpha, \beta, \gamma} \left\{ -\langle 1, p \rangle - \frac{1}{2} \|v\|_2^2 - \langle v, y \rangle + \sum_{i=1}^d \left( \gamma_i(p_i + \lambda - 1) - \sqrt{\rho}^{-1}\alpha_i \langle x_i, v \rangle - \beta_i(p_i + \lambda + 1) \right) \right\} \text{ subject to } p \geq 0, \left\| \begin{pmatrix} \alpha_i \\ \beta_i + \lambda - 1 \end{pmatrix} \right\| \leq \gamma_i, \quad i = 1, \ldots, d. \]

Since \( \lambda > 0 \), strong duality holds by primal strict feasibility (see e.g., [28]), we may exchange the order of the minimum and the maximum. Making the substitutions \( w = \alpha/\rho, u = \gamma + \beta, z = \gamma - \beta \), and then eliminating \( v = y - Xw \) yields the equivalent
expression

\[ P_{\text{IR}}(\lambda) = \min_{w, u, z} \max_{p \geq 0} \left\{ \frac{1}{2} \|Xw - y\|_2^2 + \langle p, z - 1 \rangle + \langle 1, \lambda z + y \rangle \right\} \quad \text{subject to} \quad \left\| \begin{pmatrix} \sqrt{\rho}x_i \\ y_i - z_i \end{pmatrix} \right\| \leq y_i + z_i \]

\[ = \min_{w, u, z} \left\{ \frac{1}{2} \|Xw - y\|_2^2 + \langle p, \lambda z + y \rangle \right\} \quad \text{subject to} \quad 0 \leq z_i \leq 1, \ y_i \geq 0, \ \rho w_i^2 \leq y_i z_i, \quad i = 1, \ldots, n \]

\[ = \min_{w, z} \left\{ \frac{1}{2} \|Xw - y\|_2^2 + \sum_{i=1}^{d} \left( \lambda z_i + \frac{\rho w_i^2}{z_i} \right) \right\}, \quad 0 \leq z_i \leq 1, \ i = 1, \ldots, n, \]

\[ = \min_{w} \left\{ \frac{1}{2} \|Xw - y\|_2^2 + 2\lambda \sum_{i=1}^{d} B\left( \sqrt{\frac{\rho w_i}{\lambda}} \right) \right\}, \]

which completes the proof. \qed

We note that the alternative reverse Huber representation of the least squares problem can potentially be used to apply convex optimization toolboxes (e.g., [41, 64]) where the reverse Huber function is readily available.

### 6.4 Numerical Results

In this section, we discuss some numerical aspects of solving the relaxations that we have introduced, and illustrate their behavior on some real-world problems of sparse learning.

Figure 6.3: Objective value versus cardinality trade-off in a real dataset from cancer research. The proposed randomized rounding method considerably outperforms other methods by achieving lower objective value with smaller cardinality.
6.4.1 Optimization techniques

Although efficient polynomial-time methods exist for solving semi-definite programs, solving large-scale problems remains challenging using current computers and algorithms. For the SDP problems of interest here, one attractive alternative is to instead develop algorithms to solve the saddle-point problem in equation (6.10). For instance, in the least-squares case, the gradients of the relaxed objective in equation (6.19) are given by

\[ \partial_i G(u) = -\left( x_i^T (I + XD(u)X^T / \rho)^{-1} y \right)^2. \]

Computing such a gradient requires the solution of a rank-\(\|u\|_0\) linear system of size \(n\), which can be done exactly in time \(O(\|u\|_0^3) + O(nd)\) via the QR decomposition. Therefore, the overall complexity of using first-order and quasi-Newton methods is comparable to the Lasso when the sparsity level \(k\) is relatively small. We then employ a projected quasi-Newton method [125] to numerically optimize the convex objective. The randomized rounding procedure requires \(T\) evaluations of function value, which takes additional \(O(T\|\tilde{u}\|_0^3)\) time.

6.4.2 Experiments on real datasets

We consider two well known high-dimensional datasets studied in cancer research, the \(62 \times 2000\) Colon cancer dataset\(^1\) and \(216 \times 4000\) Ovarian cancer dataset\(^2\) which contain ion intensity levels corresponding to related proteins and corresponding cancer or normal output labels. We consider classical \(\ell_2\)-regularized least squares classification using the mapping \(-1\) for cancer label and \(+1\) for normal label. We numerically implemented the proposed randomized rounding procedure of \(T = 1000\) trials based on the relaxed solution. For other methods we identify their support and predict using regularized least squares solution constrained to that support where regularization parameter is optimized for each method on the training set. Figure 6.3 depicts optimization error (training error) as a function of the cardinality of the solution for both of the datasets. It is observed that the randomized rounding approach provides a considerable improvement in the optimal value for any fixed cardinality. In order to assess the learning and generalization performance of the trained model, we then split the dataset into two halves for training and testing. We present the plots of the test error as a function of cardinality over 1000 realizations of data splits and show the corresponding error-bars calculated for \(1.5\sigma\) in Figure 6.4. The proposed algorithm also shows a considerable improvement in both training and test error compared

\(^1\)Taken from the Princeton University Gene Expression Project; for original source and further details please see the references therein.

\(^2\)Taken from FDA-NCI Clinical Proteomics Program Databank; for original source and further details please see the references therein.
Figure 6.4: Classification accuracy versus cardinality in a real dataset from cancer research. The proposed method has considerably higher classification accuracy for a fixed cardinality.

to the other methods, as can be seen from the figures. We observed that choosing $T \in [100, 1000]$ gave satisfactory results however $T$ can be chosen larger for higher dimensional problems without any computational difficulty.

We also note that in many applications choosing a target cardinality $k$ with good predictive accuracy is an important problem. For a range of cardinality values the proposed approach can be combined with cross-validation and other model selection methodologies such as the Bayesian information criterion (BIC) or Akaike information criterion (AIC) [6, 146]. However there are also machine learning applications where the target cardinality is specified due to computational complexity requirements at runtime (see e.g. [46]). In these applications the cardinality directly effects the number of features that needs to be checked for classifying a new sample.

## 6.5 Simplex Constrained Problems

In this section we consider optimization problems of the following form,

$$p^* = \min_{x \in C} f(x) + \lambda \text{card}(x)$$

where $f$ is a convex function, $C$ is a convex set, $\text{card}(x)$ denotes the number of nonzero elements of $x$ and $\lambda \geq 0$ is a given tradeoff parameter for adjusting desired sparsity. Since the cardinality penalty is inherently of combinatorial nature, these problems are in general not solvable in polynomial-time. In recent years $\ell_1$ norm penalization as a proxy for penalizing cardinality has attracted a great deal of attention in machine learning, statistics, engineering and applied mathematics [34], [36],...
However the aforementioned types of sparse probability optimization problems are not amenable to the $\ell_1$ heuristic since $\|x\|_1 = 1^T x = 1$ is constant on the probability simplex. Numerous problems in machine learning, statistics, finance and signal processing fall into this category however to the authors’ knowledge there is no known general convex optimization strategy for such problems constrained on the probability simplex. We claim that the reciprocal of the infinity-norm, i.e., $\frac{1}{\max_i x_i}$ is the correct convex heuristic for penalizing cardinality on the probability simplex and the resulting relaxations can be solved via convex optimization. Figure 6.5 depicts an example of a sparse probability measure which also has maximal infinity norm. In the following sections we expand our discussion by exploring two specific problems: recovering a measure from given moments where $f = 0$ and $C$ is affine, and convex clustering where $f$ is a log-likelihood and $C = \mathbb{R}$. For the former case we give a sufficient condition for this convex relaxation to exactly recover the minimal cardinality solution of $p^\star$. We then present numerical simulations for the both problems which suggest that the proposed scheme offers a very efficient convex relaxation for penalizing cardinality on the probability simplex.

6.6 Optimizing over sparse probability measures

We begin the discussion by first taking an alternative approach to the cardinality penalized optimization by directly lower-bounding the original hard problem using the following relation

$$\|x\|_1 = \sum_{i=1}^n |x_i| \leq \text{card}(x) \max_i |x_i| \leq \text{card}(x) \|x\|_\infty$$

which is essentially one of the core motivations of using $\ell_1$ penalty as a proxy for cardinality. When constrained to the probability simplex, the lower-bound for the cardinality simply becomes $\frac{1}{\max_i x_i} \leq \text{card}(x)$. Using this bound on the cardinality, we immediately have a lower-bound on our original NP-hard problem which we denote by $p^\star_\infty$:

$$p^\star \geq p^\star_\infty := \min_{x \in C, 1^T x = 1, x \geq 0} f(x) + \lambda \frac{1}{\max_i x_i} \quad (6.32)$$

The function $\frac{1}{\max_i x_i}$ is concave and hence the above lower-bounding problem is not a convex optimization problem. However below we show that the above problem can be exactly solved using convex programming.

**Proposition 1.** The lower-bounding problem defined by $p^\star_\infty$ can be globally solved using the following $n$ convex programs in $n + 1$ dimensions:

$$p^\star \geq p^\star_\infty = \min_{i=1,...,n} \left\{ \min_{x \in C, 1^T x = 1, x \geq 0} f(x) + t : x_i \geq \lambda/t \right\} . \quad (6.33)$$
Figure 6.5: Probability simplex and the reciprocal of the infinity norm. The sparsest probability distribution on the set $C$ is $x^*$ (green) which also minimizes $\frac{1}{\max_i x_i}$ on the intersection (red).

Note that the constraint $x_i \geq \lambda/t$ is jointly convex since $1/t$ is convex in $t \in \mathbb{R}^+$, and they can be handled in most of the general purpose convex optimizers, e.g. cvx, using either the positive inverse function or rotated cone constraints.

**Proof.**

$$p^*_\infty = \min_{x \in C, 1^T x = 1, x \geq 0} f(x) + \min_i \frac{\lambda}{x_i}$$

$$p^*_\infty = \min_i \min_{x \in C, 1^T x = 1, x \geq 0} f(x) + \frac{\lambda}{x_i}$$

$$p^*_\infty = \min_i \min_{x \in C, 1^T x = 1, x \geq 0, t \geq 0} f(x) + t \quad s.t. \quad \frac{\lambda}{x_i} \leq t$$

The above formulation can be used to efficiently approximate the original cardinality constrained problem by lower-bounding for arbitrary convex $f$ and $C$. In the next section we show how to compute the quality of approximation.

### 6.6.1 Computing a bound on the quality of approximation

By the virtue of being a relaxation to the original cardinality problem, we have the following remarkable property. Let $\hat{x}$ be an optimal solution to the convex program $p^*_\infty$, then we have the following relation

$$f(\hat{x}) + \lambda \text{card}(\hat{x}) \geq p^* \geq p^*_\infty$$
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Since the left-hand side and right-hand side of the above bound are readily available when $p^*_\infty$ defined in (6.33) is solved, we immediately have a bound on the quality of relaxation. More specifically the relaxation is exact, i.e., we find a solution for the original cardinality penalized problem, if the following holds:

$$f(\hat{x}) + \lambda \text{card}(\hat{x}) = p^*_\infty$$

It should be noted that for general cardinality penalized problems, using $\ell_1$ heuristic does not yield such a quality bound, since it is not a lower or upper bound in general. Moreover most of the known equivalence conditions for $\ell_1$ heuristics such as Restricted Isometry Property and variants are NP-hard to check. Therefore a remarkable property of the proposed scheme is that it comes with a simple computable bound on the quality of approximation.

### 6.7 Recovering a Sparse Measure

Suppose that $\mu$ is a discrete probability measure and we would like to know the sparsest measure satisfying some arbitrary moment constraints:

$$p^* = \min_{\mu} \text{card}(\mu) : \quad \mathbb{E}_\mu[X_i] = b_i, \ i = 1, \ldots, m$$

where $X_i$’s are random variables and $E_\mu$ denotes expectation with respect to the measure $\mu$. One motivation for the above problem is the fact that it upper-bounds the minimum entropy power problem:

$$p^* \geq \min_{\mu} \exp H(\mu) : \quad \mathbb{E}_\mu[X_i] = b_i, \ i = 1, \ldots, m$$

where $H(\mu) := -\sum \mu_i \log \mu_i$ is the Shannon entropy. Both of the above problems are non-convex and in general very hard to solve.

When viewed as a finite dimensional optimization problem the minimum cardinality problem can be cast as a linear sparse recovery problem:

$$p^* = \min_{1^T x = 1, \ x \geq 0} \text{card}(x) : \quad Ax = b \quad (6.38)$$

As noted previously, applying the $\ell_1$ heuristic doesn’t work and it does not even yield a unique solution when the problem is underdetermined since it simply solves a feasibility problem:

$$p^*_1 = \min_{1^T x = 1, \ x \geq 0} \|x\|_1 : \quad Ax = b \quad (6.39)$$

$$= \min_{1^T x = 1, \ x \geq 0} 1 : \quad Ax = b \quad (6.40)$$
and recovers the true minimum cardinality solution if and only if the set \( 1^T x = 1, \ x \geq 0, \ Ax = b \) is a singleton. This condition may hold in some cases, i.e. when the first \( 2k - 1 \) moments are available, i.e., \( A \) is a Vandermonde matrix where \( k = \text{card}(x) \) [38]. However in general this set is a polyhedron containing dense vectors. Below we show how the proposed scheme applies to this problem.

Using general form in (6.33), the proposed relaxation is given by the following,

\[
(p^*)^{-1} - (p^*_{\infty})^{-1} = \max_{i=1,\ldots,n} \left\{ \max_{1^T x = 1, \ x \geq 0} x_i \ : \ Ax = b \right\}.
\]

(6.41)

which can be solved very efficiently by solving \( n \) linear programs in \( n \) variables. The total complexity is at most \( O(n^4) \) using a primal-dual LP solver.

It’s easy to check that strong duality holds and the dual problems are given by the following:

\[
(p^*_{\infty})^{-1} = \max_{i=1,\ldots,n} \left\{ \min_{w, \lambda} w^T b + \lambda \ : \ A^T w + \lambda 1 \geq e_i \right\}.
\]

(6.42)

where 1 is the all ones vector and \( e_i \) is all zeros with a one in only \( i \)’th coordinate.

**6.7.1 An alternative minimal cardinality selection scheme**

When the desired criteria is to find a minimum cardinality probability vector satisfying \( Ax = b \), the following alternative selection scheme offers a further refinement, by picking the lowest cardinality solution among the \( n \) linear programming solutions. Define

\[
\hat{x}_i : = \arg \max_{1^T x = 1, \ x \geq 0} x_i \ : \ Ax = b
\]

(6.43)

\[
\hat{x}_{\min} : = \arg \min_{i=1,\ldots,n} \text{card}(\hat{x}_i)
\]

(6.44)

The following theorem gives a sufficient condition for the recovery of a sparse measure using the above method.

**Theorem 2.** Assume that the solution to \( p^* \) in (6.38) is unique and given by \( x^* \). If the following condition holds

\[
\min_{1^T x = 1, \ y \geq 0, \ 1^T y = 1} x_i \ s.t. \ A_S x = A_S y > 0
\]

where \( b = Ax^* \) and \( A_S \) is the submatrix containing columns of \( A \) corresponding to non-zero elements of \( x^* \) and \( A_{S^c} \) is the submatrix of remaining columns, then the convex linear program

\[
\max_{1^T x = 1, \ x \geq 0} x_i \ : \ Ax = b
\]

has a unique solution given by \( x^* \).
Let Conv\((a_1, \ldots, a_m)\) denote the convex hull of the \(m\) vectors \(\{a_1, \ldots, a_m\}\). The following corollary depicts a geometric condition for recovery.

**Corollary 3.** If Conv\((A_{Sc})\) does not intersect an extreme point of Conv\((A_S)\) then \(\hat{x}_{\text{min}} = x^*\), i.e. we recover the minimum cardinality solution using \(n\) linear programs.

**Proof.** Consider \(k\)'th inner linear program defined in the problem \(p_{\infty}^*\). Using the optimality conditions of the primal-dual linear program pairs in (6.41) and (6.42), it can be shown that the existence of a pair \((w, \lambda)\) satisfying

\[
A^T_S w + \lambda 1 = e_k
\]

(6.45)

\[
A^T_{Sc} w + \lambda 1 > 0
\]

(6.46)

implies that the support of solution of the linear program is exactly equal to the support of \(x^*\), and in particular they have the same cardinality. Since the solution of \(p^*\) is unique and has minimum cardinality, we conclude that \(x^*\) is indeed the unique solution to the \(k\)'th linear program. Applying Farkas’ lemma and duality theory we arrive at the conditions defined in Theorem 2. The corollary follows by first observing that the condition of Theorem 2 is satisfied if Conv\((A_{Sc})\) does not intersect an extreme point of Conv\((A_S)\). Finally observe that if any of the \(n\) linear programs recover the minimal cardinality solution then \(\hat{x}_{\text{min}} = x^*\), since \(\text{card}(\hat{x}_{\text{min}}) \leq \text{card}(\hat{x}_k), \forall k\).

### 6.7.2 Noisy measure recovery

When the data contains noise and inaccuracies, such as the case when using empirical moments instead of exact moments, we propose the following noise-aware robust version, which follows from the general recipe given in the first section:

\[
\min_{i=1, \ldots, n} \left\{ \min_{1^T x = 1, \ x \geq 0, t \geq 0} \left\| Ax - b \right\|_2^2 + t : x_i \geq \lambda / t \right\}.
\]

(6.47)

where \(\lambda \geq 0\) is a penalty parameter for encouraging sparsity. The above problem can be solved using \(n\) second-order cone programs in \(n + 1\) variables, hence has \(O(n^4)\) worst case complexity.

The proposed measure recovery algorithms are investigated and compared with a known suboptimal heuristic in Section 6.10.

### 6.8 Convex Clustering

In this section we base our discussion on the exemplar based convex clustering framework of [81]. Given a set of data points \(\{z_1, \ldots, z_n\}\) of \(d\)-dimensional vectors, the
Task of clustering is to fit a mixture probability model to maximize the log likelihood function

\[ L := \frac{1}{n} \sum_{i=1}^{n} \log \left[ \sum_{j=1}^{k} x_j f(z_i; m_j) \right] \]

where \( f(z; m) \) is an exponential family distribution on \( Z \) with parameter \( m \), and \( x \) is a \( k \)-dimensional vector on the probability simplex denoting the mixture weights. For the standard multivariate Normal distribution we have \( f(z_i; m_j) = e^{-\beta \|z_i - m_j\|^2} \) for some parameter \( \beta > 0 \). As in [81] we’ll further assume that the mean parameter \( m_j \) is one of the examples \( z_i \) which is unknown a-priori. This assumption helps to simplify the log-likelihood whose data dependence is now only through a kernel matrix \( K_{ij} := e^{-\beta \|z_i - z_j\|^2} \) as follows

\[ L = \frac{1}{n} \sum_{i=1}^{n} \log \left[ \sum_{j=1}^{k} x_j e^{-\beta \|z_i - z_j\|^2} \right] \]

(6.48)

\[ = \frac{1}{n} \sum_{i=1}^{n} \log \left[ \sum_{j=1}^{k} x_j K_{ij} \right] \]

(6.49)

Partitioning the data \( \{z_1, \ldots, z_n\} \) into few clusters is equivalent to have a sparse mixture \( x \), i.e., each example is assigned to few centers (which are some other examples). Therefore to cluster the data we propose to approximate the following cardinality penalized problem,

\[ p_c^* := \max_{1^T x = 1, \ x \geq 0} \sum_{i=1}^{n} \log \left[ \sum_{j=1}^{k} x_j K_{ij} \right] - \lambda \text{card} x \]

(6.50)

As hinted previously, the above problem can be seen as a lower-bound for the entropy penalized problem

\[ p_c^* \leq \max_{1^T x = 1, \ x \geq 0} \sum_{i=1}^{n} \log \left[ \sum_{j=1}^{k} x_j K_{ij} \right] - \lambda \exp H(x) \]

(6.51)

where \( H(x) \) is the Shannon entropy of the mixture probability vector.

Applying our convexification strategy, we arrive at another upper-bound which can be computed via convex optimization

\[ p_c^* \leq p_{c\infty}^* := \max_{1^T x = 1, \ x \geq 0} \sum_{i=1}^{n} \log \left[ \sum_{j=1}^{k} x_j K_{ij} \right] - \frac{\lambda}{\max_i x_i} \]

(6.52)

We investigate the above approach in a numerical example in Section 6.10 and compare with the well-known soft k-means algorithm.
6.9 Algorithms

6.9.1 Exponentiated Gradient

Exponentiated gradient \[77\] is a proximal algorithm to optimize over the probability simplex which uses the Kullback-Leibler divergence \( D(x, y) = \sum_i x_i \log \frac{x_i}{y_i} \) between two probability distributions as a proximal map. For minimizing a convex function \( \psi \) the exponentiated gradient updates are given by the following:

\[
x^{k+1} = \arg \min_x \psi(x^k) + \nabla \psi(x^k)^T (x - x^k) + \frac{1}{\alpha} D(x, x^k)
\]

When applied to the general form of 6.33 it yields the following updates to solve the \( i \)'th problem of \( p_\infty^* \)

\[
x_i^{k+1} = r_i^k x_i^k / \left( \sum_j r_j^k x_j^k \right)
\]

where the weights \( r_i \) are exponentiated gradients:

\[
r_i^k = \exp \left( \alpha (\nabla_i f(x^k) - \lambda / x_i^2) \right)
\]

We also note that the above updates can be done in parallel for the \( n \) convex programs, and they are guaranteed to converge to the optimum.

6.10 Numerical Results

6.10.1 Recovering a Measure from Gaussian Measurements

Here we show that the proposed recovery scheme is able to recover a sparse measure exactly with overwhelming probability, when the matrix \( A \in \mathbb{R}^{m \times n} \) is chosen from the independent Gaussian ensemble, i.e, \( A_{i,j} \sim \mathcal{N}(0, 1) \) i.i.d.

As an alternative method we consider a commonly employed simple heuristic to optimize over a probability measure which first drops the constraint \( 1^T x = 1 \) and solves the corresponding \( \ell_1 \) penalized problem. And finally rescales the optimal \( x \) such that \( 1^T x = 1 \). This procedure is clearly suboptimal and we will refer it as the rescaling heuristic. We set \( n = 50 \) and randomly pick a 2-sparse probability vector \( x^* \) which is \( k \) sparse, let \( b = Ax^* \) be \( m \) noiseless measurements, then check the probability of recovery, i.e. \( \hat{x} = x^* \) where \( \hat{x} \) is the solution to,

\[
\max_{i=1,...,n} \left\{ \max_{1^T x = 1, x \geq 0} x_i : Ax = b \right\}.
\]
Figure 6.6: A comparison of the exact recovery probability in the noiseless setting (top) and estimation error in the noisy setting (bottom) of the proposed approach and the rescaled $\ell_1$ heuristic.

Figure 6.6(a) shows the probability of exact recovery as a function of $m$, the number of measurements, in 100 independent realizations of $A$ for the proposed LP formulation and the rescaling heuristic. As it can be seen in Figure 6.6(a), the proposed method recovers the correct measure with probability almost 1 when $m \geq 5$. Quite interestingly the rescaling heuristic doesn’t succeed to recover the true measure with high probability even for a cardinality 2 vector.

We then add normal distributed noise with standard deviation 0.1 on the observations and solve,

$$
\min_{i=1,...,n} \left\{ \min_{1^T x = 1, \ x \geq 0, t \geq 0} \|Ax - b\|_2^2 + t \ : \ x_i \geq \lambda/t \right\}.
$$

We compare the above approach by the corresponding rescaling heuristic, which first solves a nonnegative Lasso,

$$
\min_{x \geq 0} \|Ax - b\|_2^2 + \lambda \|x\|_1
$$
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then rescales $x$ such that $1^T x = 1$. For each realization of $A$ and measurement noise we run both methods using a primal-dual interior point solver for 30 equally spaced values of $\lambda \in [0, 10]$ and record the minimum error $\|\hat{x} - x^*\|_1$. The average error over 100 realizations are shown in Figure 6.6(b). Is it can be seen in the figure the proposed scheme clearly outperforms the rescaling heuristic since it can utilize the fact that $x$ is on the probability simplex, without trivializing it’s complexity regularizer.

6.10.2 Convex Clustering

We generate synthetic data using a Gaussian mixture of 4 components with identity covariances and cluster the data using the proposed method, the resulting clusters given by the mixture density is presented in Figure 6.7. The centers of the circles represent the means of the mixture components and the radii are proportional to the respective mixture weights. We then repeat the clustering procedure using the well known soft k-means algorithm and present the results in Figure 6.8.

As it can be seen from the figures the proposed convex relaxation is able to penalize the cardinality on the mixture probability vector and produce clusters close to the soft k-means algorithm. Note that soft k-means is a non-convex procedure whose performance depends heavily on the initialization. The proposed approach is convex hence insensitive to the initializations. Note that in [81] the number of clusters are
Figure 6.8: Soft k-means algorithm

adjusted indirectly by varying the $\beta$ parameter of the distribution. In contrast our approach tries to implicitly optimizes the likelihood/cardinality tradeoff by varying $\lambda$.

6.11 Discussion

We first showed how a broad class of cardinality-constrained (or penalized) sparse learning problems can be reformulated exactly as Boolean programs involving convex objective functions. The utility of this reformulation is in permitting the application of various types of relaxation hierarchies, such as the Sherali-Adams and Lasserre hierarchies for Boolean programs. The simplest such relaxation is the first-order interval relaxation, and we analyzed the conditions for its exactness in detail. In contrast to the classical $\ell_1$ heuristic, the presented method provides a lower bound on the solution value, and moreover a certificate of optimality when the solution is integral. We provided sufficient conditions for the solution to be integral for linear regression problems with random Gaussian design matrices. For problems in which the solution is not integral, we proposed an efficient randomized rounding procedure, and showed that its approximation accuracy can be controlled in terms of the number of fractional entries, and a regularization parameter in the algorithm. In our experiments with real
data sets, the output of this randomized rounding procedure provided considerably better solutions than standard competitors such as the Lasso or orthogonal matching pursuit.

We also presented a convex cardinality penalty scheme for problems constrained on the probability simplex. We then derived a sufficient condition for recovering the sparsest probability measure in an affine space using the proposed method. The geometric interpretation suggests that it holds for a large class of matrices. An interesting direction is to extend the recovery analysis to the noisy setting and arbitrary functions such as the log-likelihood in the clustering example. There might also be other problems where proposed approach could be practically useful such as portfolio optimization, or sparse multiple kernel learning where a sparse convex combination of assets is sought.

There are a range of interesting open problem suggested by our developments. In particular, we have studied only the most naive first-order relaxation for the problem: it would be interesting to see whether one quantify how quickly the performance improves (relative to the exact cardinality-constrained solution) as the level of relaxation—say in one of the standard hierarchies for Boolean problems [128, 88, 82, 83, 145]—is increased. This question is particularly interesting in light of recent work [156] showing that, under a standard conjecture in computational complexity, there are fundamental gaps between the performance of cardinality-constrained estimators and polynomial-time methods for the prediction error in sparse regression.

6.12 Proofs of technical results

In this section, we provide the proofs of Theorems 12 and Theorem 13.

6.12.1 Proof of Theorem 12

Recalling the definition (6.20) of the matrix $M$, for each $j \in \{1, \ldots, d\}$, define the rescaled random variable $U_j := \frac{X_j^T M y}{\rho n}$. In terms of this notation, it suffices to find a scalar $\lambda$ such that

$$\min_{j \in S} |U_j| > \lambda \quad \text{and} \quad \max_{j \in S^c} |U_j| < \lambda.$$  \hspace{1cm} (6.56)

By definition, we have $y = X_S w^*_S + \varepsilon$, whence

$$U_j = \frac{X_j^T M X_j w^*_S}{\rho n} + \frac{X_j^T M \varepsilon}{\rho n}.$$  
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Based on this decomposition, we then make the following claims:

**Lemma 31.** There are numerical constants $c_1, c_2$ such that
\[
\mathbb{P}[\max_{j=1,\ldots,d} |B_j| \geq t] \leq c_1 e^{-c_2 \sqrt{\frac{n^2}{\gamma^2} + \log d}}. \tag{6.57}
\]

**Lemma 32.** There are numerical constants $c_1, c_2$ such that
\[
\mathbb{P}[\min_{j \in S} |A_j| < \frac{w_{\min}}{4}] \leq c_1 e^{-c_2 \sqrt{\frac{w_{\min}^2}{\rho^2} + \log(2k)}} \quad \text{and} \quad \mathbb{P}[\max_{j \in S^c} |A_j| \geq \frac{w_{\min}}{16}] \leq c_3 e^{-c_4 \sqrt{\frac{w_{\min}^2}{\rho^2} + \log(d-k)}}, \tag{6.58a}
\]
\[
\mathbb{P}[\max_{j \in S^c} |A_j| \geq \frac{w_{\min}}{16}] \leq c_3 e^{-c_4 \sqrt{\frac{w_{\min}^2}{\rho^2} + \log(d-k)}}. \tag{6.58b}
\]

Using these two lemmas, we can now complete the proof. Recall that Theorem 12 assumes a lower bound of the form $n > c_0 \gamma^2 + \frac{\|w_0\|_2^2}{\rho^2} \log d$, where $c_0$ is a sufficiently large constant. Thus, setting $t = \frac{w_{\min}}{16}$ in Lemma 31 ensures that $\max_{j=1,\ldots,d} |B_j| \leq \frac{w_{\min}}{16}$ with high probability. Combined with the bound (6.58a) from Lemma 32, we are guaranteed that
\[
\min_{j \in S} |U_j| \geq \frac{w_{\min}}{4} - \frac{w_{\min}}{16} = \frac{3w_{\min}}{16} \quad \text{with high probability.}
\]

Similarly, the bound (6.58b) guarantees that
\[
\max_{j \in S^c} |U_j| \leq \frac{w_{\min}}{16} + \frac{w_{\min}}{16} = \frac{2w_{\min}}{16} \quad \text{also with high probability.}
\]

Thus, setting $\lambda = \frac{5w_{\min}}{32}$ ensures that the condition (6.56) holds.

The only remaining detail is to prove the two lemmas.

**6.12.0.3 Proof of Lemma 31:** Define the event $\mathcal{E}_j = \{\|X_j\|_2 / \sqrt{n} \leq 2\}$, and observe that
\[
\mathbb{P}[|B_j| > t] \leq \mathbb{P}[|B_j| > t \mid \mathcal{E}] + \mathbb{P}[\mathcal{E}^c].
\]

Since the variable $\|X_j\|_2^2$ follows a $\chi^2$-distribution with $n$ degrees of freedom, we have $\mathbb{P}[\mathcal{E}^c] \leq 2e^{-c_2n}$. Recalling the definition (6.20) of the matrix $M$, note that $\lambda_{\max}(M) \leq \rho^{-1}$, whence conditioned on $\mathcal{E}$, we have $\|MX_j\|_2 \leq \|X_j\|_2 \leq 2\sqrt{n}$. Consequently, conditioned on $\mathcal{E}$, the variable $\frac{X_j^T M \varepsilon}{\rho}$ is a Gaussian random vector with variance at most $4\gamma^2 / \rho^2$, and hence $\mathbb{P}[|B_j| > t \mid \mathcal{E}] \leq 2e^{-\frac{\rho^2 t^2}{32\gamma^2}}$.

Finally, by union bound, we have
\[
\mathbb{P}[\max_{j=1,\ldots,d} |B_j| > t] \leq d \mathbb{P}[|B_j| > t] \leq d \left\{ 2e^{-\frac{\rho^2 t^2}{32\gamma^2}} + 2e^{-c_2n} \right\} \leq c_1 e^{-c_2 \frac{\rho^2 t^2}{\gamma^2} + \log d},
\]
as claimed.
6.12.1.0.4 Proof of Lemma 32: We split the proof into two parts.

6.12.1.0.5 (1) Proof of the bound (6.58a): Note that

$$\frac{1}{\rho} X_S^T MX_S = X_S^T (\rho I + X_S X_S^T)^{-1} X_S$$

We now write $X_S = U D V^T$ for singular value decomposition of $\frac{1}{\sqrt{n}} X_S$ in compact form. We thus have

$$\frac{1}{\rho} X_S^T MX_S = V (\rho I + n D^2)^{-1} D V^T.$$  

We will prove that for a fixed vector $z$, the following holds with high probability

$$\left\| \left( \frac{1}{\rho} X_S^T MX_S - I \right) z \right\|_\infty \leq \epsilon. \quad (6.59)$$

Applying the above bound to $w_s^*$, which is a fixed vector we obtain

$$\left\| \left( \frac{1}{\rho} X_S^T MX_S - I \right) w_s^* \right\|_\infty \leq \epsilon \| w_s^* \|_\infty \quad (6.60)$$

Then by triangle inequality the above statement implies that

$$\min_{i \in S} \left| \frac{1}{\rho} X_S^T MX_S w_i^* \right| > (1 - \epsilon) \min_{i \in S} |w_i^*|.$$  

and setting $\epsilon = 3/4$ yields the claim.

Next we let $\frac{1}{\rho} X_S^T MX_S - I = V \tilde{D} V$ where we defined $\tilde{D} := ((\rho I + D^2)^{-1} D^2 - I)$. By standard results on operator norm of Gaussian random matrices (e.g., see Davidson and Szarek [44]), the minimum singular value

$$\sigma_{\min} \left( \frac{1}{\sqrt{n}} X_S \right) = \min_{i=1,\ldots,k} D_{ii}$$

of the matrix $X_S/\sqrt{n}$ can be bounded as

$$\mathbb{P} \left[ \frac{1}{\sqrt{n}} \min_{i=1,\ldots,k} |D_{ii}| \leq 1 - \sqrt{\frac{k}{n} - \delta} \right] \leq 2e^{-c_1 n \delta^2}, \quad (6.61)$$

where $c_1$ is a numerical constant (independent of $(n,k)$).
Now define $Y_i := e_i^T V D V^T z = z_i v_i D v_i + v_i^T D \sum_{l \neq i} z_l v_l$. Then note that,

$$|Y_1| \leq \|\tilde{D}\|_2 |z_1| + v_1^T \tilde{D} \sum_{l \neq i} z_l v_l = \frac{\rho}{\rho + \min_{i=1,...,k} |D_{ii}|^2} |z_1| + F(v_1)$$

where we defined $F(v_1) := v_1^T \tilde{D} \sum_{l \neq i} z_l v_l$ and $v_1$ is uniformly distributed over a sphere in $k - 1$ dimensions and hence $\mathbb{E} F(v_1) = 0$. Observe that $F$ is a Lipschitz map satisfying

$$|F(v_1) - F(v'_1)| \leq \|\tilde{D}\|_\infty \sqrt{\sum_{l \neq i} |z_l^2| |v_1 - v'_1|_2} = \frac{\rho}{\rho + \min_i |D_{ii}|^2} \sqrt{k - 1} ||z||_\infty ||v_1 - v'_1||_2$$

Applying concentration of measure for Lipschitz functions on the sphere (e.g., see [84]) the function $F'(v_1)$ we get that for all $t > 0$ we have,

$$\mathbb{P}[F(v_1) > t ||z||_\infty] \leq 2e^{-c_4(k-1) \frac{t^2}{(\rho + \min_i |D_{ii}|^2)^2 (k-1)}}. \quad (6.62)$$

Conditioning on the high probability event $\{\min_i |D_{ii}|^2 \leq \frac{n}{2}\}$ and then applying the tail bound (6.61) yields

$$\mathbb{P}[F(v_1) > t ||z||_\infty] \leq 2 \exp \left(-c_4 \frac{n^2 t^2}{\rho^2}\right) + 2e^{-c_2 \frac{n^2 t^2}{\rho^2}}$$

$$\leq 4 e^{-c_2 \frac{n^2 t^2}{\rho^2}}. \quad (6.63)$$

Combining the pieces in (6.63) and (6.62), we take a union bound over $2k$ coordinates,

$$\mathbb{P} \left[ \min_{j \in S} |Y_j| > t ||z||_\infty \right] \leq 2k \cdot 3 \exp \left(-c_5 \frac{n^2 t^2}{\rho^2}\right)$$

$$\leq 2k \cdot 3 \exp \left(-c_5 n^2 t^2 \right).$$

where the final line follows from our choice $\rho = \sqrt{n}$. Finally setting $t = \epsilon$ we obtain the statement in (6.59) and hence complete the proof.

### 6.12.1.0.6 Proof of the bound (6.58b):

A similar calculation yields

$$A_j = \frac{1}{\rho} X_s^T M X_s w_s = X_s^T \left(\rho I_n + X_s X_s^T\right)^{-1} X_s w_s^*, \quad 202$$
for each \( j \in S^c \). Defining the event \( \mathcal{E} = \{ \lambda_{\text{max}}(X_S) / \leq 2\sqrt{n} \} \), standard bounds in random matrix theory \[44\] imply that \( \mathbb{P}[\mathcal{E}^c] \leq 2e^{-c_2n} \). Conditioned on \( \mathcal{E} \), we have

\[
\| (\rho I_n + X_S X_S^T)^{-1} X_s w_S^* \|_2 \leq \frac{2}{\rho} \| w_S^* \|_2,
\]

so that the variable \( A_j \) is conditionally Gaussian with variance at most \( \frac{4}{\rho^2} \| w_S^* \|_2^2 \). Consequently, we have

\[
P[|A_j| \geq t] \leq P[|A_j| \geq t | \mathcal{E}] + P[\mathcal{E}^c] = 2e^{-\frac{\rho^2t^2}{32\| w_S^* \|_2^2}} + 2e^{-c_2} \leq c_1e^{-c_2 \frac{\rho^2t^2}{\| w_S^* \|_2^2}},
\]

Setting \( t = \frac{u_{\text{min}}}{8} \), \( \rho = \sqrt{n} \) and taking union bound over all \( d - k \) indices in \( S^c \) yields the claim (6.58b).

### 6.12.2 Proof of Theorem 13

The vector \( \tilde{u} \in \{0, 1\}^d \) consists of independent Bernoulli trials, and we have \( \mathbb{E}[\sum_{j=1}^d \tilde{u}_j] \leq k \). Consequently, by the Chernoff bound for Bernoulli sums, we have

\[
P\left[ \sum_{j=1}^d \tilde{u}_j \geq (1 + \delta)k \right] \leq c_1e^{-c_2k\delta^2}.
\]

as claimed.

It remains to establish the high-probability bound on the optimal value. As shown previously, the Boolean problem admits the saddle point representation

\[
P^* = \min_{u \in \{0, 1\}^d, \sum_{i=1}^d u_i \leq k} \left\{ \max_{\alpha \in \mathbb{R}^n} \frac{1}{\rho} \frac{-\alpha^T X D(u) X^T \alpha - \| \alpha \|_2^2 - 2\alpha^T y}{2} \right\}.
\]

Since the optimal value is non-negative, the optimal dual parameter \( \alpha \in \mathbb{R}^n \) must have its \( \ell_2 \)-norm bounded as \( \| \alpha \|_2 \leq 2\| y \|_2 \leq 2 \). Using this fact, we have

\[
G(\hat{u}) - G(\bar{u}) = \max_{\| \alpha \|_2 \leq 2} \left\{ -\frac{1}{\rho} \alpha^T X D(\hat{u}) X^T \alpha - \| \alpha \|_2^2 - 2\alpha^T y \right\} - \max_{\| \alpha \|_2 \leq 2} \left\{ -\frac{1}{\rho} \alpha^T X D(\bar{u}) X^T \alpha - \| \alpha \|_2^2 - 2\alpha^T y \right\}
\]

\[
\leq \max_{\| \alpha \|_2 \leq 2} \left\{ -\frac{1}{\rho} \alpha^T X(D(\hat{u}) - D(\bar{u})) X^T \alpha \right\}
\]

\[
\leq \frac{2}{\rho} \lambda_{\text{max}}(X(D(\hat{u}) - D(\bar{u})) X^T),
\]

where \( \lambda_{\text{max}}(\cdot) \) denotes the maximum eigenvalue of a symmetric matrix.
It remains to establish a high probability bound on this maximum eigenvalue. Recall that $R$ is the subset of indices associated with fractional elements of $\hat{u}$, and moreover that $\mathbb{E}[\tilde{u}_j] = \hat{u}_j$. Using these facts, we can write

$$X(D(\tilde{u}) - D(\hat{u}))X^T = \sum_{j \in R} \left( (\tilde{u}_j - \mathbb{E}[\tilde{u}_j])X_jX_j^T \right)$$

where $X_j \in \mathbb{R}^n$ denotes the $j^{th}$ column of $X$. Since $\|X_j\|_2 \leq 1$ by assumption and $\tilde{u}_j$ is Bernoulli, the matrix $A_j$ has operator norm at most 1, and is zero mean. Consequently, by the Ahlswede-Winter matrix bound [3, 109], we have

$$P \left[ \lambda_{\max} \left( \sum_{j \in R} A_j \right) \geq \sqrt{rt} \right] \leq 2 \min\{n, r\} e^{-t^2/16},$$

where $r = |R|$ is the number of fractional components. Setting $t^2 = c \log \min\{n, r\}$ for a sufficiently large constant $c$ yields the claim.
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