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Abstract

Precision Measurement of Neutrino Oscillation Parameters with KamLAND

by

Thomas Michael ODonnell

Doctor of Philosophy in Physics

University of California, Berkeley

Professor Stuart J. Freedman, Chair

This dissertation describes a measurement of the neutrino oscillation parameters $\Delta m_{21}^2$, $\theta_{12}$ and constraints on $\theta_{13}$ based on a study of reactor antineutrinos at a baseline of $\sim 180$ km with the KamLAND detector. The data presented here was collected between April 2002 and November 2009, and amounts to a total exposure of $2.64 \pm 0.07 \times 10^{32}$ proton-years. For this exposure we expect $2140 \pm 74(syst)$ antineutrino candidates from reactors, assuming standard model neutrino behavior, and $350 \pm 88(syst)$ candidates from background. The number observed is 1614. The ratio of background-subtracted candidates observed to expected is

$$\frac{N_{\text{Obs}} - N_{\text{Bkg}}}{N_{\text{Exp}}} = 0.59 \pm 0.02(stat) \pm 0.045(syst)$$

which confirms reactor neutrino disappearance at greater than $5\sigma$ significance. Interpreting this deficit as being due to neutrino oscillation, the best-fit oscillation parameters from a three-flavor analysis are $\Delta m_{21}^2 = 7.60^{+0.20}_{-0.19} \times 10^{-5}$ eV$^2$, $\theta_{12} = 32.5 \pm 2.9$ degrees and $\sin^2 \theta_{13} = 0.025^{+0.035}_{-0.035}$, the 95% confidence-level upper limit on $\sin^2 \theta_{13}$ is $\sin^2 \theta_{13} < 0.083$. Assuming CPT invariance, a combined analysis of KamLAND and solar neutrino data yields best-fit values: $\Delta m_{21}^2 = 7.60^{+0.20}_{-0.20} \times 10^{-5}$ eV$^2$, $\theta_{12} = 33.5^{+1.0}_{-1.1}$ degrees, and $\sin^2 \theta_{13} = 0.013 \pm 0.028$ or $\sin^2 \theta_{13} < 0.06$ at the 95% confidence level.
To my family

An excellent plumber is infinitely more admirable than an incompetent philosopher. The society which scorns excellence in plumbing because plumbing is a humble duty and tolerates shoddiness in philosophy because it is an exalted activity will have neither good plumbing nor good philosophy. Neither its pipes nor its theories will hold water.

— John W. Gardner

1John W. Gardner, Excellence, Can We Be Equal and Excellent Too? Harper, New York, 1961, p. 86.
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**ADC** Analog-to-Digital Converter

**AKat** American KamLAND analysis toolkit, a library of software with tools for KamLAND data analysis developed by member of the US side of the collaboration. The Japanese side of the collaboration use an independently developed library of analysis software.

**ATWD** Analog Transient Waveform Digitizer — a key component of the KamLAND electronics.

**BO** Buffer Oil, refers to the volume of mineral oil that encapsulates the KamLAND liquid scintillator.

**DAQ** Data acquisition system

**FOM** Figure of merit

**GEANT** GEometry ANd Tracking, a software platform designed to simulate the passage of elementary particles through matter using Monte Carlo methods.

**ID** The inner detector of KamLAND

**KamFEE** KamLAND FrontEnd Electronics

**KamLAND** Kamioka Liquid Scintillation AntiNeutrino Detector

**LBNL** Lawrence Berkeley National Laboratory

**LS** Liquid scintillator, refers specifically to the cocktail of scintillator deployed in the KamLAND experiment

**NSum** The number of channels in the KamLAND PMT array that have a signal above threshold, this variable is used for triggering the detector.

**NSumMax** The maximum value of NSum during an event.

**OD** The outer detector of KamLAND
PDC  Prompt delayed coincidence — the coincident event structure associated with the antineutrino signal.

PDF  Probability Density Function

PDG  Particle Data Group

PMT  Photo multiplier tube

PTF  Peak time fitter — the name of the position reconstruction algorithm used by the US analysis group.

ROOT  Data analysis package developed at CERN in the mid-1990s and run A period of dating taking at KamLAND, typically 24 hours in duration.

SM  Standard Model of particle physics

SRIM  Stopping and Range of Ions in Matter — a collection of proprietary software packages which calculate features of ion transport in matter.

SSM  Standard Solar Model
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Chapter 1

Introduction

There is by now a large body of data, coming from numerous different experiments, that support the notion that the flavor content of a neutrino beam changes as the beam propagates; this flavor evolution is called neutrino flavor-oscillation, or simply neutrino oscillation. A compelling explanation of the data is achieved by assuming the existence of three neutrino mass-states which do not have definite flavor and at least two of which have nonzero masses. This is the first positive lower bound on neutrino masses!

This chapter provides an overview of the phenomenological consequences of mixing between neutrino eigenstates of flavor and of mass and reviews some of the experimental evidence which compels us to accept that this mixing occurs in nature — more detailed reviews can be found in [1–3]. The KamLAND experiment, which is the main focus of this thesis, is one source of the data that led to the discovery that neutrinos have finite masses and will be described in detail in the subsequent chapters.

1.1 Neutrino oscillation

In this section we outline the consequences if one assumes the existence of three neutrino mass states, $\nu_1$, $\nu_2$ and $\nu_3$, with masses $m_1$, $m_2$ and $m_3$, which are not eigenstates of the weak interaction. In this case there exists a non-trivial unitary transformation, $U$, between the the mass-eigenstates and the flavor-eigenstates; we write

$$|\nu_\alpha\rangle = \sum_i U_{\alpha i}^* |\nu_i\rangle,$$

where the subscript $\alpha$ runs over the three known flavor states, $\alpha = e, \mu, \tau$ and the index $i$ labels the mass states. The $3 \times 3$ unitary matrix $U$ is known as the PMNS mixing matrix in honor of the contributions of Pontecorvo, Maki, Nakagawa and Sakata. Neglecting possible Majorana phases which do not affect the mixing phenomenology,
U can be parametrized by 4 parameters; three of these are identified as mixing angles, denoted $\theta_{12}$, $\theta_{23}$ and $\theta_{13}$; the fourth is a complex phase and is usually denoted $\delta$. A common representation for $U$ is

$$U = \begin{pmatrix} c_{12}c_{13} & s_{12}c_{13} & s_{13}e^{-i\delta} \\ -s_{12}c_{23} - c_{12}s_{23}s_{13}e^{i\delta} & c_{12}c_{23} - s_{12}s_{23}s_{13}e^{i\delta} & s_{13}c_{13} \\ s_{12}s_{23} - c_{12}c_{23}s_{13}e^{i\delta} & -c_{12}s_{23} - s_{12}c_{23}s_{13}e^{i\delta} & c_{23}c_{13} \end{pmatrix},$$  

where $s_{ij} = \sin \theta_{ij}$ and $c_{ij} = \cos \theta_{ij}$. Throughout this thesis we assume these mixing parameters are the same for neutrinos and antineutrinos as demanded by CPT invariance.

1.1.1 Neutrino oscillation in vacuum

An oscillation experiment is sketched in Figure 1.1, in this example an electron antineutrino is produced on the left through neutron beta decay, the state propagates as a superposition of the mass eigenstates ($\bar{\nu}_i$) which as a consequence of their different masses develop different phases with time — the form of this phase will be motivated presently. After a distance $L$ the neutrino state behaves as an electron-flavor state and is detected through inverse beta decay (on the right). The standard model of particle physics (SM), with massless neutrinos and no neutrino-mixing, predicts the probability of observing a flavor-state other than electron-type is identically zero. If the model is extended to allow nonzero mixing angles and a neutrino mass spectrum which is not exactly degenerate then this probability can be greater than zero. Results of oscillation experiments are commonly reported as either: (i) the survival-probability, which is the probability to detect a flavor-state identical to the original flavor-state, or (ii) the transition probability, which is the probability of detecting a flavor-state different to the original. If one measures either of these probabilities for a mono-energetic neutrino beam as a function of time (or equivalently distance travelled by the beam) an interference pattern with a frequency related to the difference in the masses-squared of the neutrino mass-states emerges.

Figure 1.1: Illustration of a neutrino oscillation experiment.
A rigorous derivation of this conclusion requires a full wavepacket treatment of the neutrino states and can be found in [4], for the moment we suspend rigor and assume that the neutrinos in the beam have a common, fixed momentum \( p \) but are localized in space (so that an interference pattern can be observed). It is shown in [4] that for likely experimental scenarios this naive approach yields the same final expression for the experimental observables as the more rigorous analysis. As mentioned above the state (Equation 1.1) evolves as a superposition of the vacuum Hamiltonian eigenstates, after a time \( t \) quantum mechanics predicts the following state:

\[
|\nu_\alpha(t)\rangle = \sum_i U_{\alpha i} e^{-iE_i t} |\nu_i\rangle , \tag{1.3}
\]

where the \( E_i \) are the vacuum Hamiltonian eigenvalues. The flavor-state is determined in a detector a distance \( L \) from the source, the amplitude to determine a flavor \( \beta \) is

\[
\langle \nu_\beta | \nu_\alpha(t) \rangle = \sum_{i,j} \langle \nu_j | U_{j,\beta}^\dagger U_{\alpha i} e^{-iE_i t} | \nu_i \rangle = \sum_i U_{\beta i}^* U_{\alpha i} e^{-iE_i t} , \tag{1.4}
\]

and the probability is the square of this amplitude

\[
P(\nu_\alpha \rightarrow \nu_\beta) = |\langle \nu_\beta | \nu_\alpha(t) \rangle|^2 = \sum_{i,j} U_{\beta i}^* U_{\alpha i} U_{\beta j} U_{\alpha j}^* e^{-i(E_i-E_j) t} . \tag{1.5}
\]

We next examine the phase in Equation 1.5. In vacuum the energy eigenvalues are

\[
E_i = \sqrt{p^2 + m_i^2} \simeq |p| + \frac{m_i^2}{2|p|} . \tag{1.6}
\]

The approximation above is valid for relativistic neutrinos. Thus, assuming a common momentum, the relative phase to first order in \( \frac{m_i^2}{p^2} \) is

\[
(E_i - E_j) \cdot t = \frac{(m_i^2 - m_j^2) L}{2E} \equiv \frac{\Delta m_{ij}^2 L}{2E} , \tag{1.7}
\]

where \( \Delta m_{ij}^2 = m_i^2 - m_j^2 \) and the limit \( |p| \rightarrow E \) has been taken — which is a valid approximation for relativistic neutrinos. Employing this approximation the transition probability for neutrinos (\( \nu^+l \)) or antineutrinos (\( \nu^-l \)) can be written as

\[
P(\nu^+_\alpha \rightarrow \nu^+_\beta) = \delta_{\alpha \beta} - 4 \sum_{i>j} R(U_{\alpha i}^* U_{\beta i} U_{\alpha j} U_{\beta j}^*) \sin^2 \Delta m_{ij}^2 L / 4E ,
\]

\[
\pm 2 \sum_{i>j} I(U_{\alpha i}^* U_{\beta i} U_{\alpha j} U_{\beta j}^*) \sin \Delta m_{ij}^2 L / 2E , \tag{1.8}
\]

where \( R, I \) are the real and imaginary parts of the matrix elements.
where \( \delta_{\alpha\beta} \) is the Kronecker \( \delta \)-function. The survival or transition probability is a sinusoidal function of \( L/E \) hence the term neutrino oscillation. Equation 1.8 reveals that flavor change cannot take place via this mechanism unless there is at least one massive neutrino state.

It is common to discuss the survival probability and experimental results in the context of only two neutrino species. In this case Equation 1.8 simplifies considerably, \( U \) becomes a \( 2 \times 2 \) matrix parametrized by a single mixing angle \( \theta \) and the survival probability can be written as

\[
P(\nu^\pm_\alpha \rightarrow \nu^\pm_\alpha) = 1 - \sin^2 2\theta \sin^2 \frac{1.27 \Delta m^2 [eV^2] L [m]}{E [MeV]}.
\] (1.9)

The quantity \( E/\Delta m^2 \) sets a length scale for the oscillation and is called the oscillation length. Typically in an experiment one can control, to some extent, \( L/E \). To have maximum sensitivity to the oscillation effect one should choose \( L/E \) such that the argument of the second sinusoidal factor in Equation 1.9 is close to \( \pi/2 \). Thus for neutrinos with energy \( \mathcal{O}(1 \text{ MeV}) \) and \( \Delta m^2 \simeq 1 \text{ eV}^2 \) a baseline of \( \sim 1 \text{ m} \) is needed, for \( \Delta m^2 \simeq 1 \times 10^{-5} \text{ eV}^2 \) a baseline of \( \sim 1 \times 10^5 \text{ m} \) is appropriate. If the neutrino source is extended over a distance large compared to the oscillation-length the second sinusoidal factor averages to \( 1/2 \) and the average survival probability reduces to

\[
P(\nu^\pm_\alpha \rightarrow \nu^\pm_\alpha) = 1 - \frac{1}{2} \sin^2 2\theta.
\] (1.10)

### 1.1.2 Neutrino oscillation in uniform matter

When neutrinos propagate in matter the pattern of mixing and the survival probability can alter significantly. Below we treat the simplified scenario of just two neutrino species, say \( \nu_e \) and \( \tilde{\nu}_\mu \), since the effects are more transparent in this case. It is shown in [5] that for the mixing parameters now favored by experiment and for matter densities of practical interest, two flavors decouple from the third and the three-flavor problem can be treated as a two-flavor problem. Thus despite the simplification just adopted the conclusions are relevant to situations of physical interest.

In matter the Hamiltonian is altered by weak interactions, in the weak eigenbasis the new Hamiltonian is

\[
H' = U^\dagger H_{\text{vac}} U + H_{\text{weak}},
\] (1.11)

where \( H_{\text{vac}} \) is the vacuum Hamiltonian in the vacuum representation:

\[
H_{\text{vac}} = \begin{pmatrix}
E_1 & 0 \\
0 & E_2
\end{pmatrix} \simeq E \cdot 1 + \begin{pmatrix}
m_1^2 & 0 \\
0 & m_2^2
\end{pmatrix} \frac{1}{2E}.
\] (1.12)
In normal matter — matter containing just electrons, protons and neutrons — electron neutrinos have both charged- and neutral-current interactions, whereas the non-electron flavor (\(\tilde{\nu}_\mu\)) experiences only neutral-current interactions. Therefore, in the flavor-basis the weak interaction Hamiltonian is

\[
H_{\text{weak}} = \begin{pmatrix}
V_{cc} + V_{NC} & 0 \\
0 & V_{NC}
\end{pmatrix}.
\]  

(1.13)

The quantities \(V_{NC}\) and \(V_{CC}\) are the charged-current and neutral-current Wolfenstein potentials [2, 6] and are given by

\[
V_{CC} = F \cdot \sqrt{2} G_F n_e,
\]

(1.14)

\[
V_{NC} = -F \cdot \frac{G_F n_n}{\sqrt{2}},
\]

(1.15)

where \(G_F\) is the Fermi constant, \(n_e\) and \(n_n\) are the electron-density and neutron-density, and \(F = 1\) for neutrinos and \(-1\) for antineutrinos. The neutral-current contribution is the same for all flavors (at tree level) so this component is proportional to the identity matrix; since only relative phases are important terms proportional to the identity can be ignored. Expanding Equation 1.11 and omitting terms proportional to the identity the Hamiltonian in matter is

\[
H' = \begin{pmatrix}
-\frac{\Delta m^2 \cos 2\theta}{4E} + V_{CC} & \frac{\Delta m^2 \sin 2\theta}{4E} \\
\frac{\Delta m^2 \sin 2\theta}{4E} & \frac{\Delta m^2 \cos 2\theta}{4E}
\end{pmatrix}.
\]

(1.16)

The effective masses \(\tilde{m}_1\) and \(\tilde{m}_2\) are the eigenvalues of \(H'\) and the states of definite mass, \(\tilde{\nu}_1\) and \(\tilde{\nu}_2\), are the eigenvectors of \(H'\). As before the flavor states are related to these new mass-eigenstates by

\[
\begin{pmatrix}
\nu_e \\
\tilde{\nu}_\mu
\end{pmatrix} = \begin{pmatrix}
\cos \theta_M & -\sin \theta_M \\
\sin \theta_M & \cos \theta_M
\end{pmatrix} \begin{pmatrix}
\tilde{\nu}_1 \\
\tilde{\nu}_2
\end{pmatrix}.
\]

(1.17)

The parameter \(\theta_M\) is the \textit{matter mixing-angle} which is related to the parameters in \(H'\) by

\[
\sin 2\theta_M = \frac{\sin 2\theta_v}{\sqrt{(A - \cos 2\theta_v)^2 + (\sin 2\theta_v)^2}},
\]

(1.18)

where the vacuum mixing-parameters are now qualified with the subscript \(v\) and

\[
A = F \cdot \frac{2\sqrt{2} G_F n_e E}{\Delta m^2_v}
\]

(1.19)
with $F = +1(-1)$ for neutrinos (antineutrinos). For a constant matter density the solution to the Schrödinger equation is the same as the result of the previous section but with the vacuum mixing-parameters replaced by their matter-modified counterparts. Thus the electron neutrino (antineutrino) survival probability in matter is

$$P_M(\nu^\pm_e \to \nu^\pm_e) = 1 - \sin^2 2\theta_M \sin^2 \frac{1.27 \Delta m^2_M [\text{eV}^2] L [\text{m}]}{E [\text{MeV}]} ,$$  

(1.20)

where $\Delta m^2_M$ is the difference in the effective mass squares and is related to the vacuum mass-splitting ($\Delta m^2_v$) by

$$\Delta m^2_M = \Delta m^2_v \sqrt{(A - \cos 2\theta_v)^2 + \sin^2 2\theta_v} .$$  

(1.21)

Implicit in Equation 1.20 is a difference between the survival probabilities $P_M(\bar{\nu}_e \to \bar{\nu}_e)$ and $P_M(\nu_e \to \nu_e)$ because the sign of $A$ depends on whether the beam is composed of neutrinos or antineutrinos. We note that in Equation 1.18 resonant mixing is possible if $A = \cos 2\theta_v$. For neutrinos, $V_{CC}$ is positive, thus if $\Delta m^2 > 0$ and $\theta_v < \pi/4$, a resonant density ($n_{e,\text{res}}$) exists:

$$n_{e,\text{res}} = \frac{\Delta m^2_v \cos 2\theta_v}{2\sqrt{2} G_F E} .$$  

(1.22)

For this density $\theta_M \to \pi/4$ and the mixing is maximal even if the vacuum mixing angle is small.

### 1.1.3 Neutrino oscillation in matter of varying density

In this section we consider neutrino propagation in matter of varying density, in particular the special case of a source in dense matter with the density monotonically decreasing as neutrinos propagate away from the source. This situation is of particular relevance for solar neutrinos. The evolution of the flavor states at any time $t$ is

$$i \frac{d}{dt} \begin{pmatrix} \nu_e \\ \bar{\nu}_\mu \end{pmatrix} = U_M^\dagger(t) H_M(t) \begin{pmatrix} \bar{\nu}_1 \\ \bar{\nu}_2 \end{pmatrix} ,$$  

(1.23)

where $U_M$ is the mixing-matrix in matter. The transformation, $U_M$ and $H_M$ are now time dependent owing to the changing matter density. Equation 1.23 can be rearranged as follows:

$$i \frac{d}{dt} \begin{pmatrix} \bar{\nu}_1 \\ \bar{\nu}_2 \end{pmatrix} = [H_M - U_M i \frac{dU_M^\dagger}{dt}] \begin{pmatrix} \bar{\nu}_1 \\ \bar{\nu}_2 \end{pmatrix} .$$  

(1.24)
When expanded and terms proportional to the identity are omitted this reduces to

\[ \frac{d}{dt} \begin{pmatrix} \tilde{\nu}_1 \\ \tilde{\nu}_2 \end{pmatrix} = \begin{pmatrix} \tilde{m}_1^2/2E & -i \frac{d\theta_M}{dt} \\ i \frac{d\theta_M}{dt} & \tilde{m}_2^2/2E \end{pmatrix} \begin{pmatrix} \tilde{\nu}_1 \\ \tilde{\nu}_2 \end{pmatrix}, \] (1.25)

\[ = \begin{pmatrix} \Delta m^2_M/4E & -i \frac{d\theta_M}{dt} \\ i \frac{d\theta_M}{dt} & \Delta m^2_M/4E \end{pmatrix} \begin{pmatrix} \tilde{\nu}_1 \\ \tilde{\nu}_2 \end{pmatrix}. \] (1.26)

The transition from Equation 1.25 to 1.26 is made by adding and subtracting \([\tilde{m}_1^2 + \tilde{m}_2^2]/4E \times 1\) on the right hand side and dropping any net terms proportional to the identity.

Equation 1.26 may be solved either numerically or analytically depending on the functional form of the density profile. However one limiting case is of particular interest. Suppose an electron neutrino is produced at the core of the Sun where the density is large, in the limit of infinite matter density \(\theta_M(0) \to \pi/2\) and

\[ |\nu_e\rangle = [\cos \theta_M(0)|\nu_1\rangle + \sin \theta_M(0)|\nu_2\rangle] \to |\nu_2\rangle, \] (1.27)

where \(\theta_M(0)\) denotes the matter mixing angle at the neutrino production point. In this limit \(|\nu_e\rangle\) begins its journey exclusively as \(|\nu_2\rangle\). If the quantity \(\left| \frac{d\theta_M}{dt} \right| \ll \left| \frac{\Delta m^2_M}{4E} \right|\) (adiabatic propagation) the matrix in Equation 1.26 is diagonal to a good approximation and the state remains \(|\nu_2\rangle\) as it propagates. However in vacuum

\[ |\nu_2\rangle = \sin \theta_v |\nu_e\rangle + \cos \theta_v |\bar{\nu}_\mu\rangle, \] (1.28)

thus in the limit of infinite matter density at production and adiabatic propagation to vacuum the electron neutrino survival probability is

\[ \lim_{\text{adiabatic},\nu_e(0) \to \infty} P(\nu_e \to \nu_e) \to \sin^2 \theta_v. \] (1.29)

This limit is called the matter dominated regime. If the density is large, but not infinite, and propagation is adiabatic then a more general expression holds:

\[ \lim_{\text{adiabatic}} P(\nu_e \to \nu_e) \to \cos^2 \theta_M(0) \cos^2 \theta_v + \sin^2 \theta_M(0) \sin^2 \theta_v \] (1.30)

\[ = \frac{1}{2} [1 + \cos 2\theta_M \cos 2\theta_v]. \] (1.31)

The first term in Equation 1.30 is due to adiabatic propagation as \(|\nu_1\rangle\) and the second is due to adiabatic propagation as \(|\nu_2\rangle\).

In cases where the adiabatic approximation fails, the Hamiltonian becomes non-diagonal and the differential equation is much more difficult to solve. Some solutions for a number of different density profiles are discussed in [3]. For density profiles of
practical interest the adiabatic limit only fails near the resonance density and the results are usually stated in terms of a *jumping-probability* (*P* \(_{\text{jump}}\)) near the resonance point, this is the probability that the state \(|\nu_1\rangle\) evolves into state \(|\nu_2\rangle\) or vice-versa near the resonance region and continues adiabatically. In this case the electron neutrino survival probability \([3]\) is

\[
P_{\text{Non-Ad}}(\nu_e \rightarrow \nu_e) = (1 - P_{\text{jump}}) \cdot P_{\text{Ad}}(\nu_e \rightarrow \nu_e) + P_{\text{jump}} \cdot (1 - P_{\text{Ad}}(\nu_e \rightarrow \nu_e)) \]
\[
= \frac{1}{2} [1 + (1 - 2P_{\text{jump}}) \cos 2\theta_M \cos 2\theta_v]. \quad (1.32)
\]

Finally we consider the case where the matter effect is small at production and the vacuum mixing pattern is approximately realized. If matter effects are small at production they remain small as we consider only decreasing density profiles. This is called the *vacuum-dominated* regime. In this case the electron neutrino survival probability averaged over a large number of oscillation lengths is

\[
P(\nu_e \rightarrow \nu_e) \rightarrow 1 - \frac{1}{2} \sin^2 2\theta_v. \quad (1.33)
\]

We note that for small vacuum-mixing-angle there is a dramatic difference between vacuum-dominated and matter-dominated adiabatic neutrino propagation:

\[
P(\nu_e \rightarrow \nu_e)|_{\theta_v \rightarrow 0} \begin{cases} \rightarrow 1 & \text{vacuum dominated} \\ \rightarrow 0 & \text{matter dominated} \end{cases}. \quad (1.34)
\]

The dramatic transition in the flavor content of the beam in the matter-dominated regime is generally referred to as matter-enhanced neutrino oscillation. The matter effect is sometimes called the MSW effect in honor of the work of Mikheyev, Smirnov and Wolfenstein in the discovery and understanding of the effect.

### 1.2 Sources of neutrinos and experiments

Having outlined the effects of neutrino mixing on the experimental observables we now proceed to describe the results of experiments with different neutrino sources.

#### 1.2.1 Solar neutrinos

The Sun is an intense source of electron neutrinos, Table 1.1 lists the neutrino producing reactions and fluxes predicted by the standard solar model (SSM) \([7]\), the neutrino energy spectra are shown in Figure 1.2. During the last four decades there have been numerous experiments dedicated to the search for solar neutrinos. The initial aim was to use the neutrino flux to test the predictions of solar models, but as time progressed an anomaly emerged; the quest to resolve this anomaly led to further experiments and ultimately the discovery of neutrino mass. Below we describe some of the different types of solar experiments and the results.
Table 1.1: Neutrino producing reactions and fluxes predicted by the standard solar model [7].

<table>
<thead>
<tr>
<th>Name</th>
<th>Reaction</th>
<th>Flux (cm(^{-2}\text{s}^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>pp</td>
<td>(pp \rightarrow de^+\nu)</td>
<td>(5.99(1.00 \pm 0.01) \times 10^{10})</td>
</tr>
<tr>
<td>pep</td>
<td>(pe^-p \rightarrow d\nu)</td>
<td>(1.42(1.00 \pm 0.02) \times 10^{8})</td>
</tr>
<tr>
<td>Hep</td>
<td>(^3\text{He} \rightarrow ^4\text{He}e^+\nu)</td>
<td>(7.93(1.00 \pm 0.16) \times 10^{3})</td>
</tr>
<tr>
<td>(^7\text{Be})</td>
<td>(^7\text{Be} e^- \rightarrow ^7\text{Li} \nu)</td>
<td>(4.34(1.00 \pm 0.11) \times 10^{9})</td>
</tr>
<tr>
<td></td>
<td>(^7\text{Be} e^- \rightarrow ^7\text{Li} \nu + \gamma)</td>
<td>(0.50(1.00 \pm 0.11) \times 10^{9})</td>
</tr>
<tr>
<td>(^8\text{B})</td>
<td>(^8\text{B} \rightarrow ^8\text{Be}^*e^+\nu)</td>
<td>(5.69(1.00 \pm 0.16) \times 10^{6})</td>
</tr>
<tr>
<td></td>
<td>(^{13}\text{N} \rightarrow ^{13}\text{C} e^+\nu)</td>
<td>(3.07(1.00^{+0.31}_{-0.28}) \times 10^{8})</td>
</tr>
<tr>
<td></td>
<td>(^{15}\text{O} \rightarrow ^{15}\text{Ne} e^+\nu)</td>
<td>(2.33(1.00^{+0.33}_{-0.29}) \times 10^{8})</td>
</tr>
<tr>
<td></td>
<td>(^{17}\text{F} \rightarrow ^{17}\text{O} e^+\nu)</td>
<td>(5.84(1.00 \pm 0.52) \times 10^{8})</td>
</tr>
</tbody>
</table>

Figure 1.2: Energy spectra of solar neutrinos expected based on the standard solar model of Bahcall and Serenelli. This figure is reproduced from [7].
1.2.1.1Radiochemical neutrino detectors

Radiochemical detectors were the first class of solar neutrino experiments. Generally this method involves searching for neutrino-induced products in a target made up of stable nuclei. The target nucleus is the product of an electron-capture decay

\[ P + e^- \rightarrow D + \nu_e, \]  

where \( P \) denotes the parent nucleus, and \( D \) is the stable daughter. Neutrinos of sufficient energy can drive the inverse reaction producing radioactive P-nuclei in the stable target. Periodically an extraction process is performed to remove the radioactive product from the target and decays of the product are counted in an auxiliary detector by tagging Auger-electrons accompanying the decay. From the observed P-production rate an integrated neutrino flux above the production threshold can be inferred. Since the detection reaction proceeds only via charge-current interactions these experiments are sensitive only to electron-flavor neutrinos. Two radiochemical targets have been used to date, \(^{37}\)Cl and \(^{71}\)Ga.

1.2.1.2The Homestake chlorine detector

The chlorine-based detector of Davis et. al [8] was the first solar neutrino experiment. It exploited the reaction

\[ \nu_e + ^{37}\text{Cl} \rightarrow ^{37}\text{Ar} + e^- \]  

which has a threshold of 0.814 MeV. With this threshold the experiment was sensitive to neutrinos from the \(^7\)Be, CNO, pep and \(^8\)B branches. The final result of the Homestake experiment based on over \( \sim 25 \) years of operation is an \(^{37}\)Ar production rate above background of \( 2.56 \pm 0.16 \)\,(stat) \( \pm 0.16 \)\,(syst)SNU\(^1\), this is about 30% of the SSM-predicted production rate of \( 8.1 \pm 1.3 \)SNU. Figure 1.3 shows the solar-neutrino-induced \(^{37}\)Ar production rate inferred by the Homestake chlorine experiment as a function of extraction date for \( 108 \) Ar extractions which were preformed during the lifetime of the experiment. The persistent deficit relative to the SSM expectation sparked what became known are the Solar Neutrino Problem, this anomaly was the genesis for more than three decades of neutrino experiments which ultimately led to the discovery of neutrino flavor oscillation.

1.2.1.3Gallium based detectors

Following the anomaly that emerged from the chlorine experiment \(^{71}\)Ga was used the detect neutrinos using the radiochemical method. There have been several Ga-based experiments — SAGE [9], GALLEX [10] and GNO [11]. They exploit the

\(^1\)SNU is equal to 1 capture per \( 10^{36} \) per targets per second.
reaction
\[ \nu_e + ^{71}\text{Ga} \rightarrow ^{71}\text{Ge} + e^- \]  \hspace{1cm} (1.37)
which has a threshold of 0.233 MeV. Consequently this method is sensitive to a larger fraction of solar neutrinos, particularly \( pp \)-neutrinos, than the Cl method. Table 1.2 summarizes the results of the Ga solar neutrino experiments. These experiments consistently observed only \( \sim 60\% \) of the expected \( ^{71}\text{Ge} \) production rate and provided independent evidence for a solar neutrino anomaly.

Table 1.2: \( ^{71}\text{Ge} \) production rate from \( ^{71}\text{Ga} \)-based solar neutrino experiments together with the SSM prediction.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Result (SNU)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GALLEX [10]</td>
<td>( 77.5 \pm 6.2 ) ( (\text{stat})^{+4.3}_{-4.7} ) ( (\text{syst}) )</td>
</tr>
<tr>
<td>GNO [11]</td>
<td>( 62.9^{+5.5}_{-5.3} ) ( (\text{stat}) ) ( \pm 2.5 ) ( (\text{syst}) )</td>
</tr>
<tr>
<td>SAGE [9]</td>
<td>( 70.8^{+5.3}<em>{-5.2} ) ( (\text{stat})^{+3.7}</em>{-3.2} ) ( (\text{syst}) )</td>
</tr>
<tr>
<td>SSM prediction [7]</td>
<td>( 126 \pm 10 ) SNU</td>
</tr>
</tbody>
</table>
1.2.1.4 Water Cerenkov detectors

One drawback of the radiochemical approach is that the experiments only provide information on the integrated neutrino flux above the threshold for the production reaction, time information is very limited as the neutrino interaction can occur at any time between extractions. Water Cerenkov detectors, on the other hand, record the Cerenkov light produced by recoil electrons from neutrino-electron elastic scattering, 

\[ \nu + e^- \rightarrow \nu + e^- , \]  

in real-time. All three neutrino flavors can participate in this process although the cross section for \( \nu_\mu \) and \( \nu_\tau \) is about 6 times smaller than that of \( \nu_e \). This method has several advantages: the scattered electron energy and event timestamp can be recorded on an event-by-event basis; and the direction of the recoiling electron, which is strongly correlated with the direction of the incident neutrino, can be measured. Water Cerenkov detectors which operated at Kamioka Mine in Japan and at Sudbury Mine in Canada made important contributions and are described next.

1.2.1.5 Kamiokande and Super-Kamiokande

The Kamiokande experiment and its larger, more sophisticated successor, Super-Kamiokande (SK) are examples of water Cerenkov solar experiments. Due to intrinsic radioactive backgrounds the recoil-electron signal is only separable above energies of several MeV — ultimately SK achieved an analysis threshold of \( \sim 5 \) MeV — these relatively high thresholds limit water Cerenkov experiments to study high-energy \( ^8B \) solar neutrinos.

A major triumph of Kamiokande was the observation of an excess of events whose recoil direction pointed away from the direction of the Sun, indicating that the events were indeed due to solar neutrinos. The significance of this observation has increased with time; the top plot of Figure 1.4, from a recent publication of the SK collaboration [12], shows this directional correlation, the ratio of the observed to expected electron-recoil spectrum, also from [12], is shown in the lower panel of the figure.

The experiments measure the \( ^8B \nu-e \) elastic scattering rate and convert this to a \( ^8B \) neutrino flux assuming a purely electron-flavor beam. The final result from Kamiokande and the most recent result from SK are given in Table 1.3. Both experiments found evidence for a solar neutrino deficit, only \( \sim 40 - 50\% \) of the expected scattering rate was observed.

1.2.1.6 Sudbury Neutrino Observatory (SNO)

A tremendous advance was made with the Sudbury Neutrino Observatory (SNO), this was also a water Čerenkov detector, but in this case heavy water (D\(_2\)O) rather than light-water (H\(_2\)O) was used as the target. As well as neutrino-electron elastic
Figure 1.4: Distribution of $\cos \theta_{\text{Sun}}$ for recoil-electron candidates in Super-Kamiokande, where $\theta_{\text{Sun}}$ is the angle between the recoil-electron momentum and the vector pointing from the SK detector to the Sun at the time the electron was detected (top). Ratio of observed to expected recoil-electron spectrum (bottom). Both plots are reproduced from [12].
Table 1.3: The $^8$B solar neutrino flux inferred from measurements by Kamiokande and Super-Kamiokande together with the SSM prediction.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>$^8$B flux (cm$^{-2}$s$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kamiokande [13]</td>
<td>$2.80 \pm 0.19$ (stat) $\pm 0.33$ (syst)</td>
</tr>
<tr>
<td>Super-Kamiokande [12]</td>
<td>$2.32 \pm 0.04$ (stat) $\pm 0.05$ (syst)</td>
</tr>
<tr>
<td>SSM prediction [7]</td>
<td>$5.69(1.00 \pm 0.16)$</td>
</tr>
</tbody>
</table>

scattering, addition of the deuterium target made possible the following reactions:

$$\nu_e + d \rightarrow e^- + p + p,$$
$$\nu + d \rightarrow \nu + p + n.$$  \hspace{1cm} (1.39) \hspace{1cm} (1.40)

The first reaction is charged-current breakup of the deuteron, which is sensitive only to electron-type neutrinos. The second reaction, neutral-current breakup of the deuteron is equally sensitive to all active flavors of neutrino. The SNO collaboration was able to tag each event type in their analysis and simultaneously provide measurements of the electron-flavor flux ($\phi_{CC}$), the total active-flavor flux ($\phi_{NC}$) and the flux inferred from $\nu$-$e^-$ elastic scattering ($\phi_{ES}$).

Table 1.4: Results from the three phases of the SNO experiment, for comparison the SSM prediction is included.

<table>
<thead>
<tr>
<th>Phase</th>
<th>Reaction</th>
<th>Flux ($\times 10^6$ cm$^{-2}$s$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>D$_2$O [14]</td>
<td>$\phi_{CC}$</td>
<td>$1.76^{+0.06}<em>{-0.05}$ (stat)$^{+0.09}</em>{-0.09}$ (syst)</td>
</tr>
<tr>
<td></td>
<td>$\phi_{ES}$</td>
<td>$2.39^{+0.24}<em>{-0.23}$ (stat)$^{+0.12}</em>{-0.12}$ (syst)</td>
</tr>
<tr>
<td></td>
<td>$\phi_{NC}$</td>
<td>$5.09^{+0.44}<em>{-0.43}$ (stat)$^{+0.40}</em>{-0.43}$ (syst)</td>
</tr>
<tr>
<td>SALT [15]</td>
<td>$\phi_{CC}$</td>
<td>$1.68^{+0.06}<em>{-0.06}$ (stat)$^{+0.06}</em>{-0.06}$ (syst)</td>
</tr>
<tr>
<td></td>
<td>$\phi_{ES}$</td>
<td>$2.35^{+0.22}<em>{-0.22}$ (stat)$^{+0.15}</em>{-0.15}$ (syst)</td>
</tr>
<tr>
<td></td>
<td>$\phi_{NC}$</td>
<td>$4.94^{+0.21}<em>{-0.21}$ (stat)$^{+0.38}</em>{-0.38}$ (syst)</td>
</tr>
<tr>
<td>NDC [16]</td>
<td>$\phi_{CC}$</td>
<td>$1.67^{+0.05}<em>{-0.04}$ (stat)$^{+0.07}</em>{-0.08}$ (syst)</td>
</tr>
<tr>
<td></td>
<td>$\phi_{ES}$</td>
<td>$1.77^{+0.24}<em>{-0.21}$ (stat)$^{+0.09}</em>{-0.10}$ (syst)</td>
</tr>
<tr>
<td></td>
<td>$\phi_{NC}$</td>
<td>$5.54^{+0.33}<em>{-0.31}$ (stat)$^{+0.36}</em>{-0.34}$ (syst)</td>
</tr>
<tr>
<td>SSM ($\phi_{NC} = \phi_{ES} = \phi_{CC}$)</td>
<td>$5.69(1.00 \pm 0.16)$</td>
<td></td>
</tr>
</tbody>
</table>

The experiment was done in three phases, in each phase a different method to detect the neutron from the NC reaction was employed. In the first phase, called
the D$_2$O phase, the neutron was detected via the $\sim$6.25 MeV gamma ray released when a neutron captures on a deuteron. In the second phase, called the SALT phase, NaCl was added to the heavy water, neutrons preferentially capture on $^{35}$Cl and produce a cascade of gammas with total energy of $\sim$8.6 MeV. In the third and final phase, called the neutral current detector (NCD) phase, discrete neutron detectors — $^3$He-filled proportional tube counters — were distributed throughout the heavy water volume. The results of the three phases are summarized in Table 1.4.
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Figure 1.5: $^8$B solar neutrino fluxes deduced from the CC ($\phi_e$), $\nu$-$e^-$ elastic scattering ($\phi_{ES}$), and NC ($\phi_{\mu\tau}$) measurements from the SALT phase of SNO [15] and the elastic scattering flux from Super-K. The BS05(OP) standard solar model prediction [7] is also shown. The bands represent the 1σ error. The contours show the 68%, 95%, and 99% joint probability for $\phi_e$ and $\phi_{\mu\tau}$. This figure is reproduced from [1].

Remarkably SNO found that the NC-flux and CC-flux were significantly different. This was the first direct evidence for the presence of an active flavor other than electron-type in the solar neutrino flux. Moreover the NC-flux is consistent with the standard solar model prediction but the neutrino-electron elastic scattering flux $\phi_{ES}$ is consistent with the results of Kamiokande and Super-K. Since there is no known way to produce a large flux of $\nu_\mu$ and $\nu_\tau$ in the Sun it became clear that the flavor content of the solar neutrino flux changes during propagation and that this is responsible for the solar neutrino deficit in detectors expecting a pure-$\nu_e$ flux.

### 1.2.2 Atmospheric neutrinos

By the time SNO announced their first results in 2001 there was already evidence for disappearance of neutrinos from a completely different source — atmo-
spheric neutrinos. We outline here the now definitive results from Super-K, although Kamiokande [17], IMB [18] and others played important roles in the early stages of this discovery.

Decays of pions and kaons produced by interactions of high-energy cosmic-ray protons with atmospheric nuclei are a source of electron and muon neutrinos. For example, for pions we have

\[
\pi^\pm \rightarrow \mu^\pm + \nu_\mu^\pm \\
\mu^\pm \rightarrow e^\pm + \nu_\mu^\mp + \nu_e^\pm,
\]

where the ±l is used to distinguish antineutrinos from neutrinos by the sign of their lepton number. The experiments measured the tracks of charged leptons produced by these neutrinos in the detector, they had the ability to distinguish electron-tracks from muon-tracks but not the charge of the lepton. To first order based on Equation 1.41 one expects the ratio of electron-like tracks to muon-like tracks to be about ∼ 2.

The experiments studied the double ratio

\[
R \equiv \frac{(\mu/e)_{\text{Obs}}}{(\mu/e)_{\text{MC}}},
\]

where \((\mu/e)_{\text{Obs}}\) is the observed ratio of the number of muon-like and electron-like tracks and \((\mu/e)_{\text{MC}}\) is the ratio predicted from a Monte Carlo simulation. Surprisingly the double ratio was found to deviate significantly from unity. For example Super-K [?] found

\[
R = \begin{cases} 
0.638_{-0.016}^{+0.016} \pm 0.050 & \text{sub - GeV events} \\
0.658_{-0.028}^{+0.030} \pm 0.078 & \text{multi - GeV events}
\end{cases}
\]

Upon further investigation is was found that the double ratio had considerable zenith angle dependence. Figure 1.6 taken from [19] summarizes the findings found, in the figure cos θ = −1 signifies upward-going neutrinos, that is neutrinos produced in the atmosphere on the far side of the Earth which must travel through the Earth before interacting in the detector, cos θ = +1 signifies downward-going neutrinos, that is neutrinos produced in the atmosphere above the detector which propagate a short distance the detector. The muon-like flux was significantly suppressed for upward-going neutrinos which travel a large distance ∼ 13,000 km through the Earth, but agreed with predictions for downward-going neutrinos (top and middle right panels of the figure). On the other hand the electron-like flux agreed well with expectations in both directions. This finding became known as the atmospheric neutrino anomaly and provided evidence that the flavor content of the atmospheric muon-neutrino flux depends on the distance traveled by the beam.
Figure 1.6: Zenith-angle distributions of sub-GeV e-like events (upper left), sub-GeV $\mu$-like events (upper right), multi-GeV e-like events (middle left), multi-GeV $\mu$-like events (middle right) and the double ratio (R) (lower right). The lower left figure shows the R distribution obtained in Kamiokande. The solid histograms show the expected distributions from a Monte-Carlo simulation (without oscillation). The dashed histograms show the Monte-Carlo prediction for $\nu_\mu \leftrightarrow \nu_\tau$ oscillations. This figure is reproduced from [19].
1.2.3 Accelerator Experiments

Proton accelerators can produce beams of muon and electron neutrinos in much the same way atmospheric neutrinos are produced by cosmic-ray protons. However at accelerator facilities the energy and charge sign of the intermediate $\pi^\pm$ or $K^\pm$ beam can be selected magnetically and the beam can be focused before the particles decay to produce neutrinos. Accelerator neutrino beams have been used to search for muon-neutrino disappearance as was found by Super-K. The results for two such experiments, MINOS [20] and K2K [21] are summarized in Table 1.5; Both experiments found significant evidence for muon-neutrino disappearance.

Table 1.5: Summary of results from accelerator muon-neutrino experiments.

<table>
<thead>
<tr>
<th>Name</th>
<th>$E_\nu$</th>
<th>$L$(km)</th>
<th>$N_{exp}$</th>
<th>$N_{Obs}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>K2K [21]</td>
<td>$\langle E \rangle = 1.3$ GeV</td>
<td>250</td>
<td>158.1$^{+0.2}_{-0.6}$</td>
<td>112</td>
</tr>
<tr>
<td>MINOS [22]</td>
<td>$1 \sim 5$ GeV</td>
<td>735</td>
<td>1065 $\pm$ 60</td>
<td>848</td>
</tr>
</tbody>
</table>

1.2.4 Reactor neutrino experiments

Nuclear reactors are intense sources of electron antineutrinos with $\mathcal{O}(1$ MeV) energy, the associated fluxes and spectra can be well predicted. Details on how such predictions are made for KamLAND are expanded in Chapter 5. As the solar neutrino anomaly emerged physicists began to search for disappearance of neutrinos from reactors. Historically detectors were placed at relatively short baselines, between $\sim 10$ m and $\sim 1$ km from the reactors and no significant evidence for neutrino disappearance was found, see Table 1.6 and Figure 1.7. The KamLAND detector was built at an unprecedented baseline of $\sim 180$ km from its reactor sources and announced the first statistically significant observation of reactor neutrino disappearance in 2002 [23]. The KamLAND result confirmed neutrino disappearance with a man-made well-understood neutrino source.

1.3 Interpretation of neutrino disappearance data

The Super-K collaboration found that a two-flavor neutrino oscillation model (Equation 1.9) could explain the atmospheric neutrino anomaly if a mass-splitting $\Delta m^2 \simeq 2.5 \times 10^{-3}$ eV$^2$ and mixing angle $\theta \simeq 45^\circ$ were assumed. This oscillation model continues to describe the observations very well even as more data are accumulated. A particularly telling test, published in [32], is to examine the dependence of the observed survival probability on $L/E$; the oscillation model and competing models such as neutrino decay [33] and neutrino decoherence [34], exhibit different
Table 1.6: Baseline and ratio of the number of observed candidates to expected for different reactor neutrino experiments.

<table>
<thead>
<tr>
<th>Name</th>
<th>Baseline (m)</th>
<th>Result ((N_{obs}/N_{exp}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>ILL [24]</td>
<td>8.76</td>
<td>0.955 ± 0.035 ± 0.110</td>
</tr>
<tr>
<td>Grosgen [25]</td>
<td>37.9</td>
<td>1.018 ± 0.019 (stat) ±0.015 (uncorr syst) ±0.06 (corr syst)</td>
</tr>
<tr>
<td></td>
<td>45.9</td>
<td>1.045 ± 0.019 (stat) ±0.015 (uncorr syst) ±0.06 (corr syst)</td>
</tr>
<tr>
<td></td>
<td>64.7</td>
<td>1.018 ± 0.019 (stat) ±0.015 (uncorr syst) ±0.06 (corr syst)</td>
</tr>
<tr>
<td>Savannah river [26]</td>
<td>18.2</td>
<td>0.987 ± 0.006 ± 0.037</td>
</tr>
<tr>
<td>Bugey [27]</td>
<td>15</td>
<td>0.988 ± 0.004 ± 0.05</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>0.994 ± 0.010 ± 0.05</td>
</tr>
<tr>
<td></td>
<td>95</td>
<td>0.915 ± 0.132 ± 0.05</td>
</tr>
<tr>
<td>Rovno [28]</td>
<td>12 ~ 18</td>
<td>0.976 ± 0.020 ± 0.015</td>
</tr>
<tr>
<td>Krasnoyarsk [29]</td>
<td>34</td>
<td>1.00 ± 0.04</td>
</tr>
<tr>
<td>CHOOZ [30]</td>
<td>1000</td>
<td>1.00 ± 0.028 ± 0.027</td>
</tr>
<tr>
<td>Palo Verde [31]</td>
<td>750 ~ 890</td>
<td>1.01 ± 0.024 ± 0.053</td>
</tr>
<tr>
<td>KamLAND [23]</td>
<td>(\sim 1.8 \times 10^5)</td>
<td>0.611 ± 0.085 ± 0.041</td>
</tr>
</tbody>
</table>
dependence on $L/E$. The oscillation model is found to best describe the observed distribution (Figure 1.8). Further corroboration of this interpretation was achieved independently in the accelerator neutrino experiments at K2K and MINOS; The same oscillation model with statistically identical values of the oscillation parameters was found to describe all three independent experiments (Figure 1.10).

Since they emerged in atmospheric neutrino experiments the associated mass-splitting and mixing angle have come to be known as $\Delta m^2_{\text{atm}}$ and $\theta_{\text{atm}}$. The available data are not sensitive to the sign of $\Delta m^2_{\text{atm}}$. The current best-fit values for these parameters are $|\Delta m^2_{\text{atm}}| = 2.32^{+0.12}_{-0.08} \times 10^{-3}$ eV$^2$ and $\sin^2 2\theta_{\text{atm}} > 0.90$ at the 90% confidence level [20].

If a significant number of $\nu_\mu$ oscillate into $\nu_e$, $P(\nu_\mu \rightarrow \nu_e) \gg 0$, then by CPT invariance $P(\bar{\nu}_e \rightarrow \bar{\nu}_\mu) \gg 0$ and significant $\nu_e$ disappearance should occur for $\mathcal{O}1$ MeV reactor antineutrinos at short-baselines ($L \sim E/\Delta m^2 \sim 1000 \text{ m}$). The null results from short-baseline reactor experiments, Chooz and Palo Verde, largely exclude this possibility. Thus we conclude that $\nu_\mu$ oscillate almost exclusively into $\nu_\tau$.

The solar neutrino data can also be explained by a neutrino oscillation model. Experiments that study high-energy $^8\text{B}$ solar neutrinos find $P(\nu_e \rightarrow \nu_e) \simeq 0.30$ and the disappearance is independent of neutrino energy; The Ga experiments where the rate is dominated by lower energy $pp$ and $^7\text{Be}$ solar neutrinos find $P(\nu_e \rightarrow \nu_e) \simeq 0.60$. These can be explained with a vacuum mixing angle $\theta_v \simeq 33^\circ$ if the higher energy neutrinos experience matter-dominated oscillation but the lower energy neutrinos

Figure 1.7: The ratio of measured to expected $\bar{\nu}_e$ flux found by a selection of reactor experiments. This figure is reproduced from [23].
Figure 1.8: The points are the survival probability deduced from the SK data, the black line is the best-fit expectation for two-flavor $\nu_\mu \leftrightarrow \nu_\tau$ neutrino oscillation. The (red) dotted line and (blue) dashed line are the best-fit expectation for neutrino decoherence and neutrino decay. This figure is reproduced from [32].
Figure 1.9: The points are the survival probability deduced from the MINOS data, the blue line is the best-fit expectation for two-flavor $\nu_{\mu} \leftrightarrow \nu_{\tau}$ neutrino oscillation. The red line and green line are the best-fit expectation for neutrino decay and neutrino decoherence respectively. This figure is reproduced from [20].
Figure 1.10: Allowed regions of oscillation parameter space for two-flavor analyses of each of atmospheric (SK), and accelerator (MINOS and K2K) neutrino experiments. [20].
experience vacuum-dominated oscillation:

\[ P(\nu_e \rightarrow \nu_e) |_{\theta_v = 33^\circ} = \begin{cases} 
1 - 0.5 \sin^2 2\theta_v = 0.58 & \text{vacuum dominated} \\
\sin^2 \theta_v = 0.30 & \text{matter dominated} 
\end{cases} \] (1.43)

This of course requires that the mass-splitting \( \Delta m^2 \) be such that the matter-to-vacuum dominated transition actually takes place as the neutrino energy dials down. One region of the parameter space satisfying this constraint, with \( \theta_v \sim 33^\circ \) and \( 10^{-5} \lesssim \Delta m^2 [\text{eV}^2] \lesssim 10^{-4} \), became known as the LMA-MSW solution to the solar neutrino problem. KamLAND, with an average baseline of \( \sim 180 \text{km} \) exposed to antineutrino sources with energies in the \( 1 \sim 8 \text{MeV} \) range was proposed to test this solution.

KamLAND indeed found evidence for reactor antineutrino disappearance [23] and subsequently, as more data were collected, found distortion of the measured antineutrino spectrum [35, 36]. The data is well described by a two-flavor oscillation model with \( \Delta m^2 \simeq 7.5 \times 10^{-5} \text{eV}^2 \) and \( \theta \simeq 33^\circ \). Figure 1.11 shows the regions in the \( \Delta m^2 \text{-tan}^2 \theta \) parameter space favored by the KamLAND data, and by the solar data. The same neutrino oscillation model with statistically compatible values of the oscillation parameters describes both sets of data. The mass-splitting and mixing angle are referred to as the solar mass-splitting \( \Delta m^2_{\odot} \) and the solar mixing-angle \( \theta_{\odot} \). As shown in Chapter 7 the best-fit values for the solar mixing parameters are \( |\Delta m^2_{\odot}| = 7.6^{+0.2}_{-0.2} \times 10^{-5} \text{eV}^2 \) and \( \theta = 33.5^{+1.0}_{-1.1} \) degrees.

Matter effects in the Sun reveal that \( \Delta m^2_{\odot} = m^2_2 - m^2_1 > 0 \). The standard solar model and solar neutrino data support the conclusion that oscillation of high-energy solar neutrinos is matter-dominated and that their propagation is adiabatic. In the matter-dominated regime the effective mass \( \tilde{m}_2 \) is larger than \( \tilde{m}_1 \), and so \( |\tilde{\nu}_2\rangle \) is the heavier mass state. Since propagation is adiabatic the electron-neutrino which begins as \( |\tilde{\nu}_2\rangle \) remains the heavier mass state as it propagates to vacuum. Thus \( |\nu_2\rangle \) in vacuum is heavier than \( |\nu_1\rangle \).

### 1.4 Summary

The experimental results outlined above can be explained in a consistent way by assuming mixing between neutrino flavor-states and mass-states. The mixing parameters \( \theta_{12}, \Delta m^2_{21}, \) and \( \theta_{23}, \Delta m^2_{23} \) have been well measured in solar+reactor experiments and atmospheric+accelerator experiments respectively. The details of the KamLAND measurement and data analysis are the subject of the subsequent chapters. Our knowledge of the neutrino mass spectrum is summarized pictorially in Figure 1.12. Although the offset from zero is not known, we know that one mass-state must have a mass of at least \( \sim 40 \text{meV} \).

The absence of neutrino disappearance at short-baseline (\( \sim 1 \text{km} \)) reactor experiments indicates \( \theta_{13} \) is small, \( \sin^2 2\theta_{13} < 0.15 \) at the 90% confidence level [1]. A
Figure 1.11: Allowed regions of oscillation parameter space for two-flavor analyses of solar and KamLAND data [36].
three-flavor analysis of the KamLAND and solar data described in Chapter 7 provides an upper bound on $\sin^2 \theta_{13}$ which is consistent with existing limits. This unknown parameter is currently under investigation at next generation short-baseline reactor experiments and at accelerator neutrino experiments searching for electron-neutrino appearance in $\nu_\mu$-beams [37, 38].

![Neutrino mass spectra](image-url)

**Figure 1.12:** Neutrino mass spectra allowed by neutrino oscillation data, the left spectrum is called normal hierarchy, the right is called inverted hierarchy. This figure reproduced from at www.hitoshi.berkeley.edu/neutrino.
Chapter 2

KamLAND Detector

This chapter introduces the main KamLAND detector, the data acquisition system, and some terminology which will be useful for the subsequent chapters. Much more detailed descriptions of the detector can be found in several earlier works, for example [39–42].

2.1 Detector description

The KamLAND detector is located in the Kamioka Mine, Gifu, Japan. The site benefits from a vertical rock overburden of approximately 2700 m.w.e\(^1\) which reduces the cosmic-ray muon flux in the detector by a factor of \(\sim 10^6\) relative to sea level. The experiment hall, which is a cylindrical rock cavity about 20 m in diameter and 30 m high, can be accessed via a \(~2.5\)-km-long horizontal tunnel. Figure 2.1 shows a simplified schematic of the detector, it can be broadly divided into two sub-regions which we call the inner detector (ID) and outer detector (OD).

The ID is housed inside an 18-m-diameter spherical stainless-steel tank (SST). It contains 1171 ± 25 m\(^3\) (\(~1\)kton) of liquid scintillator (LS) which is constrained by a thin, transparent balloon to an approximately spherical volume of radius 6.5 m, the center of this volume coincides with the center of the SST. The liquid scintillator was developed at Tohoku University [39, 40, 43], the composition and some key properties are listed in Tables 2.1 and 2.2. The LS-filled balloon is surrounded by a layer of transparent, non-scintillating mineral oil which fills the volume between the outer surface of the balloon and the inner surface of the SST (1800 m\(^3\)). This buffer oil (BO) volume both supports the LS and provides shielding from external gamma rays and neutrons. The LS composition was tuned so that its density exceeds that of the BO by 0.04%; the excess weight is supported by the balloon which is itself supported by a net of 44 lateral and 22 longitudinal ropes.

\(^1\)meters water equivalent
1. Liquid scintillator volume $\varnothing = 13$ m
2. LS support balloon and ropes
3. Mineral oil buffer
4. Spherical acrylic shell, $\varnothing = 16.7$ m, 3 mm thick
5. ID PMT array
6. Stainless-steel tank $\varnothing = 18$ m
7. Water Cerenkov muon veto
8. OD PMT array
9. Chimney area, calibration port, glove-box
10. Dome area

Figure 2.1: Simplified schematic of the KamLAND detector.

<table>
<thead>
<tr>
<th>Component</th>
<th>Chemical formula</th>
<th>Fraction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dodecane</td>
<td>$C_{12}H_{26}$</td>
<td>80.2% (by volume)</td>
</tr>
<tr>
<td>Pseudocumene</td>
<td>$C_{9}H_{12}$</td>
<td>19.8% (by volume)</td>
</tr>
<tr>
<td>PPO</td>
<td>$C_{15}H_{11}NO$</td>
<td>1.35 g/l</td>
</tr>
</tbody>
</table>
Table 2.2: Some properties of the liquid scintillator from test-bench measurements taken during LS development [39].

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density</td>
<td>0.778 g/cm$^3$ @ 15°C</td>
</tr>
<tr>
<td>Light output</td>
<td>57% anthracene</td>
</tr>
<tr>
<td>Attenuation length</td>
<td>10 m @ 400 nm</td>
</tr>
<tr>
<td>Refractive index</td>
<td>1.44 @ 400 nm</td>
</tr>
<tr>
<td>Fast response time constant</td>
<td>6.9 ns [44]</td>
</tr>
<tr>
<td>Slow response time constant</td>
<td>12.8 ns [44]</td>
</tr>
</tbody>
</table>

An array of 1879 PMTs mounted on the inside of the SST measures the light output of the LS. A subset (554) of these, known as the 20-inch tubes, are Hamamatsu model R3600-02; they have a 20-inch diameter photocathode surface and were reused from the Kamiokande experiment [45]. The remaining 1325 PMTs, known as the 17-inch tubes, are Hamamatsu model R7250. These are identical to the 20-inch tubes in geometry but their photocathode area is masked down to a 17-inch diameter active surface. Furthermore they have a different dynode$^2$ structure which results in improved timing and single photo-electron resolution relative to the 20-inch tubes [40, 46]. The spectral response of both types of PMT peaks at $\sim$400 nm which is well matched to the emission spectrum of the LS. The total photocathode coverage is 34%, with 22% and 12% coming from the 17- and 20-inch tubes respectively.

A 3-mm-thick, 8.35-m-radius, transparent acrylic sphere divides the BO volume, separating the inner BO region and the LS from the PMTs. This was included to limit diffusion of $^{222}$Rn into the active LS volume; $^{222}$Rn is a daughter of $^{238}$U which is present in trace amounts in the PMT glass.

The OD consists of the volume bounded by the outer surface of the SST, the rock cavity and the steel plate which caps the cavity and forms the dome area floor. This volume is filled with 3.2 ktons of high-purity water and instrumented with 225 20-inch PMTs. The OD is divided into four optically isolated sub-volumes referred to as: OD-top, OD-upper, OD-lower and OD-bottom. The OD serves as a water Cerenkov muon-veto and further shields the ID from external gamma rays and fast neutrons.

Near the top of the detector the LS and BO volumes taper to concentric cylindrical shapes. This neck- or chimney-area is instrumented with 6 downward looking 5-inch PMTs which are attached to the plate that caps the neck of the detector. A long, 16-inch-diameter stainless-steel tube with a gate valve which can be remotely operated connects the LS volume to the outside of the detector and forms the sole conduit.

$^2$The dynode structure of the R7250 is the ‘box-and-line’ design whereas the R3600-02 has a ‘venetian-blind’ dynode structure [46].
for lowering calibration sources into the LS. This tube terminates in a glove-box on top of the detector which functions as a clean-space to manipulate and prepare calibration hardware. The calibration systems and procedures will be described more in Chapter 4. The environment and materials transferred into the glove-box are strictly controlled to safeguard the radio-purity of the LS.

The space above and outside the detector is called the dome area, this area contains a humidity controlled cabin or E-Hut which houses the data acquisition electronics and a clean-room for storing and preparing calibration sources prior to deployment.

### 2.2 Data Acquisition

The data acquisition system (DAQ) records the output of the PMTs. Data taking periods, during which all the detector and DAQ parameters are fixed, are called runs and are typically one day long. We use a software package called KiNOKO to control and manage the DAQ. KiNOKO was first developed for KamLAND, although the design is flexible enough that it can be easily adapted for use in other applications. The DAQ has two main hardware components which are housed in the E-Hut in the dome area: (i) the KamLAND FrontEnd Electronics (KamFEE), a set of 200, 12-channel-boards which were custom designed at LBNL [48] and (ii) the trigger system which was designed at Stanford University [41].

#### 2.2.1 Trigger system

The trigger system manages timing, monitors the number of PMTs that have been hit and controls whether or not to readout the PMTs. To keep time it has a $\sim 40$ MHz oscillator which it distributes to each KamFEE board. A single oscillator cycle is called a clocktick and is $\sim 25$ ns long. The trigger continuously records the number of clockticks that elapse relative to the start of a run. This is called the timestamp and is used to keep KamLAND data records time-ordered and to study temporal correlations between events recorded in the same run. To have the possibility of relating data recorded in KamLAND to observations recorded in other experiments a GPS$^4$ timing system is integrated into the DAQ. The GPS receiver, which is located outside the mine, outputs an IRIG-B time-code and a one-pulse-per-second or 1PPS pulse which are transferred via an optical fibre to the trigger unit in the E-Hut. The trigger is configured to record both the GPS time-code and the oscillator-based timestamp in the data stream once every 32 s. Using this information the GPS time

---

$^3$KiNOKO and KiNOKO-compatible drivers for a wide variety of commonly used hardware are freely available [42, 47].

$^4$Global positioning system: a satellite-based global navigation system that provides time and position information when four or more satellites can communicate with the receiver. GPS time is a widely adopted time reference.
of any event in KamLAND can be determined and compared to other observations for which a valid GPS time is available.

2.2.2 KamFEE

The KamFEE electronics record the pulses output by the PMTs, each PMT is connected by a 40-m-long cable to a dedicated channel. Each board has 12 channels and an FPGA\(^5\) (board FPGA) which handles communication between the board and the trigger system. Each channel has a discriminator, two Analog Transient Waveform Digitizers (ATWD) [49], and a channel FPGA which controls the digitizers and communicates with the board FPGA.

The high speed (GHz) ATWDs are a crucial component of the frontend electronics and make it possible to make high-fidelity digital copies of the \(\sim\) 20-ns-long, milli-volt scale photo-electron pulses from the PMTs. Each ATWD has four inputs which we denote: H, M, L and C. Input C is reserved for clock pulses from the DAQ oscillator. Three different copies of the PMT output are sent to inputs H, M and L; each copy corresponds to the original pulse amplified by an associated factor — \(20\times\) on H (High gain), \(4\times\) on M (Medium gain), and \(0.5\times\) on L (Low gain). Each input has a dedicated 128-element switched capacitor array (SCA) which allows all four inputs to be recorded simultaneously. The switching time or sample width is programmable, we choose approximately \(\sim\) 1.5 ns but ultimately this is precisely calibrated using the clock pulses recorded on input C. If a launch command is received the ATWD switching cycle is initiated and each input cycles through its train of 128 capacitors, capturing and holding a \(\sim\) 200-ns-long record of the input. The holding time, which we call the acquisition hold time, is programmed to be 7 clockticks (175 ns) which is approximately twice the time it takes a photon to cross the diameter of the detector. If the ATWD receives a digitize command from the trigger within the hold time the waveforms are digitized. Each ATWD has a single bank of 128 10-bit ADCs which simultaneously digitizes the 128-samples on one SCA, each input-SCA (H, M or L) is digitized successively in order of decreasing amplification factor. The lower-amplification input-SCA is only digitized if the preceding, higher gain SCA saturates. The use of three amplifications allows a wide range of pulse charges, ranging from single to hundreds of photoelectrons, to be faithfully captured. Each 128\(\times\)10-bit-word waveform is written to an on-board memory buffer, it takes about 25 \(\mu s\) to digitize and write one SCA. If no digitize signal is received the SCAs are reset, it takes about 1 \(\mu s\) to reset the ATWD. To reduce dead-time associated with digitization and writeout, each channel has two ATWDs which we denote ATWD-A and -B. If ATWD-A is busy the launch command is routed to the backup digitizer. The channel FPGA records the number of clockticks elapsed between the ATWD launch command and

\[^{5}\text{A field programmable gate array (FPGA) is an integrated circuit whose logic functions may be reprogrammed after manufacture by the end-user.}\]
the digitize command. This quantity is called the \textit{launch offset} and is important for time ordering the pulses relative to the trigger timestamp.

### 2.2.3 Triggering

The command to digitize and write out the ATWD inputs is called a \textit{trigger}. There are two basic types of triggers which we call (i) \textit{forced-acquisition} and (ii) \textit{global-acquisition}. A forced-acquisition trigger causes all ATWDs to acquire and digitize regardless of any input to the channel or the status of other channels. On the other hand a global-acquisition trigger is based on coincidence between input pulses on several channels. The sequence of steps leading to a global-acquisition trigger is outlined below.

1. The input of the KamFEE channel is split into two copies.

2. One copy is sent to the channel discriminator, the second proceeds via a delay line after which it is multiplexed to the three amplifier lines ($20 \times, 4 \times, 0.5 \times$) whose outputs respectively go to the ATWD inputs H, M and L. The delay line is long enough to ensure an available ATWD will be launched before pulses arrive at its inputs.

3. If the signal is above the discriminator threshold the FPGA sends a launch command to the ATWDs. The channel FPGA also starts a 5-clocktick-long (125 ns) logic pulse, called the \textit{hit-channel pulse}, which indicates the incoming PMT signal was above the discriminator threshold.

4. On each clocktick (every 25 ns) the board FPGA sums the number of hit-channel pulses from the channels above threshold. This is called \textit{board-NSum} and is communicated to the trigger unit.

5. From the board-NSum data the trigger unit determines the total number of channels above threshold, called the \textit{trigger-NSum}. There are several different trigger-NSums based on the type or location of the PMTs connected to the board inputs, for example $\text{NSum}_{\text{OD-Top}}$ or $\text{NSum}_{\text{ID}_{17}}$ refers to the number of OD-Top or 17-inch ID PMTs above threshold.

6. If a trigger-NSum is above a certain predefined programmable threshold then the trigger signals ATWDs that acquired or are acquiring waveforms to digitize.

We next describe a few important named-triggers of each type which were programmed to capture certain types of physics signals or to monitor the status of the hardware.
2.2.3.1 Some important global acquisition triggers

**ID-prompt trigger**
This trigger is based on the value of \( \text{NSum}_{\text{ID}_{17}} \) which is used as a proxy for the amount of energy deposited in the detector. The NSum threshold for this trigger was typically set at \( \text{NSum}_{\text{ID}_{17}} \geq 200 \) which corresponds to an electron depositing \( \sim 1 \text{ MeV} \) of energy near the center of the detector.

**ID-delayed trigger**
This trigger is also based on the value of \( \text{NSum}_{\text{ID}_{17}} \). It is designed to capture lower energy events correlated with an ID-prompt trigger. For \( 1000 \mu s \) following a prompt trigger the NSum threshold is reduced to a lower value, typically \( \text{NSum}_{\text{ID}_{17}} \geq 120 \), which corresponds to an electron depositing approximately 0.5 MeV of energy near the center of the detector. This trigger was introduced to record the quenched energy of delayed alphas from \(^{214}\text{Bi} - ^{214}\text{Po}\) and \(^{212}\text{Bi} - ^{212}\text{Po}\) coincidences in the decay chains of \(^{238}\text{U}\) and \(^{232}\text{Th}\).

**OD NSum triggers**
These are triggers based on the values of \( \text{NSum}_{\text{OD}_{-\text{Top}}}, \text{NSum}_{\text{OD}_{-\text{Upper}}}, \text{NSum}_{\text{OD}_{-\text{Lower}}}, \text{NSum}_{\text{OD}_{-\text{Bottom}}}, \) and \( \text{NSum}_{\text{Chimney}} \) — the number of PMTs that fired in each of the optically isolated OD regions and the chimney area.

**ID-OD trigger**
This is a digitization command sent to OD and chimney PMTs if an ID trigger is issued. This is used to study possible sub-threshold activity in the OD correlated with ID events.

**OD-ID trigger**
This is a digitization command sent to the ID PMTs if one of the OD triggers is issued. This is to monitor and characterize possible ID activity associated with OD events, for example muons crossing the OD are expected to produce fast neutrons which may scatter into the LS.

**Prescale trigger**
The prescale trigger is also based on \( \text{NSum}_{\text{ID}_{17}} \). In prescale mode, a non-trivial DAQ duty cycle is introduced to control the data rate. The fraction of time the DAQ is active is called the prescale fraction. The purpose of this trigger is to study low-energy (\( < 1 \text{MeV} \)) background levels which for the first several years of data taking were high enough to generate very high data rates when the trigger threshold was lowered. Typical settings were \( \text{NSum}_{\text{ID}_{17}} \geq 35 \), corresponding to an electron energy deposit of \( \sim 0.15 \text{MeV} \) at the detector center, and a prescale fraction of 10%. Prescale triggers are also used when very active calibration sources are deployed in the LS.
Snapshot or 1PPS trigger
This is a global acquisition trigger issued when the trigger unit receives a 1PPS pulse from the GPS unit outside the mine. Since this trigger is not correlated any event in KamLAND this allows the dark rate of the PMTs to be monitored. Also since the frequency of 1PPS triggers is known very precisely, it can be used to monitor drifts in the DAQ oscillator frequency.

2.2.3.2 Some important forced acquisition triggers

GPS trigger
This is a forced acquisition trigger issued every 32 s, the GPS time-code is saved in the data record. By combining the GPS time-code, the oscillator timestamp, and the oscillator frequency we can determine the GPS time of events in KamLAND to better than 1 µs. The uncertainty is dominated by the uncertainty on the signal propagation time from the receiver outside the mine into the E-Hut.

Clock and pedestal triggers
These are 50 forced acquisition triggers issued at the start of every run. The purpose is to record clock waveforms to calibrate the ATWD sampling interval. The waveforms recorded on the other three ATWD inputs are called pedestals. These are taken to measure average ADC offsets of the ATWDs. The role of pedestal and clock waveforms in event reconstruction will be described in Chapter 3.

2.2.4 Event building
When a trigger is issued, a trigger record, which includes the timestamp, the type of trigger and the trigger-NSums, is generated and written to a data file. The digitized waveforms are recorded separately. Each waveform record includes: the timestamp of the trigger digitize command, the ATWD launch offset, the PMT channel connected to the ATWD, the ATWD ID (A or B), the ATWD input that was digitized (H, M, L or C), and the 128 pulse-height samples. To optimize data readout, the waveform records are stored in an on-board memory buffer and later written to data files as the buffer fills. The event builder process sorts through trigger and waveform records and assembles them into events according to the trigger-command timestamp. The logic of the decision to issue a global-acquisition trigger means that photons arriving within a ∼350 ns window will be recorded with the same timestamp and thus grouped into a single KamLAND-event. If multiple physical events occur within this time window these will pile up and be recorded as one event. Thus in the subsequent analysis we impose a minimum difference between KamLAND-event timestamps of 500 ns.

The event-built data is compressed [50] and transferred to mass storage facilities at Tohoku University in Japan and the HPSS facility at NERSC in Oakland CA,
USA. The Japanese and US groups then proceed with independent analyses. The analysis presented in the remainder of this thesis describes work carried out by the author with the US analysis group.

2.3 Detector operations and radio-purity upgrades

The data analyzed in this thesis was collected between April 3rd 2002 and November 2009. The detector operated stably between April 2002 and May 2007, this period is referred to as T-I in subsequent chapters. In May 2007 the KamLAND collaboration began purifying the LS in order to remove long-lived sources of low-energy backgrounds such as $^{85}$Kr and $^{210}$Pb which were introduced during construction. This first purification campaign ended in September 2007 and normal data taking resumed. A second purification campaign began in July 2008. The period between September 2007 and July 2008 is referred to as T-II. The second purification campaign ended in February 2009 and normal data taking continued. The period between February 2009 and November 2009 is referred to as T-III.

Summary

In this chapter the main features of the detector and data acquisition were described. A glossary of important terms associated with the DAQ can be found in Table 2.3.
Table 2.3: Glossary of terms associated with the DAQ.

<table>
<thead>
<tr>
<th>Term</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>run</td>
<td>a data taking period, normally 24 hours long</td>
</tr>
<tr>
<td>clocktick</td>
<td>one cycle of the DAQ 40MHz oscillator (25 ns)</td>
</tr>
<tr>
<td>timestamp</td>
<td>the number of oscillator cycles elapsed since the start of a run</td>
</tr>
<tr>
<td>SCA</td>
<td>128-element switched capacitor array</td>
</tr>
<tr>
<td>ATWD</td>
<td>Analog Transient Waveform Digitizer, there are 2 per channel designated ATWD-A and -B</td>
</tr>
<tr>
<td>waveform sample</td>
<td>a single voltage level captured by an element of the SCA connected to the ATWD input</td>
</tr>
<tr>
<td>sample interval</td>
<td>the switching time of the SCA, typically 1.5 ns</td>
</tr>
<tr>
<td>waveform (WF)</td>
<td>set of 128 waveform samples taken at the sample interval</td>
</tr>
<tr>
<td>launch command</td>
<td>signal to ATWD from the channel FPGA to acquire waveforms on its inputs</td>
</tr>
<tr>
<td>acquisition-hold time</td>
<td>time for which ATWD holds acquired waveforms before discarding them (175 ns)</td>
</tr>
<tr>
<td>trigger command</td>
<td>signal to ATWD to digitize and write out acquired waveforms</td>
</tr>
<tr>
<td>launch-offset</td>
<td>number of clockticks between receipt of the launch command and the digitize command</td>
</tr>
<tr>
<td>clock input</td>
<td>one ATWD input dedicated to capturing pulses from the DAQ oscillator</td>
</tr>
<tr>
<td>gain</td>
<td>a term for one of the other 3 non-clock inputs of an ATWD; it may be qualified by high (H), medium (M) or low (L) to indicate which of the amplification or gain factors: 20×, 4× or 0.5×, is captured by that input</td>
</tr>
</tbody>
</table>
Chapter 3

Waveform analysis and event reconstruction

This chapter describes how PMT hit-times and charges are extracted from the waveform data and how event properties such as energy and position are reconstructed.

3.1 Waveform analysis

Waveform analysis (WA) is the process of extracting PMT hit-time (T) and number of photoelectrons or hit-charge (Q) from the waveforms in the event. Two waveform analyses are used by the US group, they are called primary-WA and threshold-WA. As the name suggests primary-WA is used for almost all the energy and position reconstruction; threshold-WA is only used for reconstruction of tracks associated with cosmic-ray muons.

3.1.1 Raw waveform to underlying waveform

As described in Chapter 2, a raw waveform ($\vec{W}$) is a ~200-ns-long record of the PMT output digitized as a sequence of 128, ten-bit samples,

$$\vec{W} = \{w_1, w_2, \cdots, w_{128}\}.$$  \hspace{1cm} (3.1)

Each waveform is assumed to have three contributions: (i) small sample-index-dependent fluctuations called the pedestal, (ii) a common sample-index-independent offset called the baseline, and (iii) the contribution from the PMT pulse in question which is called the underlying waveform. To extract the underlying waveform the pedestal and baseline must be determined and subtracted. Moreover, to convert sample-index to time elapsed since the ATWD launch the sampling time must be calibrated. We note that in this chapter the term channel is used to refer to a PMT-ATWD combination, thus a PMT corresponds to two channels.
3.1.1.1 Pedestal subtraction

The pedestal waveform ($\vec{W}_{\text{ped}}$) for each input H, M, L of each channel is determined following the procedure below.

1. On each input of each channel a set of 50 forced-acquisition waveforms is collected at the start of the run. Let $\mathcal{W}_{FA}$ denote one such set,

$$\mathcal{W}_{FA} = \{\vec{W}_1, \vec{W}_2, \cdots, \vec{W}_{50}\}. \quad (3.2)$$

Ideally these are all empty waveforms so that the measured pulse-height is due to residual charge on the ADCs or SCAs rather than any output of the PMT.

2. For each waveform, $\vec{W}_j$, the mean of the waveform-samples,

$$\mu_j = \frac{1}{128} \sum_{i=1}^{128} w_{j,i}, \quad (3.3)$$

is calculated. The quantity $w_{j,i}$ is the $i^{th}$ waveform-sample of the $j^{th}$ waveform in $\mathcal{W}_{FA}$.

3. An average waveform,

$$\vec{W}_{\text{avg}} = \{a_1, \cdots, a_i, \cdots, a_{128}\}, \quad (3.4)$$

is constructed. The $a_i$ are defined as

$$a_i = \frac{1}{N_{FA}} \sum_{j=1}^{N_{FA}} w_{j,i}, \quad (3.5)$$

where $N_{FA}$ is the number of waveforms being considered — initially $N_{FA} = 50$.

4. Next, an r.m.s waveform,

$$\vec{W}_{\text{rms}} = \{\delta_1, \cdots, \delta_i, \cdots, \delta_{128}\}, \quad (3.6)$$

with

$$\delta_i = \sqrt{\frac{1}{N_{FA} - 1} (w_{j,i} - \mu_j)^2 - a_i^2},$$

is formed.

5. To exclude forced-acquisition waveforms that might coincide with physical pulses, we remove waveforms $\vec{W}_j$ for which any sample satisfies $|w_{j,i} - \mu_j - a_i| > 4 \cdot \delta_i$.

6. $\vec{W}_{\text{avg}}$ is recalculated from the remaining waveforms in $\mathcal{W}_{FA}$.

This final average waveform is used as the pedestal for the associated channel-input and is subtracted from all waveforms collected on this input during the run. The pedestal is determined in the same way for both the primary and threshold waveform analysis.
3.1.1.2 Baseline subtraction

Once the pedestal waveform is subtracted from the raw waveform the baseline and underlying waveform remain. For the threshold waveform analysis the baseline is taken as the average of the first 10 waveform-samples and this value is subtracted from each sample. For the primary waveform analysis, the baseline is calculated from segments of the waveform that do not have peaks consistent with an underlying pulse. It is calculated iteratively following the steps below.

1. For the first iteration the baseline \( b_0 \) is simply the average of the waveform samples,

\[
b_0 = \frac{1}{128} \sum_{i=1}^{128} w_i. \tag{3.7}
\]

2. For the \( n^{th} \) iteration, with \( n > 0 \), the baseline \( b_n \) is defined as

\[
b_n = \frac{1}{N_n} \sum_{i=1}^{128} w_i; \tag{3.8}
\]

the sum is restricted to samples that satisfy

\[|w_i - b_{n-1}| < \delta,\tag{3.9}\]

with \( \delta \) fixed at the average pulse-height of a pedestal waveform, \( \delta = 0.025 \). The normalization \( N_n \) is the number of entries that are included in the sum.

The iteration stops if \( b_{n+1} = b_n \). This happens when all remaining waveform-samples are close, in the sense of Equation 3.9, to the previous value of the baseline. Once the baseline is found it is subtracted from each waveform sample.

3.1.2 Sample-index to time conversion

As mentioned in Chapter 2 waveforms from the DAQ 40 MHz oscillator are captured on the C input of each ATWD. The forced-acquisition waveforms taken on this input are used to calibrate the SCA switching time. Empty waveforms for pedestal estimation cannot be acquired on this channel because of the continuous clock input, instead the average of the M and L channel pedestals is subtracted from the clock waveforms. A fourier-analysis is carried out on the resulting clock waveforms to determine the clock frequency in units of sample-index. Knowing the true oscillator frequency the duration of the sample interval can be determined. The sample interval is found to be \( \sim 1.5 \text{ ns} \) for all ATWDs.
3.1.3 Waveform smoothing

Once the pedestal waveform and baseline have been subtracted from the raw waveform the result is smoothed using a Savitzky-Golay filter [51]. This final waveform is assumed to be due to a physical PMT hit and is processed for hit-time and charge extraction.

An example of a raw waveform and the smoothed, underlying waveform is shown in Figure 3.1. In the sequel, the term waveform — used without qualification — will mean the smoothed, baseline-and-pedestal subtracted waveform.

![Figure 3.1: Steps in the waveform analysis. The curve labeled (a) is a raw waveform, curve (b) is the pedestal of the associated channel, curve (c) is the raw waveform after pedestal subtraction, curve (d) is the smoothed waveform with the baseline subtracted. On the horizontal axis sample-index has been converted to nanoseconds since ATWD launch using the clock waveforms.](image)

3.1.4 Primary pulse extraction

Once the underlying waveform is found it is scanned for pulses. The primary-WA pulse finding method is called the contiguous-area method. A pulse is defined to be any consecutive sequence of positive waveform samples. The pulse-finder loops over the time-ordered samples in the waveform, if a positive sample is found a sequence is initiated and consecutive samples are added to the sequence if they are positive.
If a non-positive sample is found, the sequence is ended. The loop continues, a new pulse-sequence is started if another positive sample is found and so on until all 128 samples are exhausted. The result is a set of one\(^4\) or more pulse-sequences \((\vec{p}_j)\) of various lengths:

\[
\vec{p}_1 = \{ w_{i_1}, w_{i_1+1}, w_{i_1+2}, \ldots, w_{i_1+N_1} \}, \\
\vec{p}_2 = \{ w_{i_2}, w_{i_2+1}, w_{i_2+2}, \ldots, w_{i_2+N_2} \}, \\
\vdots \\
\vec{p}_j = \{ w_{i_j}, w_{i_j+1}, w_{i_j+2}, \ldots, w_{i_j+N_j} \},
\] (3.10)

where the index \(i_j\) is the index in the parent waveform of the first entry of the \(j^{th}\) pulse-sequence and \(N_j\) is the number of consecutive positive waveform-samples added to this pulse. In most cases only one or two pulses are found in a single waveform. The algorithm accepts at most 16 pulse-sequences. If more than this are found they are merged.

### 3.1.4.1 Pulse charge

The pulse charge \((Q(\vec{p}))\) is proportional to the area of the pulse

\[
Q_j \equiv Q(\vec{p}_j) = \delta t \times (w_{i_j} + w_{i_j+1} + \cdots + w_{i_j+N_j}),
\] (3.11)

where \(\delta t\) is the sample interval. The units of charge at this stage are ADC-height \(\times\) ns; the connection with photoelectrons is made using pulses from calibration data. Pulses with charge less than 15% of the total positive area in the waveform \((Q_{Tot} = \sum_j Q_j)\) are assumed to be spurious and are ignored in subsequent analysis.

### 3.1.4.2 Pulse arrival time

The PMT hit-time or photon arrival time associated with a pulse, called TofQ, is taken as the time of the maximum height of the pulse. A parabola is constructed on the three pairs centered on the maximum sample:

\[
\{(t_{M-1}, w_{i_j+M-1}), (t_M, w_{i_j+M}), (t_{M+1}, w_{i_j+M+1})\},
\] (3.12)

where \(w_{i_j+M}\) is the maximum sample in the \(j^{th}\) pulse and \(t_M\) is the time associated with sample number \(i_j + M\). The maximum of this parabola is taken as TofQ for the pulse. By construction this time is relative to the launch of the ATWD; using the launch offset of the parent waveform all pulses in the event can be time ordered.

\(^4\)Of course it is possible that no pulse is found, in which case there is no further processing of the waveform.
3.1.5 Threshold waveform analysis

The threshold waveform analysis is reserved for high-energy events where pile-up of photoelectrons makes it difficult to reliably resolve individual pulses. This waveform analysis is used only in muon track reconstruction. In this method the charge of the waveform is taken simply as the area of the first pulse found, where a pulse is defined as a sequence of at least 20 consecutive waveform-samples above a certain nonzero ADC-height threshold (ADC height ≥ 50). The hit-time of the pulse is taken as the time of the first sample above the ADC-height threshold.

3.1.6 TQ files

The result of the waveform analysis is a time (T) and a charge (Q) for each pulse found in the waveform of each channel-input (H, M, L) that was digitized. Intermediate data files are prepared with the waveform samples replaced by their TQ summary. With the default trigger settings about 300 GB of event-built data are collected per day in KamLAND. The TQ files are a factor of ~10 smaller and are the starting point for event reconstruction.

3.2 Low level detector calibration

Before proceeding with event reconstruction some information about the detector response is needed. Calibration runs with a $^{60}$Co source positioned at the center of the detector provide the reference data to establish the detector response. Reference runs are performed regularly — approximately once per fortnight. A number of low-level response parameters, introduced in Table 3.1, are determined from each reference data set. The procedures employed for this are described next.

3.2.1 Single-photoelectron charge $Q_0$

The single-photoelectron (SPE) charge is a channel-dependent renormalization parameter which approximately converts the area of a pulse to a number of photoelectrons. Figure 3.2 shows an example of the distribution of pulse areas collected on the high-gain input for a single channel during a calibration run; only pulses with area above a charge threshold of $Q_t = 5$ ADC-height×ns are included in this distribution. The area of a single-photoelectron pulse on this channel is defined to be the mean of this distribution. The charge in units of photoelectrons (p.e) assigned to a pulse $\vec{p}$, captured on ATWD-A or -B of PMT $i$ $\left(\frac{Q(\vec{p})}{Q_0_{i-A}} \text{ or } \frac{Q(\vec{p})}{Q_0_{i-B}}\right)$ is denoted $\hat{q}(\vec{p})$. This

\footnote{Many of calibration procedures were established in the early days of the experiment before the author joined the group and have only received minor modification since then. However, the details are included here to have a complete reference.}
Table 3.1: Low level detector response parameters.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Q_{0i-A}, Q_{0i-B}$</td>
<td>single-photoelectron charge on ATWD-A or ATWD-B of the $i^{th}$ PMT, called $Q$-zero.</td>
</tr>
<tr>
<td>$T_{0i-A}, T_{0i-B}$</td>
<td>correction for systematic timing drifts observed on each channel, called $T$-zero.</td>
</tr>
<tr>
<td>$\mu_{i,\text{spe}}, \sigma_{i,\text{spe}}$</td>
<td>mean and width of the distribution of single photoelectron pulse charges — in units of $Q_{0i-A}$ or $Q_{0i-B}$ — collected on the $i^{th}$ PMT.</td>
</tr>
<tr>
<td>$\Delta T_{i,\text{Evt}}$</td>
<td>average time over which pulses are collected from PMT $i$ during an event, called the event window.</td>
</tr>
<tr>
<td>$Y_{i,\delta}$</td>
<td>expected number of dark photoelectrons$^2$ on the $i^{th}$ PMT during an event window, called the dark-photoelectron yield.</td>
</tr>
<tr>
<td>$Y_{i,\text{ref}}$</td>
<td>expected number of photoelectrons on the $i^{th}$ PMT per MeV of visible energy deposited in the LS, called the reference photoelectron yield.</td>
</tr>
</tbody>
</table>

Rationalized charge largely factors out the channel dependence and allows for more direct comparison of the charge collected across channels. For the subsequent analysis a pulse is used only if $\hat{q} \geq 0.2$ p.e.

### 3.2.2 Dark-photoelectron yield $Y_{i,\delta}$

There are two methods to determine $Y_{i,\delta}$ which we call the PPS method and the prepulse method. As the name suggests the PPS method uses the 1PPS global-acquisition triggers; since these triggers are random, any charge found on a PMT is likely not related to an energy deposit in the detector. The dark occupancy ($\Omega_{i,\delta}$) is defined as the fraction of 1PPS events in which PMT $i$ was hit. Let $N_{PPS}$ be the number of 1PPS events under consideration and let $n_{i,\delta}$ be the size of the subset of these events that include a hit on PMT $i$, then

$$\Omega_{i,\delta} = \frac{n_{i,\delta}}{N_{PPS}}.$$  \hfill (3.13)

To filter out hits due to coincidence with physical events in the detector only 1PPS events with a low value of $\text{NSum}_{ID-17} \lesssim 20$ \footnote{$\text{NSum}_{ID-17}$ for an event is the number of 17-inch PMTs in the inner detector array with a signal above the channel threshold during the event (Chapter 2).} are considered in Equation 3.13. We
Figure 3.2: Charge per event on a single channel for a sample of events taken during a $^{60}$Co calibration run. The mean of this charge distribution, indicated by the vertical dashed line, is taken as the single-photoelectron charge ($Q_0$) for this channel.
can connect $Y_{i,\delta}$ to the dark occupancy by noting that

$$n_{i,\delta} = \sum_{\text{events}} P_i(n_{p.e} > 0|Y_{i,\delta}) = \sum_{\text{events}} \{1 - P_i(n_{p.e} = 0|Y_{i,\delta})\}. \quad (3.14)$$

The quantity $P_i(n_{p.e}|Y_{i,\delta})$ above, is the probability of observing $n_{p.e}$ photoelectrons on PMT $i$ given an expectation $Y_{i,\delta}$ and the sum is over events that pass the NSumID selection. Assuming $P_i$ is a Poisson distribution — which neglects the effect of the charge threshold and channel dead-time — we have

$$n_{i,\delta} = N_{PPS} \cdot \{1 - e^{-Y_{i,\delta}}\} \quad (3.15)$$

and therefore

$$Y_{i,\delta} = -\ln(1 - \Omega_{i,\delta}). \quad (3.16)$$

The second method used to estimate $Y_{i,\delta}$ is called the prepulse method. Figure 3.7 shows the launch-offset-corrected pulse arrival times for all ID PMTs accumulated over a reference run. Pulses that arrive well before the trigger command — in the window ($-475\,\text{ns}, -345\,\text{ns}$) — are assumed to be dark pulses. This 130 ns sample-window is denoted $\Delta T_{\delta}$. Let $n_{i,\delta}$ be the size of the subset of events, out of a total of $N_{Tot}$ events, in which PMT $i$ registers a pulse in the dark sample window, following similar reasoning to the PPS method, the dark-photoelectron yield during the dark window ($\Delta T_{\delta}$) can be found from the dark occupancy ($n_{i,\delta}/N_{Tot}$). To arrive at the dark yield over the full event window we must rescale this result by the duration of the event relative to $\Delta T_{\delta}$. The average duration of an event for PMT $i$, denoted $\Delta T_{i,Evt}$, is estimated from the range of launch offsets for that PMT accumulated over the calibration run. We have

$$\Delta T_{i,Evt} = (l_{i,max} - l_{i,min}) \times 25\,\text{ns}, \quad (3.17)$$

where $l_{i,max}$ and $l_{i,min}$ are the maximum and minimum launch offsets observed on the PMT — see Figure 3.4 for a sample launch offset distribution. Following Equation 3.14, the dark-photoelectron yield is

$$Y_{i,\delta} = -\frac{\Delta T_{i,Evt}}{\Delta T_{\delta}} \times \ln \left(1 - \frac{n_{i,\delta}}{N_{Tot}}\right). \quad (3.18)$$

The results of the PPS- and prepulse-method were found to agree well. The US group adopted the prepulse method as the default method to determine the PMT dark-yields, this was mainly for computational convenience. The yields were updated after every reference run and written to a database whence they were used during
Figure 3.3: Launch-offset-corrected hit-time for all ID PMTs accumulated over a $^{60}$Co calibration run. Pulses arriving in the time window delineated by the vertical lines are assumed to be from dark photoelectrons.

regular reconstruction. The PPS yields typically served as a cross-check and were calculated for each run after reconstruction. For most of the data taking period the dark yields of the PMTs were very stable and varied little between reference runs, hence fortnightly updates were more than sufficient. On some occasions it was found that the dark yields varied from run-to-run, particularly during LS purification in 2007 and 2008, the reason for this is not fully understood. During these periods the PPS method was used to update the dark yields in (near) real-time for the purposes of detector monitoring. However, these periods of instability are not included in the neutrino-oscillation data set.

3.2.3 Photoelectron yield per MeV of visible energy $Y_{i,\text{ref}}$

The photoelectron yield per MeV of visible energy is also determined from the $^{60}$Co reference runs. Following Equation 3.14 the expected photoelectron yield per
reference event in PMT $i$ is

$$Y_{i,\text{Tot}} = -\ln \left( 1 - \frac{n_{i,\text{hit}}}{N_{\text{Tot}}} \right),$$  

(3.19)

where $n_{i,\text{hit}}$ is the number of times PMT $i$ registers a hit out of $N_{\text{Tot}}$ events. While the activity of the source ensures most events are due to the source, there is a small contribution from non-source events, for example from natural activity in the detector. To reduce the effect of such events, only triggers with $\text{NSum}_{17}$ within two standard deviations of the mean $\text{NSum}_{17}$ recorded during the run are considered. The normalisation of the visible energy scale is arbitrary, the US group defines the visible energy of $^{60}\text{Co}$ events at the center the detector, $E_{\text{ref}}$, to coincide with the expected physical energy deposit in the LS from gammas that escape the source capsule; $E_{\text{ref}} = 2.506\text{ MeV}$. Accounting for the dark-photoelectron yield and assuming linearity of the scintillator response, the photoelectron yield per MeV of visible energy is defined as

$$Y_{i,\text{ref}} = \frac{1}{E_{\text{ref}}} \times (Y_{i,\text{Tot}} - Y_{i,\delta}).$$  

(3.20)
3.2.4 Mean and width of single-photoelectron charge distribution

For each PMT $i$, we assume the PDF which connects the number of photoelectrons to the collected charge is a gaussian-function with a mean and width-squared that scale linearly with the number of photoelectrons. To fix the PDF for PMT $i$ the mean ($\mu_{i,spe}$) and width ($\sigma_{i,spe}$) of the single-photoelectron case must be determined. Based on the distribution of total charge per event collected on each PMT during a reference run the following iterative procedure is used to simultaneously determine $\mu_{i,spe}$, $\sigma_{i,spe}$, $Y_{i,\delta}$ and $Y_{i,ref}$ in a way that includes the charge threshold effect.

1. The initial values of $Y_{i,\delta}$ and $Y_{i,ref}$ are taken from Equations 3.18 and 3.20, which ignore threshold effects.

2. Based on the current values of $Y_{i,\delta}$ and $Y_{i,ref}$ the expected photoelectron yield
in PMT $i$ is calculated

$$Y_{i,Tot} = E_{ref} \cdot Y_{i,ref} + Y_{i,\delta}. \quad (3.21)$$

3. Fixing $Y_{i,Tot}$ to its current value, new values for $\mu_{i,spe}$ and $\sigma_{i,spe}$ are found by fitting the following charge shape-function to the PMT charge distribution:

$$F(\hat{q}, \mu_i, \sigma_i | Y_{i,Tot}) = \mathcal{N} \sum_{j=1}^{\infty} \frac{1}{\sqrt{2\pi j \sigma_i}} e^{-\frac{(\hat{q} - j \cdot \mu_i)^2}{2j \cdot \sigma_i^2}} \times \frac{Y_{i,Tot}^j e^{-Y_{i,Tot}}}{j!}, \quad (3.22)$$

where $\mathcal{N}$ is a normalization parameter. Each term in the sum is the product of the poisson probability to produce $j$ photoelectrons given an expectation of $Y_{Tot}$ and the gaussian probability of observing a charge $\hat{q}$ given an expected mean charge equal to $j$ photoelectrons. In practice the summation is truncated at $j = 10$.

4. Fixing $\mu_{i,spe}$ and $\sigma_{i,spe}$ at their current values, the dark yield is recalculated

$$Y_{i,\delta} = \delta \frac{\Delta T_{i,Tot}}{\Delta T_{\delta}} \times \nu, \quad (3.23)$$

where $\nu$ is chosen to minimize

$$P_{i}(n_{p.e} = 0|\nu) - (1 - \Omega_{i,\delta}). \quad (3.24)$$

Here $\Omega_{i,\delta}$ is the dark occupancy of the PMT and $P_{i}(n_{p.e} = 0|\nu)$ is the probability — including threshold effects — that the PMT does not register a hit when $\nu$ photoelectrons are expected,

$$P_{i}(n_{p.e} = 0|\nu) = e^{-\nu} + \sum_{j=1}^{\infty} \frac{\nu^j}{j!} e^{-\nu} \int_{-\infty}^{\hat{q}_t} \frac{1}{\sqrt{2\pi j \sigma_i}} e^{-\frac{(q - j \cdot \mu_i)^2}{2j \cdot \sigma_i^2}} dq. \quad (3.25)$$

The second term above accounts for the charge threshold ($\hat{q}_t = 0.2$ p.e) and in practice the sum is truncated at $j = 3$.

5. With $Y_{i,\delta}$, $\mu_{i,spe}$ and $\sigma_{i,spe}$ fixed at their current values a new value of $Y_{i,ref}$ is found by fitting the function in Equation 3.22 to the charge distribution.

Steps 2-5 are repeated 6 times and the final best-fit values of $Y_{i,\delta}$, $Y_{i,ref}$, $\mu_{i,spe}$ and $\sigma_{i,spe}$ are saved to a database. An example of the best-fit charge shape-function, Equation 3.22, overlaid with the input charge distribution is shown in Figure 3.5.
3.2.5 T-zero

The T-zero correction is a correction to account for systematic differences in the timing response of each channel. For any channel, the pulse arrival time distribution depends on the scintillator response, the propagation time to the PMT and finally the channel response. For events occurring at the center of the detector, we expect, assuming spherical geometry, that the distribution of propagation times to each PMT will be statistically the same when many events are considered. Furthermore, when integrated over many events the effect of the scintillator response should be the same for each channel. Thus by comparing the hit-time distribution on each channel accumulated over many center-events we can constrain systematic timing differences across channels. The T-zero-finding algorithm determines the offset for each channel required so that the center-event hit-time distributions of all channels have a common mean. These offsets calculated for each reference run and stored in a database for use in subsequent event reconstruction.

3.3 Event reconstruction

Once the TQs have been generated and the detector response parameters have been fixed the next step in processing is to combine the TQ data from each hit PMT to reconstruct the event energy and position. If an event is classified as an inner-detector muon then an attempt is also made to reconstruct the associated muon track. The event types and event classification are described in Appendix B.

3.3.1 Position Reconstruction

The position fitter, called the Peak Time Fitter (PTF) relies on the pulse times to estimate an event vertex ($\vec{V}$). Only pulses from 17-inch PMTs are used due to their superior timing and single-photoelectron resolution, pulse hit-times are based on the pulses recorded on the highest unsaturated gain of the ATWD, and pulses with charge less than 0.2 p.e are omitted from the fit. Once the input pulses for the fit have been selected, the T-zero correction of the channel is applied. To reduce energy dependence of the position reconstruction, a charge-based time correction of the following form is applied:

$$t'_{\text{hit},i} = t_{\text{hit},i} - a \cdot q^b_i.$$  \hspace{1cm} (3.26)

Here $t_{\text{hit},i}$ denotes the hit-time associated with the $i^{th}$ pulse selected for the fit. The pair $(a, b) = (0.9, 0.65)$ was found to minimize the energy dependence of the reconstruction. Subsequent references to hit-time will mean this T-zero-corrected, charge-corrected hit-time.
The algorithm finds the best-fit vertex by following a sequence of $n$ iterations. Let $\tilde{V}(n)$ be the estimated vertex at step $n$, the next position is found by applying a push, $\tilde{\delta}[\tilde{V}(n)]$, to the current position so that

$$\tilde{V}(n+1) = \tilde{V}(n) + \tilde{\delta}[\tilde{V}(n)] .$$

This continues until $|\tilde{\delta}[\tilde{V}(n)]| < 1 \text{ mm}$ or a maximum number of iterations ($n = 100$) is reached. The procedure to calculate the push at each step is outlined below.

1. The expected photon time-of-flight ($t_{exp}^{F}(n,i)$) from the current position $\tilde{V}(n)$ to the PMT associated with the $i^{th}$ pulse is calculated assuming the relation

$$t_{exp}^{F}(n,i) = \frac{d_{LS}(\tilde{V}(n),i)}{c_{LS}} + \frac{d_{BO}(\tilde{V}(n),i)}{c_{BO}} .$$

The quantities $d_{LS}(\tilde{V},i)$ and $d_{BO}(\tilde{V},i)$ are the distances in the LS and BO along the ray joining $\tilde{V}$ to the center of the photocathode of PMT $i$. The parameters $c_{LS}$ and $c_{BO}$ are nominally the speed of light in the LS and BO respectively. However, these are effective speeds; they are tuned using calibration data to minimize systematic position-dependent biases in the reconstruction rather than being fixed at the values measured during detector development. The values $c_{LS} = 196 \text{ mm/ns}$ and $c_{BO} = 220 \text{ mm/ns}$ were found to give the best performance.

2. Next, the time-of-flight residual distribution is constructed. For the $i^{th}$ pulse the time-of-flight residual ($\Delta t$) is

$$\Delta t(n,i) = t_{hit,i} - t_{exp}^{F}(n,i) .$$

The position of the peak of this distribution at the $n^{th}$ iteration is denoted $\Delta t_{peak}^{n}$. The sum is over the pulses near the peak of the distribution, where near is defined by the relation $-10 \text{ ns} < \Delta t(n,i) - \Delta t_{peak}^{n} < 5 \text{ ns}$; the number of pulses admitted to the sum is $N_{n}$.

3. A parameter called the peak-mean of the time-of-flight residual distribution, defined as

$$\langle \Delta t \rangle_{n}^{peak} = \frac{1}{N_{n}} \sum_{i} \Delta t(n,i) ,$$

is calculated. The sum is over the pulses near the peak of the distribution, where near is defined by the relation $-10 \text{ ns} < \Delta t(n,i) - \Delta t_{peak}^{n} < 5 \text{ ns}$; the number of pulses admitted to the sum is $N_{n}$.

4. For each pulse we construct the time-of-flight ratio, $R_{ToF}$, defined as

$$R_{ToF}(n,i) = \frac{t_{hit,i} - \langle \Delta t \rangle_{n}^{peak}}{t_{exp}^{F}(n,i)} .$$

We call the numerator the preceding average time-of-flight for PMT $i$. 
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5. The push is defined as

\[ \delta[\vec{V}(n)] = \sum_i (1 - R_{ToF}(n, i)) \cdot (\vec{r}_i - \vec{V}(n)) , \]  

(3.32)

where the sum ranges over the pulses that satisfy

\[ -10 \text{ ns} < \Delta t(n, i) - \langle \Delta t \rangle_{\text{peak}}^{n-1} < 5 \text{ ns} . \]  

(3.33)

The effect of the push is to nudge the current vertex towards PMTs for which the preceding average time-of-flight is shorter than the current expected time-of-flight, thus decreasing the expected time-of-flight for the new vertex. If the preceding average time-of-flight is longer than expected the push nudges the vertex away from the PMT, thus increasing the expected time-of-flight when evaluated at the new vertex. As the preceding average time-of-flight and the expected time-of-flight converge to similar values for each channel the push becomes small and the fit converges. The fraction of pulses satisfying Equation 3.33 and admitted into the sum in Equation 3.32 is called the pulse ratio. This is an important parameter used to classify the quality of the vertex fit.

The initial vertex in the iteration (\( \vec{V}(0) \)) is based on the charge-weighted average position of the hit PMTs,

\[ \vec{V}(0) = \alpha \frac{\sum_i Q_i \vec{r}_i}{\sum_i Q_i} . \]  

(3.34)

The pair \((Q_i, \vec{r}_i)\) above indicate the charge of the \(i^{th}\) pulse and the position of the center of the photocathode of the associated PMT. The value \(\alpha = 1.62\) was found in calibration runs to give the best initial guess for the vertex. The initial value of the peak mean \((\langle t \rangle_0^{\text{peak}})\) is taken as the mean of entries within a 10 ns window of the peak of the initial time-of-flight residual distribution.

Along with the best-fit position the PTF fitter records some fit-quality parameters based on the failure modes listed in Table 3.2. Only vertices that pass all five of these quality tests are considered good-vertices and are used in the final antineutrino analysis. The efficiency of this selection is studied in Chapter 6.

### 3.3.2 Visible energy reconstruction

The visible energy \((E_{\text{vis}})\) of an event is based on the photoelectron yield in the PMT array. One must distinguish between the visible energy and the real, or physical, energy deposited by a particle. The scintillation-photon yield — and consequently the photoelectron yield — per MeV of physical energy is particle and energy dependent. For example, due to quenching effects it is found that a \(\sim 7\text{ MeV}\) alpha particle and a \(\sim 0.6\text{ MeV}\) electron have similar scintillation-photon yields, and thus have similar
visible energy. The final antineutrino analysis is carried out as a function of positron visible energy, thus ultimately all expectations must be converted from real to visible energy. An energy-scale model which accounts for the particle- and energy-dependent non-linearities of the scintillator is described in Chapter 4. In this section we focus on how the visible energy of an event is determined.

As mentioned above the visible energy reconstruction is based on the observed hit pattern in the PMT array, including the multiplicity of hits in each PMT. A PMT is considered hit if the charge collected on the PMT is greater than 0.2 p.e. The form of the PDF connecting charge to hit-multiplicity was introduced in subsection 3.2.4. Using a model for light propagation and geometric effects in the detector, the fitter predicts the number of photoelectrons expected in each PMT as a function of $E_{\text{vis}}$; for a given PMT we denote this quantity $\bar{n}(E_{\text{vis}})$. Given the expected photoelectron yield in each PMT, the probability that each PMT registers a hit or not is calculated; these are then combined to form the joint likelihood for the hit/not-hit pattern observed in the PMT array.

The PMT not-hit probability is given by

$$P_i^{\text{no-hit}}(\bar{n}(E_{\text{vis}})) = P(n_{p,e} = 0|\bar{n}) + P(n_{p,e} > 0|\bar{n}) \cap P_i(\hat{q} < \hat{q}_i|n_{p,e})$$

$$= e^{-\bar{n}} + \sum_{j=0}^\infty \frac{\bar{n}^j e^{-\bar{n}}}{j!} \int_{-\infty}^{\hat{q}_i} dq \frac{e^{-(q-j \mu_i)^2/2j\sigma_i^2}}{\sqrt{2\pi j} \sigma_i}, \quad \text{(3.35)}$$

where $\hat{q}_i$ is the charge threshold of the analysis, and $\mu_i$ and $\sigma_i$ are the mean and
width of the single-photoelectron charge distribution of PMT $i$, as determined with the calibration data (subsection 3.2.4). The probability that a PMT is hit and a charge $\hat{q}$ is observed is

$$P_{hit}^i(\hat{q}|\bar{n}(E_{vis})) = P(n_{p.e} > 0|\bar{n}) \cap P_i(\hat{q}|n_{p.e})$$

$$= \sum_{j>0} \bar{n}^j e^{-\bar{n}} \int_{\hat{q}}^{\infty} dq e^{-(q-j\mu_i)^2/2j\sigma_i^2} \sqrt{2\pi j} \sigma_i \delta(q - \hat{q}), \quad (3.36)$$

where $\delta$ is the Dirac $\delta$-function.

The best-fit value of $E_{vis}$ is then found by maximizing the likelihood of the observed hit/not-hit pattern,

$$L(E_{vis}) = \prod_i P_{avail,i} \cdot P_{hit}^i \times \prod_j \left\{ (1 - P_{avail,j}) + P_{avail,j} \cdot P_{no-hit}^j \right\}, \quad (3.37)$$

where the $P_{avail,i}$ is the probability that the output of PMT $i$ can be recorded on one of the ATWDs, the index $i$ ranges over the PMTs that register a hit, and the index $j$ ranges over the PMTs that register no hits during the event. For each PMT, $P_{avail}$ is defined as follows:

$$P_{avail} = \begin{cases} 
0 & \text{if both ATWDs had a pulse in the previous 30\,\mu s} \\
0.94 & \text{if only one of the ATWDs had a pulse in the previous 30\,\mu s} \\
1 & \text{if none of the ATWDs had a pulse in the previous 30\,\mu s} 
\end{cases} \quad (3.38)$$

This corrects for dead-time introduced when an ATWD digitizes. The probability of recording a hit in the case of only one available ATWD ($P_{avail} = 0.94$) was tuned using calibration data from a $^{241}$Am$^{9}$Be neutron source. This source sometimes emits prompt photons in association with the product neutron. The reconstructed energy of neutron-capture gammas occurring within 30\,\mu s of the accompanying prompt photon was found to be systematically lower than for captures occurring more than 30\,\mu s after the prompt photon. This systematic effect was remedied by introducing $P_{avail}$ as defined in Equation 3.38.

The ROOT [52] interface to the Minuit minimization routine [53] ($TMinuit$) is used to perform the fit. The fitter uses the exit status from Minuit to determine the fit quality. If the exit status is good the energy is tagged as a good fit. Only events with a good energy-fit are used in the antineutrino analysis, the efficiency of this restriction is estimated in Chapter 6.

It remains to describe how $\bar{n}(E_{vis})$ is determined for each PMT. The model assumes the PTF event vertex is an isotropic source of scintillation light. The photoelectron yield in the $i^{th}$ PMT is assumed to have the following form:

$$\bar{n}_i(E_{vis}, \vec{V}, \vec{R}_i) = \alpha(i, \vec{V}, \vec{R}_i) \times E_{vis} + Y_{i,\delta}, \quad (3.39)$$
where $\vec{V}$ is the event vertex returned by the PTF fitter, $\vec{R}_i$ is the position of the center of the photocathode of the PMT, $\alpha$ is an energy independent function, and $Y_{i,\delta}$ is the dark-photoelectron yield of the PMT. This form is based on the fact that for a fixed particle type, the scintillation-light yield varies approximately linearly with real energy and that the charge collected in the PMT array varies approximately linearly with the light yield\(^5\).

By construction $\alpha(i, \vec{V} = 0, \vec{R}_i)$ is just the photoelectron yield per MeV of visible energy determined from the $^{60}$Co reference runs, $Y_{i,\text{ref}}$, which was introduced in subsection 3.2.3. For an arbitrary event position $\vec{V}$, $\alpha(i, \vec{V}, \vec{R}_i)$ is estimated by correcting $\alpha(i, \vec{V} = 0, \vec{R}_i)$ for the following geometric effects: (i) solid angle correction, (ii) light attenuation correction, and (iii) corrections for absorption of light by non-active detector elements, for example by the balloon ropes; this last correction is called the shadowing-correction. Thus an arbitrary $\alpha$ can be written

$$\frac{\alpha(i, \vec{V}, \vec{R}_i)}{Y_{i,\text{ref}}} \equiv \frac{\alpha(i, \vec{V}, \vec{R}_i)}{\alpha(i, \vec{V} = 0, \vec{R}_i)} \equiv \frac{\Omega(\vec{V}, \vec{R}_i)}{\Omega(\vec{V} = 0, \vec{R}_i)} \times \frac{f_{\text{Att}}(\vec{V}, \vec{R}_i)}{f_{\text{Att}}(\vec{V} = 0, \vec{R}_i)} \times \frac{S(\vec{V}, \vec{R}_i)}{S(\vec{V} = 0, \vec{R}_i)},$$

where $\Omega(\vec{V}, \vec{R}_i)$ is the solid angle subtended by the PMT photocathode at the event vertex $\vec{V}$, $f_{\text{Att}}(\vec{V}, \vec{R}_i)$ is a function that describes attenuation of the scintillation light in the LS and BO, and $S(\vec{V}, \vec{R}_i)$ describes the effect of shadowing by the balloon ropes. The solid angle correction is straightforward to calculate, the shadowing correction is estimated from an analytic model of the balloon support ropes and cross-checked using a ray-tracing simulation. The attenuation model assumes exponential attenuation parametrized by two attenuation lengths,

$$f_{\text{Att}}(\vec{V}, \vec{R}_i) \propto e^{-d_{\text{LS}}/\lambda_{\text{LS}}} \cdot e^{-d_{\text{BO}}/\lambda_{\text{BO}}}.$$  \hspace{1cm} (3.42)

The quantities $d_{\text{LS}}$ and $d_{\text{BO}}$ are the distances in LS and BO respectively along the ray joining the event vertex to the center of the photocathode of PMT $i$. The parameters $\lambda_{\text{LS}}$ and $\lambda_{\text{BO}}$ represent the attenuation lengths in each volume; these are effective parameters, rather than fixing them at their nominal values measured during detector development they are tuned to minimize systematic source-position-dependent biases in the reconstructed energy of calibration data.

### 3.3.3 Muon track reconstruction

High energy muons traversing the ID can produce short-lived light nuclei which are a source of background for antineutrino detection [54]. It is advantageous to

\(^5\)It is expected that this assumption breaks down for high energy events ($E_{\text{vis}} \gtrsim 20\text{MeV}$) when high-multiplicity multi-photoelectron pulses become increasingly common. The fitting algorithm has not been calibrated in this regime.
reconstruct the tracks of muons to help tag and veto the associated backgrounds. Muons passing through the ID are identified by the large amount of charge they generate in the PMT array. If an event is tagged as a muon candidate an attempt is made to estimate the associated muon track. The muon fitter, called the Fastest Light Fitter [50] is described below.

\[
\begin{align*}
\vec{T}_0 & \text{ (entrance point)} \\
\hat{T} & \text{ unit vector describing the track direction.} \\
d_e & \text{ distance travelled by the muon in the detector before the emission of the photon being considered.} \\
\vec{R}_e & \text{ position at which this photon is emitted,} \\
d\vec{R}_{i,e} & \text{ vector connecting } \vec{R}_e \text{ and the photocathode of the } i^{th} \text{ PMT.}
\end{align*}
\]

The Fastest Light Fitter takes advantage of the fact that in the limit of instantaneous detector response and ultra-relativistic muons the angle between the muon track and the path followed by the first photon to arrive at a PMT is fixed by the index of refraction of the medium. To see this, consider the situation depicted in Figure 3.6. Here each point on the muon track is assumed to be an isotropic source of scintillation photons. Ignoring delays due to the detector response, the PMT hit-time has two components: (i) the time for the scintillation photon to propagate from its emission point \( \vec{R}_e \) to PMT \( i \), denoted \( \text{TOF}_{i,e} \), and (ii) the time for the muon to travel from the point where it enters the detector to the point where it causes emission of the photon in question; this time to emission is denoted \( t_{i,e} \), where the subscript \( i \) specifies the PMT hit by the photon. Thus we can write the hit-time of PMT \( i \),

\[
t_{i,\text{hit}} = t_{i,e} + \text{TOF}_{i,e} = \frac{d_e}{c_\mu} + \frac{|d\vec{R}_{i,e}|}{c_{LS}}.
\]
Referring to Figure 3.6, $d_e$ is the distance traveled by the muon in the detector before it causes emission of the photon in question; $d\vec{R}_{i,e}$ is the vector joining the photon emission point to the PMT photocathode, the photon is assumed to travel directly along this vector; $c_\mu$ is the speed of the muon and $c_{LS}$ is the propagation speed of photons in the LS. Although photons must also traverse the BO, a single medium with photon speed of $c_{LS}$ is assumed for simplicity. This is a reasonable assumption since the LS and BO have similar indices of refraction. The second term in Equation 3.43 may be reparametrized in terms of the muon track

$$t_{i,\text{hit}} = \frac{d_e}{c_\mu} + \frac{\left| \vec{r}_i - (\vec{T}_0 + d_e \cdot \hat{T}) \right|}{c_{LS}},$$

where $\vec{r}_i$ is the center of the photocathode of PMT $i$, $\vec{T}_0$ is the entrance point of the track in the detector and $\hat{T}$ is the unit vector describing the track direction. To find the minimum value of $t_{i,\text{hit}}$ we consider the derivative with respect to $d_e$:

$$\frac{\partial t_{i,\text{hit}}}{\partial d_e} = \frac{1}{c_\mu} - \frac{1}{c_{LS}} \cdot \frac{(\vec{r}_i - (\vec{T}_0 + d_e \cdot \hat{T})) \cdot \hat{T}}{|\vec{r}_i - (\vec{T}_0 + d_e \cdot \hat{T})|}$$

$$= \frac{1}{c_\mu} - \frac{1}{c_{LS}} \cdot \frac{d\vec{R}_{i,e} \cdot \hat{T}}{|d\vec{R}_{i,e}|}$$

$$= \frac{1}{c_\mu} - \frac{1}{c_{LS}} \cdot d\vec{R}_{i,e} \cdot \hat{T}.$$  

We see that the minimum of $t_{i,\text{hit}}$ is realized when $\theta$, the angle between the track and the path followed by the photon, satisfies

$$\cos \theta = \frac{c_{LS}}{c_\mu}.$$  

Thus for ultra relativistic muons, the angle between the muon track and the path of the first-hit photon at any PMT obeys: $\cos \theta = 1/n_{LS}$, where $n_{LS}$ is the emission-spectrum averaged index of refraction of the LS. Knowing this angle it is straightforward to calculate the first hit-time of each PMT for any trial track and compare it to the observed first-hit-time distribution in the PMT array.

### 3.3.3.1 Observed first-hit-time distribution

Only pulses on the 17-inch tubes are used for the muon track fit, the 20-inch tubes are not used due to their larger transit time spread. The TQs from the threshold waveform analysis are used for this reconstruction. The pulse hit time ($t_{i,\text{hit}}$) is determined from the highest-gain input, regardless of whether or not it saturates, and the T-zero correction for the appropriate ATWD is applied. Only the first pulse
found on each PMT is used in the fit. A smoothing operation is applied to each hit-time, this operator corrects the time based on the average difference between the pulse time and the hit-times of pulses on neighbouring PMTs; explicitly we write

\[ t_{i,\text{hit}}' = t_{i,\text{hit}} + \frac{1}{N_{\text{Tot}}} \sum_j (t_{i,\text{hit}} - t_{j,\text{hit}}), \]  

(3.49)

where the index \( j \) is over pulses satisfying \(|\vec{r}_i - \vec{r}_j| < 1\text{m}\) and \(|t_{i,\text{hit}} - t_{j,\text{hit}}| < 10\text{ ns}\), and \(N_{\text{Tot}}\) is the total number of pulses that enter the sum. The resulting hit-time distribution is the input for the fit. For the remainder of this section \(t_{i,\text{hit}}\) will refer to this T-zero-corrected, smoothed hit-time. The pulse charge is estimated from the highest unsaturated gain, this information is only used to construct an initial guess of the track for the fit.

### 3.3.3.2 Fitting the track

As mentioned earlier, Equation 3.43 is only valid in the limit of instantaneous detector response. For a given track, there are many effects which can cause the first-hit-time to deviate from the expected value. These include, for example, the decay time of the scintillator, the rise time and transit time of the PMTs, and artifacts of the waveform analysis. To find the best-fit track we consider the difference between the expected first-hit-time and the observed first-hit-time

\[ \Delta t_i(\vec{T}) = t_{\text{hit},i}^{\text{exp}}(\vec{T}) - t_{\text{hit},i}, \]  

(3.50)

where \(t_{\text{hit},i}^{\text{exp}}(\vec{T})\) is the expected first-hit-time of PMT \(i\) which is a function of the muon track \(\vec{T}\). The best-fit muon track is chosen as the one with the most probable \(\Delta t\) distribution. To realize this fit we need a PDF for \(\Delta t\).

### 3.3.3.3 Probability density function for \(\Delta t\)

The PDF for \(\Delta t\) is assumed to have the following form:

\[
P(\Delta t) = f_p \cdot \frac{e^{-\Delta t^2/2\sigma_{PMT}^2}}{\sqrt{2\pi}\sigma_{PMT}} \\
+ \frac{f_d}{2\tau_d} \cdot \left\{ e^{\frac{\sigma_{PMT}^2}{2\tau_d}} \times e^{-\Delta t/\tau_d} \times Erfc \left( \frac{\sigma_{PMT}^2}{2\sqrt{2}\sigma_{PMT}} \right) \right\} \\
+ (1 - f_p - f_d) \times \left\{ e^{-|\Delta t|/\tau_d} \right\}. \]

(3.51)

The meaning of the parameters \(\sigma_{PMT}\), \(f_p\), \(f_d\), \(\tau_d\) and \(\tau_d\) are summarized in Table 3.3. The first term in Equation 3.51 is due to light from the prompt component of the
Figure 3.7: PDF for the difference between the observed first-photon hit-time and the first-photon hit-time predicted with the simple model of Equation 3.43.
Table 3.3: Description of parameters appearing in the $\Delta t$-PDF (Equation 3.51) used in muon track reconstruction.

<table>
<thead>
<tr>
<th>Parameter $\sigma_{PMT}$</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma_{PMT}$</td>
<td>width of the gaussian function used to describe the combined response of the PMT, ATWD and waveform analysis. This is fixed at $\sigma_{PMT} = 1.5$ ns for all PMTs.</td>
</tr>
<tr>
<td>$f_p$</td>
<td>fraction of scintillation light produced by the fast component of the LS. This is fixed at $f_p = 0.5$.</td>
</tr>
<tr>
<td>$f_d$</td>
<td>fraction of scintillation light produced by the slow component of the LS. This is fixed at $f_d = 0.49$.</td>
</tr>
<tr>
<td>$\tau_d$</td>
<td>characteristic time of the slow component of the LS, which is fixed at $\tau_d = 10$ ns.</td>
</tr>
<tr>
<td>$\tau_\delta$</td>
<td>the model treats dark hits as being distributed in time according to an exponential function with a long characteristic time, $\tau_\delta$. This is fixed at $\tau_\delta = 40$ ns.</td>
</tr>
</tbody>
</table>

LS. The form of this term is motivated by the assumptions that:

1. The prompt component is responsible for 50% of the LS emission.
2. The emission time of the prompt component is negligible.
3. $\Delta t$ is due to the width of the distribution that describes the channel timing response — combining the effects of the PMT, ATWD and waveform analysis. This distribution is assumed to be gaussian; the mean is assumed to be zero as the T-zero correction has been applied and a uniform width, $\sigma_{PMT} = 1.5$ ns, is assumed across all channels.

The second term is due to scintillation light from the delayed or slow component of the LS, which is assumed to contribute 49% of emission. In this term $\Delta t$ is due to the convolution of the finite exponential response of the LS with the gaussian response of the channel which was described above. The third term accounts for possible dark hits, this term is normalized to a 1% contribution. The dark hits are assumed to be distributed in time according to an exponential function with a characteristic time $\tau_\delta = 40$ ns$^7$.

$^6$The threshold waveform analysis finds only one pulse in each waveform (subsection 3.1.5). In the case where both ATWDs connected to a PMT digitize pulses only the first pulse is used.

$^7$A flat distribution might have been a more intuitive choice for this random hit-time component however the form given was adopted. Since the normalization of this contribution is small the form has little impact; any slowly varying function is sufficient.
The same fitting routine is used to fit muons that pass through the LS volume (LS-muons) and muons that pass only through the BO volume (oil-muons). These two classes of events can be distinguished by the amount of charge collected in the PMT array. LS-muons generally produce an order of magnitude more charge than oil-muons since they produce both scintillation and Cherenkov light. Cherenkov photons are emitted along the path of the first-hit photon thus the same routine can be used to predict the first-hit-time distribution for both LS- and BO-muons. Since the PDF for $\Delta t$ is poorly known and rather crudely estimated we use the same $\Delta t$-PDF for both the LS and BO.

The likelihood associated with the $\Delta t$ distribution for each track is

$$L_{\Delta t}(\vec{T}) = \prod_i P(\Delta t_i(\vec{T})),$$

where the index $i$ ranges over the PMTs that were hit. A track is parametrized by a point on the track and a unit direction vector — five free parameters. We choose the point on the track closest to the center of the detector, which we call the impact parameter ($\vec{b}_\mu$), as the reference point. During fitter development it was found that many tracks were either pushed towards the center of the detector or towards the LS balloon boundary. To help counteract this, a penalty term of the following form was added to the likelihood:

$$L_{\text{pen}}(\vec{T}) = \begin{cases} 
\left( \frac{|\vec{b}_\mu(\vec{T})|}{1 \text{ cm}} - 4 \right)^2 & \text{if } |\vec{b}_\mu(\vec{T})| < 4 \text{ cm} \\
\left( \frac{|\vec{b}_\mu(\vec{T})| - |\vec{b}_{\mu,\text{max}}|}{1 \text{ cm}} - 4 \right)^2 & \text{if } |\vec{b}_{\mu,\text{max}}| - |\vec{b}_\mu(\vec{T})| < 4 \text{ cm} \\
0 & \text{otherwise}.
\end{cases}$$

Here $\vec{b}_{\mu,\text{max}}$ is the maximum track impact parameter allowed in the fit. If the muon is tagged as an LS-muon, then $\vec{b}_{\mu,\text{max}} = 650 \text{ cm}$ — the radius of the LS balloon. If the muon is tagged as a BO-muon then $\vec{b}_{\mu,\text{max}} = 850 \text{ cm}$ — the radius of the acrylic radon barrier. The form of this penalty is rather arbitrary but this was found to reduce the boundary effect. The best-fit track is the one that maximizes the total likelihood ($L_{\Delta t} + L_{\text{pen}}$). The maximization is done using Minuit. To begin the fit an initial guess for the track is required. The initial value for the impact parameter is taken as the charge weighted average position of the hit PMTs,

$$\vec{b}_\mu(0) = 1.62 \times \frac{\sum_i Q_i \vec{r}_i}{\sum_i Q_i},$$

and the initial direction of the track is taken as the most downward pointing vector perpendicular to $\vec{b}_\mu(0)$. 

Once the fit is complete the fit quality must be assessed. The track is required to pass two quality tests. The first is based on the exit status of Minuit, if it exits unsuccessfully the track is considered a bad track. If the track survives this test, a second test based on the following figure of merit ($FOM(\vec{T})$) is performed. The figure of merit is

$$FOM(\vec{T}) = \frac{1}{NDF} \sum_i \frac{\Delta i^2(\vec{T})}{\sigma_{PMT}^2}, \quad (3.53)$$

where $NDF$ is the number of degrees of freedom in the fit — the number of pulses less the 5 track parameters — and $\sigma_{PMT}$ is as defined in the $\Delta t$-PDF. If $FOM(\vec{T}) > 6$ the track is considered a bad fit. Tracks that pass both these tests are considered good and are used in the subsequent analysis.

**Summary**

In this chapter the steps to derive high-level event quantities such as position, energy, and track, from low-level waveform data were described. Events with their TQ data replaced by the best-fit position, energy and track are written to summary files called RECON files; these are the starting point for the antineutrino analysis. The performance of the reconstruction is discussed in the next chapter.
Chapter 4

Reconstruction performance and energy scale

This chapter summarizes the calibration and performance of the vertex and energy reconstruction and describes how the visible energy scale of the detector is determined.

4.1 Calibration

4.1.1 Deployment systems

Three deployment systems have been used thus far in KamLAND. From 2002-05 a simple system known as the z-axis system was used which could position calibration sources to an arbitrary point along the central z-axis of the detector. One shortcoming of this was the inability to study the reconstruction performance away from this axis other than with events samples from cosmogenic and intrinsic radioactivity which are less controlled than calibration event samples. The z-axis system was superceded by the so-called $4\pi$ system [55] in 2006. This system can be operated in z-axis or full-volume mode. In the latter mode sources can be positioned to almost any point within the LS. Full-volume calibrations are a delicate and labor intensive operation, consequently the $4\pi$ was mostly operated in z-axis mode. An exhaustive full-volume calibration campaign was carried out in late 2006 and early 2007 [50]. After purification was completed in 2009 the $4\pi$ was removed in favor of a simpler system called miniCAL [56] which has similar functionality to the old z-axis system but surpasses it and the $4\pi$ in terms of radiopurity. This was necessary to meet the more stringent radiopurity controls imposed on equipment coming into direct contact with the LS after purification.
4.1.2 Calibration sources

The calibration sources used in KamLAND and associated visible particles\(^1\) are listed in Table 4.1. The \(^{60}\text{Co}\) calibrations at the detector center were performed on a \(\sim\) fortnightly basis and were used to generate the reference constants for event reconstruction as described in Chapter 3. Calibrations with other sources and at other positions along the \(z\)-axis were done less frequently, this data is used to quantify position- and energy-dependent systematic biases in the reconstruction.

Table 4.1: Calibration sources used in KamLAND with the total physical energy deposit expected in the LS [57] and the particle species associated with the events.

<table>
<thead>
<tr>
<th>Source name</th>
<th>Energy (MeV)</th>
<th>Visible particle(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(^{60}\text{Co})</td>
<td>2.506</td>
<td>(\gamma + \gamma)</td>
</tr>
<tr>
<td>(^{68}\text{Ge})</td>
<td>1.022</td>
<td>(\gamma + \gamma)</td>
</tr>
<tr>
<td>(^{65}\text{Zn})</td>
<td>1.115</td>
<td>(\gamma)</td>
</tr>
<tr>
<td>(^{137}\text{Cs})</td>
<td>0.662</td>
<td>(\gamma)</td>
</tr>
<tr>
<td>(^{203}\text{Hg})</td>
<td>0.279</td>
<td>(\gamma)</td>
</tr>
<tr>
<td>(^{241}\text{Am})(^{9})(^{\text{Be}}) (; 0 &lt; E_n &lt; 11)</td>
<td>(n + \gamma)</td>
<td></td>
</tr>
<tr>
<td>(^{210}\text{Po})(^{13})(^{\text{C}}) (; 2.5 &lt; E_n &lt; 7.5)</td>
<td>(n + \gamma)</td>
<td></td>
</tr>
</tbody>
</table>

\[n + p \rightarrow d + \gamma\] \(\quad 2.223\) \(\gamma\)

\[n + ^{12}\text{C} \rightarrow ^{13}\text{C} + \gamma\] \(\quad 4.495\) \(\gamma\)

visible event comes from the annihilation-photons produced by positrons that stop in the source capsule, this sample is particularly important since it mimics events near the antineutrino detection threshold — the antineutrino detection method will be described in detail in Chapter 5. The other \(\gamma\)-sources help fix the energy scale at low energies.

The \(^{\text{AmBe}}\) and \(^{210}\text{Po}\)\(^{13}\)\(^{\text{C}}\) neutron sources rely on \(\alpha\)-\(n\) reactions; they produce neutrons with energies in the \(1 \sim 10\) MeV range and provide a sample of prompt-delayed coincidence (PDC) events. As described in Chapter 5 this coincidence event structure is important for tagging antineutrino candidates. In the case of \(\alpha\)-\(n\) reactions the prompt event comes from neutron scattering on protons and carbon nuclei in the LS. Elastic scattering on protons is the dominant process and results in a continuous prompt spectrum with energy up to about 4 MeV for AmBe and \(^{210}\text{Po}\)\(^{13}\)\(^{\text{C}}\). If the \!

\(^1\) Visible particles are those that escape the source and deposit enough energy in the scintillator to trigger the DAQ. Source capsules were made from 2 mm thick stainless-steel which stops short range radiation: \(e^\pm, \alpha\). Only penetrating particles — neutrons and \(\gamma\)-rays — escape the capsule and deposit energy in the scintillator.
Table 4.2: Best-fit vertex resolution parameters (Equation 4.1) for each of the data periods.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>T I</th>
<th>T II</th>
<th>T III</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma_{R,0}$ (mm)</td>
<td>118 ± 1</td>
<td>118 ± 3</td>
<td>92 ± 4</td>
</tr>
<tr>
<td>$\sigma_{R,1}$ (mm)</td>
<td>80 ± 1</td>
<td>83 ± 5</td>
<td>127 ± 6</td>
</tr>
</tbody>
</table>

heavy product of the $\alpha$-$n$ reaction is produced in an excited state, prompt radiation from the excited nuclear state also contributes to the prompt event. The delayed event comes from neutron capture on protons or $^{12}$C. The $^{210}$Po$^{13}$C source was not deployed regularly, it was constructed and deployed in 2006 specifically to study the $^{13}$C($\alpha$,n)$^{16}$O reaction which is one of the largest backgrounds to detection of $\bar{\nu}_e$ with energies below $\sim 4$ MeV in KamLAND [58]. This will be discussed more in Chapter 6. For now we focus on using the calibration data to measure the reconstruction performance.

### 4.1.3 Reconstruction performance

The calibration runs provide a sample of events with well known positions and energies with which to quantify the performance of the reconstruction processes. Figure 4.1 shows the difference between the mean reconstructed $z$-position of the source events and the nominal $z$-position of the source determined from the deployment system. The systematic error on the nominal position of the source is estimated to be 2 mm. The difference between the reconstructed and nominal position is found to be less than 30 mm for the positions probed along the $z$-axis. A systematic bias of similar magnitude was found with the $4\pi$ off-axis calibrations [50]. The vertex resolution is also determined from the calibration data. A gaussian resolution function with a width, $\sigma_R$, of the form

$$\sigma_R^2 = \sigma_{R,0}^2 + \frac{\sigma_{R,1}^2}{E_{\text{vis}}[\text{MeV}]}$$

is assumed. The best-fit values of $(\sigma_{R,0}, \sigma_{R,1})$ are determined by fitting Equation 4.1 to the distribution of resolutions measured from each calibration run. The results are summarized in Table 4.2. The vertex resolution at 1 MeV is $\sim 200$ mm.

Figure 4.2 shows the variation of the mean reconstructed energy for each source as a function of the source $z$-position for all the $z$-axis calibration data taken during T-I, T-II and T-III. The spread in energies at a fixed position is due to time variation in the reconstruction. For periods T-I and T-II, the systematic variation with position has a roughly symmetric ‘M’ shape and has been dubbed the ‘M-bias’. The shape of the bias is somewhat different for period T-II, which is the period between the first and second purification cycles. The change is due to variations in the quality and concentration of PPO in the LS which occurred as it was cycled through the purification system. This
Figure 4.1: Systematic bias of position reconstruction vs z-position for all z-axis deployments performed during T-I, T-II and T-III. For each calibration, \(Z_{\text{fit}}\) is the mean reconstructed z-position of the source events, \(Z_{\text{nom}}\) is the nominal source position determined from the deployment system.
gave rise to a position dependence of the LS light yield; the volume with $Z > 2000$ mm was cycled twice and the photoelectron yield per MeV in this volume was found to be $\sim 15\%$ lower than the yield in the region with $Z < 2000$ mm, where the LS had been processed once. The T-II bias has similar magnitude to the T-I bias, thus it was decided not to implement position-dependent reference photoelectron yields in the reconstruction but rather to include it in the energy scale systematic error. With the experience of the first purification campaign much more consistent control of the LS quality and uniformity was achieved in subsequent campaign.

4.2 Energy scale model

4.2.1 Overview of the model

The energy scale chosen for the neutrino oscillation analysis is the visible-energy scale. By visible energy one means the reconstructed energy returned by the fitting tools rather than the real or physical energy deposited in the LS during the event. As discussed in Chapter 3, the visible energy output by the fitter is, by construction, an approximately linear function of the photoelectron yield with an offset for dark photoelectrons. The relationship between LS-photon yield, the PMT photoelectron yields, and the real energy of photons from $^{60}\text{Co}$ is fixed by the reference constants calculated from $^{60}\text{Co}$ center-calibrations. For events that reconstruct away from the centre of the detector, the fitter corrects for the expected attenuation and geometric effects to remove most of the position dependence; variations on the $\sim 3\%$ level remain and are evident in Figure 4.2. The relationship between the photoelectron yield of an arbitrary particle to the photoelectron yield of $^{60}\text{Co}$ photons is described by the energy scale model.

The effects considered in the energy scale model are quenching and energy loss through Cherenkov radiation. These corrections are estimated in [59], using the EGSnrc simulation utility [60]. The real-to-visible energy conversion function is constructed to have the following form:

$$\frac{\langle E_{\text{vis}}(i, E) \rangle}{E} = A_0 \times (1 + \delta_{\alpha}(E, k_B) + k_c \delta_{c}(E) + k_0 \delta_0(E)),$$

where the index $i$ runs over each of the particle types considered: $\alpha$, $\beta^{+/-}$, $\gamma$ and proton; $E$ is the real energy deposited by the particle in the LS; and $\langle E_{\text{vis}} \rangle$ is the mean visible energy resulting from $E$. The parameter $A_0$ represents the overall scale.

---

2 The term real energy refers to the energy deposited by a particle unaltered by any detection or reconstruction effects.

3 Arbitrary, but of course it must be within in the limits of the model.

4 Quenching refers to the dependence of scintillation yield of a particle on its ionisation density, generally particles with a higher ionisation density yield fewer scintillation photons per MeV than particles with lower ionisation density.
Figure 4.2: Systematic bias of energy reconstruction vs z-position for all z-axis deployments performed during TI, TII and TIII. For each calibration $E_{\text{fit}}$ is the mean reconstructed energy of the source events, $E_{\text{nom}}$ is a reference energy and is taken as the mean of $E_{\text{fit}}$ from the centre calibrations for each source.
of the conversion. The function $\delta_q$ accounts for the quenching effect and is calculated for each particle using a first order Birks quenching model which assumes the following relationship between the scintillation light yield of a particle and its real energy deposit:

$$\frac{dL}{dx} \propto \frac{dE}{dx} \cdot \left(1 + k_B \frac{dE}{dx}\right).$$

(4.3)

Here $dL/dx$ is the scintillation light per unit length, $dE/dx$ is the stopping power of the particle and $k_B$ is a particle-independent, scintillator-dependant constant, called Birks’ constant, which must be determined for the KamLAND scintillator. The stopping power for each particle is taken from the SRIM utility [61]. The function $\delta_c$ is a particle-dependent function which describes the energy lost through Cherenkov radiation and $k_c$ parametrizes the fraction of Cherenkov light that contributes to the photoelectron yield. Thus $k_c$ is a particle-independent parameter but depends on the efficiency for Cherenkov light to be absorbed and re-emitted as scintillation light and the photocathode efficiency integrated over the Cerenkov spectrum transmitted to the PMTs. The function $\delta_0$ and constant $k_0$ account for artificial energy-loss due to the tracking threshold of the simulation. The conversion function (Equation 4.2) is pre-calculated on a grid of the energy-scale parameter space spanned by $(A_0, k_B, k_c, k_0)$ and stored in a database whence it can be conveniently retrieved for use in the oscillation analysis.

### 4.2.2 Energy resolution

The final step in the real to visible energy conversion is to apply the detector energy resolution to $\langle E_{\text{vis}} \rangle$. A gaussian resolution with a width, $\sigma_E$, given by

$$\sigma_E^2 = \sigma_{E,0}^2 + \sigma_{E,1}^2 \cdot E_{\text{vis}}[\text{MeV}],$$

(4.4)

is assumed. The first and second terms parametrize the contribution from fluctuations in (i) the dark photoelectron yield and (2) the photoelectron yield per MeV of energy deposited. The resolution at several values of $E_{\text{vis}}$ was determined from the $\gamma$-calibration sources, Equation 4.4 was then fit to the distribution of these resolutions to determine the best-fit values of $\sigma_{E,0}$ and $\sigma_{E,1}$ for each of the three data periods. A systematic error of 2.5% was added to improve the $\chi^2$ of the full fit. This additional error accounts for the time and position variation of the energy resolution. The result is summarized in Table 4.3. A deterioration of the energy resolution is evident in T-II and T-III, this is due to a reduction in scintillator light yield that occurred during successive purification cycles.

### 4.2.3 Energy scale parameters

The values of energy-scale parameters are determined from a joint fit of Equation 4.2 to the calibration data and events from cosmogenic and intrinsic-$\alpha$ radioactivity.
Table 4.3: Best-fit energy resolution parameters (Equation 4.4) for each of the data periods.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>T-I</th>
<th>T-II</th>
<th>T-III</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma_{E,0}$(MeV)</td>
<td>0.0056 ± 0.0008</td>
<td>0.0186 ± 0.0003</td>
<td>0.0177 ± 0.0007</td>
</tr>
<tr>
<td>$\sigma_{E,1}$(MeV)</td>
<td>0.0726 ± 0.0001</td>
<td>0.0755 ± 0.0001</td>
<td>0.0807 ± 0.0002</td>
</tr>
</tbody>
</table>

Table 4.4: Best-fit energy scale parameters for each of the data periods.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>T-I</th>
<th>T-II</th>
<th>T-III</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_0$</td>
<td>1.106 ± 0.038</td>
<td>1.08 ± 0.04</td>
<td>1.10 ± 0.05</td>
</tr>
<tr>
<td>$k_B$ (g/cm²/MeV × 10⁻²)</td>
<td>1.08 ± 0.06</td>
<td>1.07 ± 0.09</td>
<td>1.05 ± 0.08</td>
</tr>
<tr>
<td>$k_0$</td>
<td>0.74 ± 0.18</td>
<td>0.84 ± 0.18</td>
<td>0.63 ± 0.25</td>
</tr>
<tr>
<td>$k_C$</td>
<td>0.24 ± 0.09</td>
<td>0.28 ± 0.11</td>
<td>0.22 ± 0.12</td>
</tr>
</tbody>
</table>

Alphas from $^{212}$Po and $^{214}$Po decays can be tagged by their coincidence with the preceding $^{212}$Bi and $^{214}$Bi decays respectively. The $\alpha$ samples are important to constrain $k_B$ since the quenching effect is largest for $\alpha$ particles. The spallation product $^{12}$B is a source of electrons with energy up to 14 MeV which can be tagged by coincidence with muons [62]; $^{12}$B candidates are included to help constrain the Cherenkov parameter of the model. Although the effect of the energy resolution can be decoupled for the discrete ($\alpha, \gamma$) sources it is difficult to do this for the $^{12}$B sample. Therefore, when the joint fit is performed, $\sigma_{E,0}$ and $\sigma_{E,1}$ are included as free parameters but are constrained with a gaussian-penalty to the previously determined values. The best-fit values for the energy scale parameters are summarized in Table 4.4.

4.3 Summary and results

The best-fit energy scale conversion function (equation 4.2) for photons is shown in Figure 4.3 together with the conversion factors determined from the $\gamma$-calibration data. For events with multiple particles the conversion has to be applied to each particle individually and then summed. For this reason data for $^{60}$Co appears at $E_{\text{real}} = 1.25$ MeV which is the average energy of the two photons in the event; the data for $^{68}$Ge appears at $E_{\text{real}} = 0.511$ MeV. The conversion function for alphas and the conversion factors measured for intrinsic $^{210}$Po, $^{212}$Po and $^{214}$Po $\alpha$-samples are shown in Figure 4.4. Figures 4.5 and 4.6 show the conversion function for positrons and electrons respectively. Finally, Figure 4.7 shows the tagged-$^{12}$B candidate spectrum for T-I together with the predicted visible energy spectrum.
Figure 4.3: Energy scale conversion function for photons. The shaded band represents the width of the conversion factor distribution obtained by simultaneously and independently varying the energy-scale parameters within 3σ of the best-fit values. The data points are the conversion factors determined from each z-axis calibration run; $^{60}$Co and $^{68}$Ge appear at $E_{\text{real}} = 1.25$ MeV and 0.511 MeV respectively.
Figure 4.4: Energy scale conversion function for alphas. The meaning of the shaded band is given in the caption of Figure 4.3. The data points are the conversion factors determined from the $^{210}$Po, $^{212}$Po and $^{214}$Po alpha samples.
Figure 4.5: Energy scale conversion function for positrons. The meaning of the shaded band is given in the caption of Figure 4.3. By convention the positron visible energy is defined to include the contribution from the annihilation-\(\gamma\)s, therefore the function is only defined above 1.022 MeV.
Figure 4.6: Energy scale conversion function for electrons. The meaning of the shaded band is given in the caption of Figure 4.3.
Figure 4.7: Fit of the $^{12}$B visible energy spectrum predicted with the energy scale model to the $^{12}$B candidate event spectrum for T-I data, $\chi^2$/dof = 23/17.
Chapter 5

Antineutrino detection and sources at KamLAND

For the data set under study, the flux of antineutrinos at KamLAND is dominated by $\bar{\nu}_e$ produced at nearby nuclear reactors. This chapter covers the antineutrino detection method at KamLAND and how the expected reactor-$\bar{\nu}_e$ spectrum is determined.

5.1 Antineutrino detection via inverse beta decay

The inverse beta decay reaction,

$$\bar{\nu}_e + p \rightarrow e^+ + n,$$

is the most favorable reaction for detecting $\bar{\nu}_e$ at KamLAND. For the energies typical of reactor antineutrinos this is by far — by almost 100 fold — the most probable interaction in the LS. Furthermore, the prompt-delayed coincidence (PDC) pair signature of the positron and neutron offers excellent background suppression. Each PDC pair is described by the set of parameters $\bar{PDC} = (E_p, E_d, \vec{R}_p, \vec{R}_d, \Delta R, \Delta T, t)$, Table 5.1 summarizes the meaning of this notation. The prompt event of the pair is due to the positron which quickly desposits its kinetic energy in the LS and annihilates on an electron. The neutron undergoes radiative capture in the LS, the mean capture time is $207.5 \mu s$ (Chapter 6) and the radiated photon produces the delayed event. In 99.5% of cases the neutron captures on a proton, $n + p \rightarrow d + \gamma (2.223 \text{ MeV})$.

The inverse beta decay cross section is well known, the calculation by Vogel et al. [63,64] which includes recoil corrections of order $1/M$ ($M$ is the nucleon mass) is plotted in Figure 5.1. For the energy range shown, the function includes all corrections greater than 0.2%. The energy of the incident antineutrino ($E_{\bar{\nu}_e}$) is related to the
Table 5.1: Description of parameters that define a prompt-delayed coincidence pair.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_p$</td>
<td>Prompt event energy</td>
</tr>
<tr>
<td>$E_d$</td>
<td>Delayed event energy</td>
</tr>
<tr>
<td>$\vec{R}_p$</td>
<td>Prompt event position</td>
</tr>
<tr>
<td>$\vec{R}_d$</td>
<td>Delayed event position</td>
</tr>
<tr>
<td>$\Delta R$</td>
<td>Distance between prompt and delayed events</td>
</tr>
<tr>
<td>$\Delta T$</td>
<td>Time between prompt and delayed events</td>
</tr>
<tr>
<td>$t$</td>
<td>Global time assigned to PDC event pair</td>
</tr>
</tbody>
</table>

The positron energy ($E_{e^+}$) is given by

$$E_{\bar{\nu}_e} = E_{e^+} + \Delta M_{np} + \delta E_n$$

$$\approx E_p + \Delta M_{np} - m_e,$$

where $\Delta M_{np}$ is the difference between the neutron and proton mass (1.293 MeV), $m_e$ is the electron mass, $\delta E_n$ is the recoil energy of the neutron, and $E_p$ is the prompt event energy which we define to include the positron kinetic energy and the energy of both annihilation photons. The division of the available energy between the final state particles depends on the angular correlation between the incoming antineutrino and the outgoing positron. In KamLAND this angular correlation cannot be measured and this in principle degrades the resolution on $E_{\bar{\nu}_e}$. However, the effect is very small, $\delta E_n \approx \mathcal{O}(10\text{keV})$; ultimately the resolution on $E_{\bar{\nu}_e}$ is dominated by the reconstruction resolution of $E_p$ (Chapter 3). Assuming protons are at rest in the lab frame, the threshold for the inverse beta decay reaction is 1.806 MeV.

### 5.2 Reactor sources

It is convenient to divide the reactor sources into three categories according to how well their $\bar{\nu}_e$ spectrum is determined. The first category (R1) consists of commercial nuclear power reactors operating in Japan. The operators of these reactors kindly provide detailed data, such as thermal power output, fuel-enrichment, and enriched-fuel volume ratios, to the KamLAND collaboration which allows us to predict the $\bar{\nu}_e$ spectrum of these reactors with a systematic error of $\sim 3.5\%$. The second category (R2) is commercial power reactors operating in Korea, the spectrum of these reactors is estimated from publicly available data gathered by international regulatory agencies [65]. We assign a $\sim 10\%$ systematic error to this estimate. The final category (R3) is all other reactors, including distant power reactors and research reactors operating
in Japan and elsewhere. These are characterized by their specifications and publicly available data, we assign a 50% uncertainty to the R3 contribution. Although the uncertainties on R2 and R3 are relatively large their contributions to the flux at KamLAND, averaged over the data set, are only 3.4% and 1.0% respectively, thus they do not add significantly to the overall source uncertainty.

5.3 Calculation of the antineutrino spectrum of a reactor

Reactors are a very intense antineutrino source, approximately $10^{20}$ $\bar{\nu}_e$ from $\beta$ decay of fission products are produced per GJ thermal output. Only $\sim 25\%$ of these have energy above the inverse beta decay threshold [66]. In the following sections the steps to calculate the reactor antineutrino spectrum at KamLAND are described, we focus only on the part of the spectrum above the inverse beta decay threshold.

Figure 5.1: Inverse beta decay cross section [63].
The antineutrino rate above threshold per unit energy at time \( t \) of a reactor is

\[
\frac{dN(E, t)}{dt} = F(t) \sum_j f_j(t) \hat{S}_j(E, t) + \delta_{EQ}(E, t, dt_{\text{turn-on}}). \quad (5.4)
\]

The first term describes the contribution from fission products that have reached equilibrium. The function \( F(t) \) is the total fission rate at time \( t \), the index \( j \) labels the constituent isotopes of the reactor fuel, \( f_j(t) \) is the fraction of fissions at time \( t \) due to isotope \( j \), and \( \hat{S}_j(E) \) is the \( \bar{\nu}_e \) spectrum per fission of isotope \( j \). The index \( j \) runs over the four isotopes: \(^{235}\text{U}, ^{238}\text{U}, ^{239}\text{Pu}\) and \(^{241}\text{Pu}\) which produce more than 99.9% of fissions in a typical reactor [67]. The term \( \delta_{EQ} \) is a correction for out-of-equilibrium fission products, the importance of this term depends on how long the reactor has been running \((dt_{\text{turn-on}})\).

### 5.3.1 Spectrum normalization- \( F(t) \)

If the fission fractions are known the fission rate can be determined from the thermal power output of the core \((P_{\text{Th}})\)

\[
P_{\text{Th}}(t) = F(t) \sum_j f_j(t) \cdot \Delta E_j, \quad (5.5)
\]

where \( \Delta E_j \) is the energy released per fission of fuel isotope \( j \). The quantities \( f_j \) and \( \Delta E_j \) can be determined rather precisely, thus the uncertainty of \( F(t) \) is dominated by the uncertainty of \( P_{\text{Th}} \). For R1 reactors \( P_{\text{Th}} \) is determined from thermal power output measurements taken regularly by the reactor operators, the reported uncertainty of these measurements is 2%. For R2, \( P_{\text{Th}} \) is estimated from the electrical power output reported to regulatory bodies [65], the uncertainty in converting electrical power to thermal power is \( \sim 10\% \) [67]. An uncertainty of 50% is assumed for the R3 contribution.

### 5.3.2 Fission fractions - \( f_j(t) \)

Fission fractions can be calculated using detailed simulations that follow the microscopic processes in the core. Such detailed simulation of all 56 R1-cores is impractical, instead the collaboration adopted a simplified core model [68]. In [68] the authors use the results from detailed simulations of several reference cores to develop an effective model parametrized by the core burnup, fuel enrichment and enriched-fuel volume fractions to predict the time evolution of the fission rate of each fuel. As shown in Figure 5.2 the predictions for the fission rates using this model versus a detailed core simulation agree to within 1% after the third fuel cycle, the agreement is worse (2%) for cores in earlier fuel cycles. A fuel cycle typically lasts for one year, since most R1 cores started operation many years before KamLAND data taking began we adopt
Figure 5.2: The relative difference between the fission rate of the four main reactor fuels predicted by the simplified reactor model [68] and by a detailed simulation for a number of reference cores. The set of reference cores included cores in their first, second and third or later fuel cycles. The agreement between the simplified model and detailed simulation is best for cores at or beyond the third fuel cycle. The figure was reproduced with permission from [68].
1% as the additional uncertainty of the simplified model over the detailed simulation. The uncertainties of detailed core simulations were studied in [69]. Based on the difference between simulated and measured isotopic composition of the spent fuel the authors estimate an uncertainty of 0.9% in the fission fraction predictions. For R2 cores, detailed operation data is not available. The fission fraction as a function of burnup for a ‘typical reactor’ was assumed for these cores. The estimates for $f_j$ based on detailed simulation and typical-reactor data agree to within 10%.

### 5.3.3 Antineutrino spectrum per fission

The problem of calculating the antineutrino spectrum per fission for reactors has a long history dating back to 1949 [66]. The approaches in the literature fall into two categories: (i) the direct approach and (ii) the semi-empirical approach.

In the direct approach, fission-yield and nuclear-beta-decay data are used to directly calculate the sum of the antineutrino spectra of all $\beta$ decay branches in the decay chain of each fission product. Unfortunately the decay schemes of many relevant nuclei are not completely known and nuclear models, with often large uncertainties, must be used to supplement the nuclear data. The $\bar{\nu}_e$ spectra calculated by Vogel et al. [70] are an example of the direct approach and have uncertainties of $\sim 10\%$ (Figure 5.3).

In the semi-empirical approach, a particular fuel isotope is caused to fission by exposing it to an appropriate neutron flux for approximately one day. This is enough time for most of the fission products to come to equilibrium. The spectrum of electrons emitted from the sample is then measured and this $\beta$ spectrum is converted to an antineutrino spectrum. While this approach circumvents incompleteness of the nuclear decay data, the procedure for converting the total $\beta$-spectrum of many decays to a total $\bar{\nu}_e$-spectrum is not unique and introduces its own uncertainties.

The spectra for $^{235}\text{U}$ [71], $^{239}\text{Pu}$ and $^{241}\text{Pu}$ [72] have been estimated following the semi-empirical approach. For each fuel, a sample was exposed to a thermal neutron flux at the ILL research reactor and the spectrum of $\beta$'s emitted from the irradiated sample was measured, yielding a total $\beta$ spectrum $S_{\text{Tot,}\beta}(Y)$, where $Y$ specifies the irradiated fuel-type. The conversion procedure involves fitting a series of 30 virtual allowed-beta-decay spectra to $S_{\text{Tot,}\beta}(Y)$, yielding a set of 30 Q-values and branch-intensities ($I$):

$$S_{\text{Tot,}\beta}(Y) \rightarrow \begin{cases} 
\delta S_{1,\beta}(Q_1, I_1, Y), \\
\vdots \\
\delta S_{i,\beta}(Q_i, I_i, Y), \\
\vdots \\
\delta S_{30,\beta}(Q_{30}, I_{30}, Y) .
\end{cases} \quad (5.6)$$
Each virtual beta-spectrum $\delta S_{i,\beta}$ is converted to an antineutrino spectrum,

$$\delta S_{i,\beta}(Q_i, I_i, Y) \longrightarrow \delta S_{i,\bar{\nu}_e}(Q_i, I_i, Y). \quad (5.7)$$

Then the total antineutrino spectrum from the fission products of fuel $Y$ is taken as

$$S_{Tot,\bar{\nu}_e}(Y) = \sum_{i=1}^{30} I_i \cdot \delta S_{i,\bar{\nu}_e}(Q_i, I_i, Y). \quad (5.8)$$

To first order, the conversion (Equation 5.7) is based on the assumption that each branch has an allowed shape. However there are corrections to this shape that depend on the identity of the initial and final state nuclei, for example forbidden-ness corrections, radiative corrections, and finite nuclear size corrections [73]. Since the branches are imaginary, the decomposition (Equation 5.6) contains no information about the identity of parent and daughter nuclei; it is not obvious what properties to give the virtual fission fragments so that they reproduce the effects of the physical fission fragments in the final spectrum. The authors of [71] and [72] use corrections based on calculations averaged over the known physical fission fragments. Based on simulation they estimate the uncertainty introduced by the conversion procedure is $\sim 2.7\%$ (Figure 5.3) for $2\,\text{MeV} \lesssim E_{\bar{\nu}_e} \lesssim 8\,\text{MeV}$. The conversion algorithm used as well as some general perspectives on the semi-empirical approach are discussed in detail in [73].

For the KamLAND analysis the reactor spectrum (Equation 5.4) is evaluated using a semi-empirical spectrum for $^{235}\text{U}$ [71], $^{239}\text{Pu}$, and $^{241}\text{Pu}$ [72]; a direct-approach estimate for $^{238}\text{U}$ [70] is used. These spectra and their uncertainties are shown in Figure 5.3. To date there is no semi-empirical estimate of the $^{238}\text{U}$ $\bar{\nu}_e$-spectrum as the total electron spectrum of the fission fragments has not been measured; however work is underway to remedy this [74]. The choice of which approach to adopt for each fuel was investigated by the Bugey-3 short-baseline ($15\,\text{m}, 40\,\text{m}$) reactor neutrino experiment [27]. This collaboration recorded a large number ($1.2 \times 10^5$) of inverse beta decay events. Figure 5.4, reproduced from [27], shows the ratio of the measured positron spectrum for inverse beta decay candidates to the positron spectrum predicted by their detector simulation for three different input models of the incident $\bar{\nu}_e$-spectrum. The upper two panels, Model 1 [75] and Model 2 [76], use the direct-approach. The bottom panel, Model 3, uses the semi-empirical approach for $^{235}\text{U}$ [71], $^{239}\text{Pu}$ and $^{241}\text{Pu}$ [72], and the direct-approach calculation of [75] for $^{238}\text{U}$, this is the choice adopted for the KamLAND analysis. It is evident that the Bugey-3 data favors this choice.

The final term in Equation 5.4, $\delta_{EQ}$, is a correction for long-lived, out-of-equilibrium fission products such as $^{90}\text{Sr}$ ($T_{1/2} = 28.8\,\text{yr}$), $^{106}\text{Ru}$ ($T_{1/2} = 372\,\text{d}$), and $^{144}\text{Ce}$ ($T_{1/2} = 295\,\text{d}$). These are not included in the spectra per fission determined by the semi-empirical approach since the total $\beta$-spectrum in each case was measured after a
Figure 5.3: Antineutrino spectra and uncertainties. The left panel shows the antineutrino spectrum per fission for each of the four fuel isotopes. The $1\sigma$ spectrum uncertainty is shown in the right panel.

relatively short ($\sim 1$ day) exposure. To estimate the contribution to the $\bar{\nu}_e$ rate at any particular time, the history of the reactor operation and spent fuel storage over several years needs to be considered. From the data released by the R1-reactor operators we estimate that out-of-equilibrium fission products contribute $(0.6 \pm 0.3)\%$ of the total flux above the inverse beta decay threshold. The uncertainty of this quantity is large ($50\%$) since the operation data prior to the beginning of KamLAND is not available and the final locations of spent fuel after the initial $\sim 4$ years of storage at the reactor site is not known by the KamLAND collaboration. Almost all the fission products come into equilibrium within approximately 10 hours of reactor turn-on, the out-of-equilibrium fission products only affect the spectrum for $E_\nu < 3.5$ MeV [77].

5.3.3.1 New developments related to the antineutrino spectra per fission

Recently the question of the antineutrino spectra per fission has been revisited by Mueller et al [78]. Their approach can be considered a hybrid of the direct and semi-empirical approaches outlined above. They used up-to-date nuclear beta-decay databases to directly calculate, to the extent possible, the total beta spectrum expected from the fissions of each reactor fuel. For each fuel $Y$, we label this theoretical
Figure 5.4: Ratio of the positron spectrum from inverse beta decays measured at Bugey-3 to the prediction of the detector simulation for three different input $\bar{\nu}_e$-spectrum models. The errors on the data points are due to the statistical error on the measured and simulated positron spectra. The dotted lines are the quadratic sum of the model uncertainty and deformation when the the energy scale in the detector simulation is modified by $1\sigma$. Model 3, described in the main text, is similar to that adopted for the KamLAND analysis. This figure is reproduced with permission from [27].
\( \beta \)-spectrum \( S_{DB,\beta}(Y) \) and we write it as
\[
S_{DB,\beta}(Y) = \sum_i I_{i,DB}(Y) \sum_j w_j \delta S_{j,\DB,\beta}(Q_j, [A_j, Z_j]_{1,DB}, [A_j, Z_j]_{2,DB}) ,
\]
(5.9)
where the subscript \( DB \) is used to emphasize the spectrum is constructed from nuclear databases, the index \( i \) labels the fission fragments of \( Y \), \( I_{i,DB} \) is the relative yield of fragment \( i \), the index \( j \) labels the decay branches of fragment \( i \), \( w_j \) is the relative intensity of branch \( j \), \([A_j, Z_j]_{1,DB}\) and \([A_j, Z_j]_{2,DB}\) identify the initial and final nucleus of the branch. They then subtract this database-based spectrum from the measured total beta spectrum to produce a residual spectrum:
\[
\Delta S_{\Res,\beta}(Y) = S_{\Tot,\beta}(Y) - S_{DB,\beta}(Y) .
\]
(5.10)
This residual spectrum is then decomposed into 5 virtual branches:
\[
\Delta S_{\Res,\beta}(Y) \rightarrow \left\{ \begin{array}{l}
\delta S_{1,\vir,\beta}(Q_1, I_{1,\vir}, Y), \\
\vdots \\
\delta S_{5,\vir,\beta}(Q_5, I_{5,\vir}, Y), \\
\end{array} \right. 
\]
(5.11)
following a procedure similar to Equation 5.6. The subscript \( \vir \) has been added above to emphasize these branches are not physical decays. The physical and virtual component beta-spectra are then converted to antineutrino spectra:
\[
\delta S_{j,\DB,\beta} \longrightarrow \delta S_{j,\DB,\bar{\nu}_e} ,
\]
(5.12)
\[
\delta S_{i,\vir,\beta} \longrightarrow \delta S_{i,\vir,\bar{\nu}_e} .
\]
(5.13)
In the conversion of the database-based branches the identity of the initial and final state nuclei are known so the nucleus-dependent corrections can be applied on a branch-by-branch level. For the virtual branches averaged corrections are applied. The final total antineutrino spectrum is
\[
S_{\Tot,\bar{\nu}_e}(Y) = \sum_i I_{i,DB}(Y) \sum_j w_j \delta S_{j,\DB,\bar{\nu}_e} + \sum_{k=1}^{5} I_{k,\vir} \delta S_{k,\vir,\bar{\nu}_e} .
\]
(5.14)
The authors of [78] apply their hybrid-method to \(^{235}\text{U}\), \(^{239}\text{Pu}\) and \(^{241}\text{Pu}\); their spectrum for \(^{238}\text{U}\) is based solely on their direct calculation with up-to-date nuclear databases since no measurement of the total beta spectrum from \(^{238}\text{U}\)-fission is available. The shape and uncertainties of the resultant antineutrino spectra are similar to the existing estimates in [70], [71], and [72]; however the normalization of the hybrid spectra above \( \sim 1.8 \text{ MeV} \) is systematically higher, by \( \sim 3\% \), relative to those estimates.
In the following chapters the term \textit{default} or \textit{canonical} reactor-spectrum denotes the expected reactor antineutrino spectrum calculated using the old spectra-per-fission based on [70–72], the term \textit{new} or \textit{hybrid} reactor-spectrum will denote the spectrum calculated using [78]. The oscillation analysis using the canonical reactor-spectrum is the main focus of Chapter 7, the results using the hybrid reactor-spectrum are summarized in Appendix A.

5.4 Expected antineutrino flux at KamLAND

Finally, the expected incident antineutrino rate per unit energy at time \( t \) from reactors at KamLAND is

\[
\frac{dN_{KL}(E, t)}{dt} = \sum_{i}^{R1,R2,R3} \frac{1}{4\pi L_i^2} P_{\bar{\nu}_e \rightarrow \bar{\nu}_e}(E, L_i) \frac{dN_i}{dt},
\]  

(5.15)

where the index \( i \) labels the reactors and runs over the set (R1,R2,R3), \( L_i \) is the distance from the \( i^{th} \) reactor to KamLAND, \( P_{\bar{\nu}_e \rightarrow \bar{\nu}_e} \) is the antineutrino survival probability and \( dN_i/dt \) is the antineutrino spectrum of the \( i^{th} \) reactor defined in Equation 5.4. In the analysis both a two-flavor and three-flavor neutrino oscillation model are considered. For the two-flavor case the survival probability is (Equation 1.9)

\[
P_{\bar{\nu}_e \rightarrow \bar{\nu}_e}(E, L) = 1 - \sin^2 2\theta_{12} \sin^2 \theta_{13} \frac{1.27\Delta m^2_{21}[eV^2]L[m]}{E[MeV]};
\]

(5.16)

For the three-flavor case, invoking the fact that \( |\Delta m^2_{21}| \ll |\Delta m^2_{31}| \) the survival probability can be written

\[
P_{\bar{\nu}_e \rightarrow \bar{\nu}_e}(E, L) = \cos^4 \theta_{13} \cdot P_{\bar{\nu}_e \rightarrow \bar{\nu}_e}^{2\nu}(E, L) + \sin^4 \theta_{13}.
\]

(5.17)

Since \( \theta_{13} \) is known to be small only the lowest order terms in \( \sin \theta_{13} \) need be considered, in this limit we have

\[
P_{\bar{\nu}_e \rightarrow \bar{\nu}_e}(E, L) \simeq (1 - 2 \sin^2 \theta_{13}) \cdot P_{\bar{\nu}_e \rightarrow \bar{\nu}_e}^{2\nu}(E, L).
\]

(5.18)

5.5 Summary

We close this chapter with Table 5.2 which summarizes the systematic error on the expected reactor antineutrino spectrum at KamLAND.
Table 5.2: Summary of systematic uncertainty on the reactor spectrum at KamLAND.

<table>
<thead>
<tr>
<th>Source</th>
<th>Uncertainty</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of fissions ($F$)</td>
<td>2%</td>
</tr>
<tr>
<td>Fission fractions ($f_j$)</td>
<td>1.3%</td>
</tr>
<tr>
<td>Spectra per fission $\hat{S}_j$</td>
<td>2.5%</td>
</tr>
<tr>
<td>Total</td>
<td>3.5%</td>
</tr>
</tbody>
</table>
Chapter 6

Data reduction and event selection

This chapter describes the conditions or cuts applied to the data to select inverse beta decay candidate pairs. The cuts can be divided, loosely, into two categories: (i) level-I cuts which are motivated by the expected characteristics of inverse beta decay events and (ii) level-II cuts which are driven largely by the characteristics of the residual backgrounds after the level-I selection.

6.1 Run selection

The first step is to select the runs to be used in the analysis. A near-continuous detector monitoring effort is maintained so that any problems which might compromise data quality — for example a high voltage failure or a KamFEE card malfunction — can be identified and remedied as promptly as possible. Records of the detector status and any problems encountered are maintained and stored in an operations database for later reference. All the data is processed for event reconstruction, once this is complete a series of quality checks called diagnostics-checks are performed to search for unusual features in the data, for example a sudden change in the reconstructed event spectrum is often indicative of a high voltage power supply failure. Combining the diagnostics-checks with information from the operations database we build up a list of runs which are considered good runs for the final neutrino-oscillation analysis. The total live-time of the good-runs for the present study 1834 days.

6.2 Coincidence pair selection

Recall from Chapter 5 that each prompt-delayed coincidence (PDC) pair is characterized by six parameters $\overrightarrow{PDC} = (\Delta T, E_p, E_d, \vec{R}_p, \vec{R}_d, \Delta R, t)$ — Table 5.1. The range of values for these parameters expected for inverse beta decay pairs are presented in the following subsections.
6.2.1 Prompt-delayed time separation $\Delta T$

The time between the prompt and delayed events in each pair must be consistent with the mean neutron-capture time ($\tau_n$). Using a simple model for the KamLAND LS we expect $\tau_n$ in the range $206 \mu s < \tau_n < 216 \mu s$ [79]; however neutron calibration runs and spallation neutrons are used to estimate $\tau_n$ directly.

Reference PDC pair candidates are selected from the neutron-source data using the conditions given in Table 6.1. The $\Delta T$ distributions found for the PoC, moderated AmBe, and unmoderated AmBe sources\(^1\) are shown in panels (a)-(c) of Figure 6.1. We estimate $\tau_n$ for each source by fitting the function

$$F(x) = \frac{A}{\tau_n} e^{-x/\tau_n} + B$$  (6.1)

to the associated $\Delta T$ distribution. The parameter $A$ is a normalization constant and $B$ is a time-independent constant added to model background from uncorrelated pairs. The results of these fits are summarized in Table 6.3.

Cosmic-ray muons which spall neutrons are also a source of reference PDC pairs. In this case the parent muon forms the prompt event and subsequent captures of any spallation neutrons form the delayed event. Table 6.2 lists the spallation PDC pair selection conditions. If multiple neutrons are produced, multiple PDC pairs can be found, however only muons are accepted as prompt events. To avoid pile up, muons are required to be separated in time by at least 0.02 s. Only low-multiplicity muons are selected — muon multiplicity is defined as the number of triggers that occur within 2 ms after the muon. This cut is imposed to reduce systematic biases in vertex and energy reconstruction caused by electronics dead-time and noise which often follow high-multiplicity muons. The $\Delta T$ distribution of the selected PDC pairs is shown in panel (d) of Figure 6.1. Again, $\tau_n$ is estimated by fitting Equation 6.1 to this distribution; the fit range is restricted to the interval $500 \mu s < \Delta T < 1500 \mu s$. At earlier times post-muon electronics-noise can degrade the energy and position reconstruction and results in a time-dependent neutron tagging efficiency. Deviation of the observed $\Delta T$ distribution from the expected exponential form is evident for $\Delta T < 500 \mu s$ in Figure 6.1-(d). The result of the fit is shown in Table 6.3.

The average value of the four estimates of $\tau_n$ ($\tau_n = 207.7 \pm 1.0 \mu s$) is adopted in the analysis, we impose the cut $0.5 \mu s < \Delta T < 1500 \mu s$ for inverse beta decay pair candidates. Based on our estimate of $\tau_n$ the efficiency of this cut is $99.7 \pm 0.4\%$.

6.2.2 Prompt energy selection $E_p$

Figure 6.2 shows the positron or prompt visible energy spectrum expected based on the best-fit energy scale model and an unoscillated reactor antineutrino flux at Kam-

\(^1\)The moderated (unmoderated) AmBe source refers to the source with (without) the 3cm thick polyethylene outer-capsule.
Table 6.1: PDC pair selection conditions for neutron calibration data.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Cut</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_p$</td>
<td>$2.0 \text{ MeV} &lt; E_p &lt; 6.0 \text{ MeV}$</td>
</tr>
<tr>
<td>$E_d$</td>
<td>$2.2 \text{ MeV} &lt; E_d &lt; 2.6 \text{ MeV}$</td>
</tr>
<tr>
<td>$\Delta R$</td>
<td>$\Delta R &lt; 1.0 \text{ m}$</td>
</tr>
<tr>
<td>$\Delta T$</td>
<td>$30 \mu s &lt; \Delta T &lt; 1500 \mu s$</td>
</tr>
<tr>
<td>Source position</td>
<td>within 2 m of center</td>
</tr>
<tr>
<td>$\vec{R}_p$, $\vec{R}_d$</td>
<td>within 2 m of the source</td>
</tr>
<tr>
<td>Reconstruction status</td>
<td>good</td>
</tr>
</tbody>
</table>

Table 6.2: Spallation PDC pair selection conditions.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Cut</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prompt event</td>
<td>Must be tagged as a muon</td>
</tr>
<tr>
<td>Time between muons</td>
<td>$&gt; 0.02 \text{ s}$</td>
</tr>
<tr>
<td>Muon multiplicity</td>
<td>$&lt; 10$</td>
</tr>
<tr>
<td>$\Delta T$</td>
<td>$30 \mu s &lt; \Delta T &lt; 1500 \mu s$</td>
</tr>
<tr>
<td>$\vec{R}_d$</td>
<td>$</td>
</tr>
<tr>
<td>$E_d$</td>
<td>$2.2 \text{ MeV} &lt; E_d &lt; 2.6 \text{ MeV}$</td>
</tr>
<tr>
<td>Delayed reconstruction status</td>
<td>good</td>
</tr>
</tbody>
</table>

Table 6.3: Best-fit mean neutron-capture time for multiple sources; Sig is the normalization estimator to be identified with A in Equation ??, $\tau$ is estimator for $\tau_n$ and Bkg is the estimator for the background, B.

<table>
<thead>
<tr>
<th>Source</th>
<th>Best-fit $\tau_n$ ($\mu s$)</th>
<th>$\chi^2/ndf$</th>
</tr>
</thead>
<tbody>
<tr>
<td>AmBe (Moderated)</td>
<td>$208.5 \pm 1.9$</td>
<td>98/94</td>
</tr>
<tr>
<td>AmBe (Unmoderated)</td>
<td>$206.2 \pm 2.0$</td>
<td>98/94</td>
</tr>
<tr>
<td>PoC</td>
<td>$208.1 \pm 2.7$</td>
<td>83/94</td>
</tr>
<tr>
<td>Spallation</td>
<td>$208.3 \pm 2.4$</td>
<td>114/97</td>
</tr>
<tr>
<td>Weighted average</td>
<td>$\tau_n = 207.7 \pm 1.0 \mu s$</td>
<td></td>
</tr>
</tbody>
</table>
Figure 6.1: Distribution of $\Delta T$ for PDC pairs selected from: (a) PoC, (b) Moderated AmBe, (c) Unmoderated AmBe, and (d) spallation neutron sources. The solid line is the best-fit model of the data.
LAND; most prompt events are expected to reconstruct between $\sim 1$ MeV and $\sim 10$ MeV.

![Expected prompt positron spectrum for an unoscillated reactor flux at KamLAND. The dashed vertical line indicates the $E_p$ selection threshold used in the analysis.](image)

**Figure 6.2:** Expected prompt positron spectrum for an unoscillated reactor flux at KamLAND. The dashed vertical line indicates the $E_p$ selection threshold used in the analysis.

To select inverse beta decay candidates we adopt the cut $0.9 \text{ MeV} < E_p < 20.0 \text{ MeV}$. The upper limit, which extends well beyond the maximum expected for inverse beta decay positrons, is chosen to have a signal-free window to study backgrounds with prompt visible-energy spectra that extend beyond $\sim 10$ MeV. The lower limit is driven by the DAQ trigger threshold. Ultimately the efficiency of this cut depends on the shape of the prompt positron visible energy spectrum which in turn is a function of the oscillation and detector-response parameters. Thus the relevant efficiency is calculated during the final oscillation-parameter fit. For reference, the efficiency assuming an unoscillated reactor flux with the T-I detector response is $99.97 \pm 0.02 \%$ — the uncertainty comes mainly from the uncertainty of the detector response model.

### 6.2.3 Delayed energy selection $E_d$

The neutron produced in inverse beta decay thermalizes and captures radiatively on a proton, producing a 2.224 MeV photon, or on $^{12}$C releasing a 4.448 MeV photon.
From the relative abundances of \( p \) and \( ^{12}\text{C} \) in the LS and the thermal capture cross sections we expect 99.5% of neutrons to undergo \( np \)-capture \[79\]. We choose to ignore \( n^{12}\text{C} \) captures and apply the cut \( 2.0 \text{ MeV} < E_d < 2.8 \text{ MeV} \) to select candidates. From the detector response model we expect the \( np \)-capture photon to reconstruct with mean visible energy \( \langle E_{\text{vis}} \rangle \simeq 2.35 \text{ MeV} \) and resolution \( \sigma \simeq 0.11 \text{ MeV} \). Table 6.4 lists the efficiency to accept an \( np \)-capture photon for each data period. The increase in uncertainty for periods T-II and T-III is due to poorer energy resolution and larger energy scale uncertainty for these periods.

<table>
<thead>
<tr>
<th>Data period</th>
<th>T-I</th>
<th>T-II</th>
<th>T-III</th>
</tr>
</thead>
<tbody>
<tr>
<td>( E_d ) efficiency (%)</td>
<td>99.87 ± 0.06</td>
<td>99 ± 1</td>
<td>98 ± 2</td>
</tr>
</tbody>
</table>

### 6.2.4 Prompt-delayed spatial separation (\( \Delta R \))

PDC pairs from neutron calibration data are used to estimate the PDF for \( \Delta R \). Pairs are selected as per Table 6.1 but the \( \Delta R \) and \( \vec{R}_d \) cuts are relaxed. The PDFs for AmBe and PoC data are shown in panels (a) and (b) of Figure 6.3. For both sources we find that \( \sim 99\% \) of PDC pairs have \( \Delta R < 1.6 \text{ m} \); we adopt this cut for inverse beta decay candidate selection. The \( \Delta R \)-PDF shape for neutron-source pairs and antineutrino-induced pairs are not expected to be identical. The shape is governed by the resolution of the vertex reconstruction and the range of the prompt and delayed particles in the LS. In the case of AmBe for example, the prompt event comes mostly from a combination of neutron scattering and a prompt \( \sim 4.4 \text{ MeV} \) photon; for antineutrinos the prompt event is from stopping and annihilation of a positron. To estimate the difference in shape of the \( \Delta R \)-PDF between these cases a sample of inverse beta decay events from antineutrinos with incident kinetic energy ranging from 2.0 MeV to 10.0 MeV was simulated using Geant4 \[80\]. For each event, waveform data was generated and processed with the standard reconstruction software. Similarly, samples of PoC and AmBe PDC-pairs were generated. For the subsequent discussion we adopt the notation \( \Delta R_{\text{source}} \) to refer to a particular \( \Delta R \) construction, so for example \( \Delta R_{\text{sim AmBe}} \) is the \( \Delta R \) PDF from the AmBe simulation and \( \Delta R_{\text{Data PoC}} \) is from the PoC data. The results for the simulations, \( \Delta R_{\text{sim AmBe}} \) and \( \Delta R_{\text{sim PoC}} \), are shown in panels (c) and (d) respectively of Figure 6.3. All four \( \Delta R \) PDFs yield consistent estimates for the \( \Delta R \) cut efficiency (Table 6.5), the average of the PoC- and AmBe-data results (\( \xi_{\Delta R} = 98.8 \pm 0.6\% \)) is adopted. The ratios of \( \Delta R_{\text{Data AmBe}} \) to \( \Delta R_{\text{sim AmBe}} \) and of \( \Delta R_{\text{sim PoC}} \) to \( \Delta R_{\text{sim AmBe}} \) are shown in Figure 6.4. The ratio \( \Delta R_{\text{sim PoC}} / \Delta R_{\text{sim AmBe}} \) indicates that \( \bar{\nu}_e \)-pairs tend to reconstruct closer together than AmBe pairs, as expected since the prompt
Figure 6.3: $\Delta R$ for PDC pairs from (a) AmBe data, (b) PoC data, (c) AmBe simulation and (d) $\bar{\nu}_e$ simulation. The dashed vertical line indicates the $\Delta R$ cut adopted in the analysis.
Figure 6.4: Ratio of the $\Delta R$ PDFs for different PDC sources. The upper plot is AmBe-data/AmBe-simulation, the lower plot is $\bar{\nu}_e$-simulation/AmBe-simulation.
particle for AmBe has a longer range than the prompt particle for $\bar{\nu}_e$. However, the ratio $\Delta R_{\text{Data}}^{\text{AmBe}} / \Delta R_{\text{sim}}^{\text{AmBe}}$ indicates that the simulation tends to underestimate the fraction of pairs with shorter $\Delta R$ relative to the data. We use the different $\Delta R$ PDFs to estimate the systematic error from assuming that $\bar{\nu}_e$-data pairs and AmBe-data pairs follow the same $\Delta R$ distribution.

Table 6.5: Efficiency of $\Delta R$ cut for different sources of PDC pairs.

<table>
<thead>
<tr>
<th>Source</th>
<th>Efficiency of $\Delta R$ cut (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AmBe (data)</td>
<td>98.7 ± 0.5</td>
</tr>
<tr>
<td>PoC (data)</td>
<td>99.1 ± 0.7</td>
</tr>
<tr>
<td>AmBe (sim)</td>
<td>99.2 ± 1.0</td>
</tr>
<tr>
<td>Inverse $\beta$ decay (sim)</td>
<td>99.5 ± 0.3</td>
</tr>
</tbody>
</table>

6.2.5 Prompt event and delayed event position ($\vec{R}_p, \vec{R}_d$)

To avoid background from radioactive contaminants on the balloon and support ropes we reject PDC pairs for which either the prompt or delayed event reconstruct with a radius greater than 6.0 m. The volume defined by the $\vec{R}_p < 6.0$ m cut is called the fiducial volume and the fraction of exposure remaining after this cut is called the fiducial-volume fraction (FVF). We estimate FVF from calibration data and the reconstructed vertex distribution of tagged spallation $^{12}$B. We expect $^{12}$B to be produced uniformly in the LS, thus the fraction of $^{12}$B candidates that reconstruct inside the fiducial volume provides an estimate of FVF. The results are listed in Table 6.6, for comparison we note the nominal value of FVF, assuming a truly spherical volume and ignoring vertex reconstruction error, is 0.786. The estimates for period T-II and T-III have larger uncertainties than that of T-I. This is because spallation data alone were used to estimate FVF for T-II and T-III; T-I benefited from a full-volume calibration campaign which allowed the systematic biases throughout most of the analysis volume to be measured$^2$.

Table 6.6: Fiducial volume fraction.

<table>
<thead>
<tr>
<th>Data period</th>
<th>T-I</th>
<th>T-II</th>
<th>T-III</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fiducial volume fraction</td>
<td>0.741 ± 0.018</td>
<td>0.772 ± 0.035</td>
<td>0.793 ± 0.045</td>
</tr>
</tbody>
</table>

$^2$A new full volume calibration applicable to T-II and T-III has recently been performed and will be incorporated into a future analysis.
The efficiency associated with the $\vec{R}_d$ cut is called the *edge-efficiency*, pairs near the edge of the fiducial volume will not be tagged if the delayed event reconstructs outside the volume defined by $\vec{R}_d < 6.0$ m. A toy Monte-Carlo was used to estimate this efficiency: a large number of pairs was generated, the prompt event vertices were generated uniformly inside a 6-m sphere, for each prompt vertex $\vec{R}_p$, a delayed vertex $\vec{R}_d$ was generated with the constraint that the spatial separation follow the nominal $\Delta R$-PDF $- \Delta R_{data}$. The edge-efficiency is taken as

$$\xi_{\text{Edge}} = \frac{N_{\vec{R}_p + \Delta R + \vec{R}_d}}{N_{\vec{R}_p + \Delta R}},$$

(6.2)

where the denominator is the number of pairs that satisfy the $\vec{R}_p$ and $\Delta R$ cuts and the numerator is the number of pairs that satisfy the $\vec{R}_p$, $\Delta R$ and $\vec{R}_d$ cuts. The result depends on the shape of the PDF used; to estimate the systematic error due to the $\Delta R$-shape uncertainty and vertex reconstruction biases the calculation was repeated with different choices of the $\Delta R$ PDF $- \Delta R_{Sim}^{AmBe}$, $\Delta R_{Data}^{PoC}$ and $\Delta R_{Sim}^{\bar{\nu}e}$. Additionally, each calculation was repeated by biasing the previously uniform prompt position according to the vertex reconstruction bias functions determined from calibration data (Chapter 4). The systematic error of the efficiency is taken as the RMS of the resulting estimates. Figure 6.5 shows the efficiency curves for several such simulations. The efficiency is $\xi_{\text{Edge}} = 92.6 \pm 0.5 \%$.

### 6.2.6 Trigger threshold efficiency

The DAQ NSumMax trigger threshold introduces an effective energy threshold. The relationship between NSumMax and visible energy is position and energy dependent, since NSumMax is the number of PMTs that received at least one hit in an event while visible energy is based on the number of photoelectrons observed in the event. Figure 6.6 shows the prompt- and delayed- trigger threshold settings as a function of run date for the data set.

The delayed-trigger threshold was at or below NSumMax = 120 for all good-runs. From neutron calibration data we find the NSumMax distribution of np-capture events is well modeled by a gaussian function. The mean NSumMax is in the range $430 \lesssim \mu_{NSUM} \lesssim 520$, where the lower value is found for data collected close to the fiducial volume boundary at $Z = \pm 6.0$ m and the upper value is found when the source is at the detector center; the typical width these distributions is $\sigma_{NSUM} \simeq 25$. Therefore the probability for an np-capture to generate NSumMax less than 120 and thus fail to trigger the DAQ is vanishingly small.

The prompt threshold was set at NSumMax = \{200, 180, 200, 80, 90 and 70\} at various times during the data taking period. Calibrations with $^{68}$Ge are a source

---

3NSumMax is the maximum value of NSum recorded during a $\sim 300$-ns-long event window.
of positron annihilation gammas which together reconstruct with visible energy close to the 0.9 MeV cut threshold. The mean NSumMax of $^{68}\text{Ge}$ events is in the range $190 \lesssim \mu_{^{68}\text{Ge}} \lesssim 240$, where the lower value is at the fiducial volume edge and the upper value is at the detector center; the NSumMax width for these events is $\sigma_{^{68}\text{Ge}} \simeq 18$. Therefore, at prompt-trigger thresholds of 70, 80 and 90 the probability not to trigger on an event with $E_p \geq 0.9$ MeV is negligible. However for the threshold of 200 or 180 the efficiency is non-trivial. For both of these cases we use delayed-trigger events to investigate the efficiency; we take
\[
\xi_{\text{trig}}(E) = \frac{\int_{E-0.1}^{E+0.1} S_{d+p}(E')dE'}{\int_{E-0.1}^{E+0.1} S_d(E')dE'}, \tag{6.3}
\]
where $S_d$ is the visible-energy spectrum of events that satisfy the delayed trigger (NSumMax $\geq 120$) and $S_{d+p}$ is the subset of $S_d$ that also satisfy the prompt-trigger threshold. To study the position dependence of this efficiency the fiducial volume was divided into 10 concentric spherical shells and Equation 6.3 was evaluated for the events in each shell. The efficiency curves for data period T-I and T-II are shown in

Figure 6.5: Fiducial volume edge efficiency curves, where the efficiency is the fraction of events which passing the $R_p$ and $\Delta R$ cut which also pass the $R_d$. Each curve is calculated from a simulation with a difference choice of the $\Delta R$ PDF, and with and without application of the measured vertex reconstruction biases.
the upper two panels of Figure 6.7 — for clarity the 10 volumes are rebinned into five volumes. For period T-III the prompt trigger threshold was low enough that the efficiency is 100%. Variation of the efficiency with event position is evident — as expected the outer-most volume is the most inefficient.

Equation 6.3 may over estimate the prompt-trigger efficiency unless the delayed trigger is 100% efficient at the prompt-energy threshold. The delayed-trigger efficiency as a function of visible energy is studied using *background runs*. These are special runs taken with very low trigger thresholds — typically NSumMax = 30, which corresponds to a visible energy threshold of about 0.1 MeV. Following similar reasoning as above, the efficiency of the delayed trigger is estimated by comparing the spectrum of all background triggers to the spectrum of background triggers that also pass the delayed-NSumMax threshold. The bottom panel of Figure 6.7 shows the result of this study, for simplicity only the efficiency for the outermost shell — the most inefficient — is shown for each data period. The delayed trigger is found to be 100% efficient at the prompt-energy threshold.

### 6.2.7 Reconstruction status efficiency

The events in each pair are required to have valid reconstruction status. We estimate the efficiency of this cut as a function of NSumMax using the fraction of
events that reconstruct successfully — more explicitly,

\[ \xi_{\text{RECON}}(x) = \frac{\int_{x-\Delta x}^{x+\Delta x} N_{\text{good-RECON}}(x')dx'}{\int_{x-\Delta x}^{x+\Delta x} N_{\text{all-RECON}}(x')dx'}, \quad (6.4) \]

where \( N_{\text{all-RECON}} \) and \( N_{\text{good-RECON}} \) are the NSumMax spectra of all reconstructed events and of well-reconstructed events respectively.

Natural radioactivity in the detector provides a large sample of physical events contained in the LS with NSumMax ranging from the trigger threshold up to \( \sim 450 \), this corresponds to visible energy up to about \( 2.0 \sim 2.5 \text{MeV} \) depending on the position of the event in the LS. Figure 6.8 shows the efficiency curves from low-NSum data for each of the periods T-I, T-II and T-III. Events expected to have poor reconstruction performance are excluded from this study if they can be tagged independently of their vertex information — for example events within 2 ms of muons or events within 100 \( \mu s \) of forced acquisition triggers.

For most of the spectrum the efficiency is better than 99%. Beyond NSum \( \simeq 450 \) the efficiency starts to fall, these higher energy events are expected to come mostly from \( ^{208}\text{Tl} \) on the balloon or outside LS volume. The reconstruction algorithms are not well tested on these peripheral events. For period T-II there is a sharp decrease of the efficiency for events with NSumMax below \( \sim 240 \). This was found to be due to spurious TQs on some PMTs. When the T-II data was processed this problem had not been identified. The reconstruction algorithms were updated to correct for this in time for T-III data processing. To estimate the reconstruction efficiency for higher energy events \(^{12}\text{B} \) spallation candidates were used. The efficiency is estimated following Equation 6.4 using the NSumMax spectra of \(^{12}\text{B} \) candidates. Figure 6.9 shows the resulting efficiency curves for each data period, the efficiency is better than 98% over the NSumMax range.
Figure 6.7: Trigger efficiency as a function of visible energy for prompt and delayed triggers. The prompt-energy threshold of the analysis is indicated by the vertical dashed line.
Figure 6.8: Good reconstruction cut efficiency estimated from singles events for each data period.
Figure 6.9: Good reconstruction cut efficiency estimated from $^{12}$B candidates for each data period.
Having outlined the level-I candidate selection cuts we now proceed to describe the backgrounds. Additional cuts, to further reduce the backgrounds, called the level-II cuts will be introduced as we proceed.

6.3 Accidental background

Accidental background refers to PDC pairs made up of uncorrelated events that happen to pass the level-I cuts. To measure this background, pairs are selected according to the level-I cuts except the $\Delta T$ condition is replaced with the requirement that $10 \, \text{s} < \Delta T < 20 \, \text{s}$. This choice excludes pairs containing truly correlated neutrons and allows accumulation of a large sample of accidental pairs. The accidental background level expected in the $\bar{\nu}_e$-candidate sample is then found by scaling for the relative lengths of the accidental- and $\bar{\nu}_e$-$\Delta T$ windows.

![Figure 6.10: Accidental background rate and expected reactor signal rate — for an unoscillated reactor-flux — as a function of time. For the accidentals study the data is divided into 6 periods: P1, · · · , P6; the vertical lines mark the boundaries of these periods.](image)

Figure 6.10 shows the resultant accidental rate in the fiducial volume as a function of run date, for comparison the expected signal rate due to the reactor flux described in Chapter 5 (without oscillation) is also shown. The accidental rate shows some time dependence, to exploit this in the analysis the data set is coarsely divided into 6 periods, denoted P-1, P-2, · · · , P-6. The period boundaries are delineated in Figure 6.10. The large changes can be traced to changes in the trigger settings and radiopurity of the LS, for example the increase in rate during P-2 is due to reduction...
of the prompt-trigger threshold from \( \text{NSumMax}=200 \) to 180, the rate of low-energy events triggering the DAQ consequently increased resulting in more accidental pairs with low \( E_p \). The decrease in late 2007 is due to LS purification, sources of low-energy background such as \(^{210}\text{Bi} \) were removed from the LS resulting in a lower accidental-coincidence rate.

It is evident from Figure 6.10 that accidental background after the level-I cuts is several times larger than the expected signal. However it is advantageous to compare how accidental pairs and signal-like pairs populate PDC parameter space. For example, referring to Figure 6.11, one can see that accidental pairs are more likely to occur with large \( \vec{R}_p \) and large \( \Delta R \) than signal-like pairs. The accidental PDFs in this figure were constructed from the accidental sample described above and the signal-like PDFs were constructed using a simple simulation. In this simulation \( E_p \) is generated assuming the positron visible-energy spectrum from inverse beta decay induced by the expected (without oscillation) reactor-flux, \( E_d \) is drawn from a gaussian PDF with a mean and width determined by the energy of the neutron capture gamma and the energy-scale model, \( \vec{R}_p \) follows a uniform spherical distribution, \( \vec{R}_d \) is generated using \( \Delta R_{\text{AmBe}} \), and \( \Delta T \) follows an exponential distribution parametrized by \( \tau_n \).

We can divide the space spanned by \((E_p, E_d, \vec{R}_p, \vec{R}_d, \Delta R)\) into sub-volumes and categorize them according to how likely an accidental pair is to populate a given sub-volume versus the expected likelihood for a signal-like pair to populate this volume. To that end we introduce a parameter called the likelihood-asymmetry \( (A) \). Let \((\xi_0, \Delta T_0)\) denote a point in PDC parameter space, the likelihood asymmetry of the sub-volume containing \((\xi_0, \Delta T_0)\) is

\[
A(\xi_0, \Delta T_0) \equiv \frac{P_{\bar{\nu}_e}(\xi_0, \Delta T_0) - P_{\text{Acc}}(\xi_0, \Delta T_0)}{P_{\bar{\nu}_e}(\xi_0, \Delta T_0) + P_{\text{Acc}}(\xi_0, \Delta T_0)}, \tag{6.5}
\]

where \(P_{\bar{\nu}_e}(\xi_0, \Delta T_0)\) is the probability that a \( \bar{\nu}_e \)-like pair occurs with PDC parameters \((\xi_0, \Delta T_0)\) and likewise for \( P_{\text{Acc}} \). No correlation is observed between \( \Delta R \) and \( \Delta T \) in neutron calibration runs so one can write

\[
P_{\bar{\nu}_e}(\xi_0, \Delta T_0) = P_{\bar{\nu}_e}(\xi_0) \times \frac{1}{\tau_n} e^{-\Delta T/\tau_n}, \tag{6.6}
\]

and

\[
P_{\text{Acc}}(\xi_0, \Delta T_0) = P_{\text{Acc}}(\xi_0) \times \frac{1}{W_{\Delta T}}, \tag{6.7}
\]

\(^4\)The advantage of the simple simulation over the full Geant4-based simulation is that large samples can be generated relatively quickly and agreement with the detector response can be enforced by using measured response functions. Moreover it is straightforward to vary the parameters of the response functions and regenerate the sample.
Figure 6.11: PDFs for each of the PDC selection parameters: $E_p$, $E_d$, $R_p$, $R_d$, $\Delta R$, and $\Delta T$ for P-6. The red (dashed) curves are for accidentals, the black (solid) curves are for $\bar{\nu}_e$-like pairs.
where $W_{\Delta T}$ is the width of the $\Delta T$ window used in the analysis (1499.5 P $\mu$s). For both accidental and simulated-$\bar{\nu}_e$ pairs we approximate $P(\xi_0)$ as the fraction of pairs that populate the sub-volume of $\xi$-space containing $\xi_0$:

$$P_{\text{Acc}}(\xi_0) \approx \frac{N_{\text{Acc}}(\xi_0 \pm \Delta \xi)}{N_{\text{Tot}}^{\text{Acc}}} \quad \text{and} \quad P_{\bar{\nu}_e}(\xi_0) \approx \frac{N_{\bar{\nu}_e}(\xi_0 \pm \Delta \xi)}{N_{\bar{\nu}_e}^{\text{Tot}}}. \quad (6.8)$$

$P_{\text{Acc}}$ is estimated from the accidental sample, and $P_{\bar{\nu}_e}$ is estimated from the simulated-$\bar{\nu}_e$ sample. In both cases the sample size is large, $N_{\text{Tot}}^{\text{Acc}} > 10^7$, so the statistical error is small; the systematic error will be addressed later.

With this prescription in hand we partition $\xi$-space into sub-volumes and calculate $P_{\text{Acc}}$ and $P_{\bar{\nu}_e}$ for each volume; the partition is outlined in Table 6.7. An asymmetry can then be assigned to any candidate pair according to the sub-volume of $\xi$-space it populates and the $\Delta T$ value of the pair. Figure 6.12 shows the $A$ distributions for accidental and simulated-$\bar{\nu}_e$ pairs for four different ranges of $E_p$. By construction accidentals predominately occupy sub-volumes with negative $A$ and $\bar{\nu}_e$-like pairs tend to occupy volumes with positive $A$. By cutting sub-volumes with large accidental content but small signal-like content we can improve the signal-to-accidental-background ratio.

To choose which sub-volumes to cut we introduce the following figure-of-merit which is based on the statistical significance of the expected remaining $\bar{\nu}_e$-signal level,

$$\mathcal{FOM}(A, E_p) = \frac{\Sigma_{\bar{\nu}_e}(A, E_p)}{\sqrt{\Sigma_{\bar{\nu}_e}(A, E_p) + \Sigma_{\text{Acc}}(A, E_p)}}. \quad (6.9)$$

The quantity $\Sigma_{\bar{\nu}_e}(A' \mid E_p')$ is the expected number of $\bar{\nu}_e$-signal events with $A > A'$, summed over all the sub-volumes of PDC-space that contain pairs with $E_p = E_p'$ (Table 6.7); the term $\Sigma_{\text{Acc}}(A' \mid E_p')$ is similarly defined. The figure-of-merit depends on the relative normalization of the accidental and simulated-$\bar{\nu}_e$ samples. In the analysis the $\bar{\nu}_e$ sample is normalized to the number candidates expected from the reactor-flux.
Figure 6.12: Likelihood asymmetry for accidental and simulated-\(\bar{\nu}_e\) pairs for four prompt-energy intervals. The red (dashed) curve is for accidentals, the black (solid) is for \(\bar{\nu}_e\)-like pairs.
(without oscillation) described in Chapter 5. Figure 6.13 shows the figure-of-merit and signal selection efficiency for four different intervals of $E_p$. For each bin in $E_p$ and each period P-1, P-2, · · ·, P-6, the cut threshold ($A_{\text{Cut}}(E_p)$) is chosen to maximize $\mathcal{FOM}$, and pairs with $A(E_p) < A_{\text{Cut}}(E_p)$ are rejected. Referring to Figure 6.13, one can see that for low $E_p$, due to the high accidental-rate, $\mathcal{FOM}$ is only maximized near $A = +1$, with a signal selection efficiency of $\sim 50\%$. As one moves to higher $E_p$, the accidental-background rate decreases and the cut becomes increasingly efficient for signal. The expected accidental-background levels with and without the $A$-cut applied are summarized in Table 6.8. An almost 50-fold reduction of the background level is achieved with only 3% loss in expected signal.

The efficiency of the $A$-cut to select signal-like pairs is estimated using the simple simulation and the results are shown for each period in Figure 6.14. The improvement in efficiency for P-5 and P-6 is due LS purification. Beyond $E_p = 4.0$ MeV the efficiency is 100% for all periods. To estimate the systematic uncertainty due to vertex reconstruction biases, the $\Delta R$-shape and energy-scale uncertainties, the simulation

---

**Figure 6.13**: Examples of signal selection efficiency (red curve, left axis) and figure-of-merit (blue curve, right axis) versus likelihood asymmetry for 4 different prompt-energy intervals.
Table 6.8: Expected number of candidates from accidental coincidences in the $\bar{\nu}_e$ candidate sample after just the level-I cuts and after both the level-I and -II cuts.

<table>
<thead>
<tr>
<th>Period</th>
<th>Level-I</th>
<th>Level-I + II</th>
</tr>
</thead>
<tbody>
<tr>
<td>P-1</td>
<td>1101.0 ± 0.4</td>
<td>22.80 ± 0.06</td>
</tr>
<tr>
<td>P-2</td>
<td>912.6 ± 0.4</td>
<td>14.40 ± 0.05</td>
</tr>
<tr>
<td>P-3</td>
<td>909.3 ± 0.4</td>
<td>15.86 ± 0.05</td>
</tr>
<tr>
<td>P-4</td>
<td>890.4 ± 0.4</td>
<td>15.41 ± 0.05</td>
</tr>
<tr>
<td>P-5</td>
<td>448.5 ± 0.3</td>
<td>5.88 ± 0.03</td>
</tr>
<tr>
<td>P-6</td>
<td>415.4 ± 0.2</td>
<td>8.90 ± 0.04</td>
</tr>
<tr>
<td>Total</td>
<td>4677.3 ± 0.8</td>
<td>83.2 ± 0.1</td>
</tr>
</tbody>
</table>

was repeated with different choices of the $\Delta R$ PDF, with and without application of the measured vertex reconstruction bias functions, and with the energy scale parameters perturbed within their uncertainties. Figure 6.15 shows the relative change in the efficiency for a number of such simulations for P-6. Similar results are found for the other 5 periods. The efficiency changes by at-most 0.8%, this value is taken as the systematic uncertainty on the level-II cut efficiency.
Figure 6.14: Efficiency to select a PDC pair as a function $E_p$ with the level-II cut for each accidental period; the efficiency is only valid for pairs that populate $(E_d, R_p, R_d, \Delta R, \Delta T)$ space in the same way as $\bar{\nu}_e$-like pairs.

Figure 6.15: Relative change in the level-II cut efficiency as a function of $E_p$ found by varying the input PDFs of the efficiency calculation.
6.4 Alpha-\(n\) background

Alpha-\(n\) reactions are a source of fast neutrons which form a background for \(\bar{\nu}_e\) detection. Figure 6.16 shows the \(\alpha-n\) cross section weighted by the number of target nuclei for the most numerous targets in the LS [81], below \(\alpha\) energies of \(\sim 11\) MeV the \(^{13}\text{C}(\alpha,n)^{16}\text{O}\) reaction is evidently the dominant one. The most significant \(\alpha\)-source in the LS — by more than a factor of \(10^5\) — is the 5.304 MeV decay of \(^{210}\text{Po}\) [82]. Thus only the \(^{13}\text{C}(\alpha,n)^{16}\text{O}\) reaction with a \(^{210}\text{Po}\) \(\alpha\)-source (denoted by \(^{210}\text{Po}^{13}\text{C}\)) is considered in the background estimate.

![Graph showing \(\alpha-n\) cross section for the most abundant isotopes in KamLAND, each curve is weighted by the corresponding number of targets in the LS.](image)

**Figure 6.16:** \(\alpha-n\) cross section for the most abundant isotopes in KamLAND, each curve is weighted by the corresponding number of targets in the LS.

6.4.0.1 Expected neutron yield and real-energy spectrum

For a mono-energetic \(\alpha\)-source with energy \(E_\alpha\) the total neutron yield is

\[
N_{Tot} = n_{target} N_\alpha \int_0^{E_\alpha} dE' \frac{\sigma_{Tot}(E')}{dE/dX(E')} ,
\]

(6.10)

where \(n_{target}\) in the number density of target nuclei, \(N_\alpha\) is the number of incident alphas, \(dE/dX\) is the alpha stopping power in the target material and \(\sigma_{Tot}\) is the
Table 6.9: Final states of $^{16}$O accessible in the $^{13}$C($\alpha$(5.304 MeV),n)$^{16}$O reaction, $\alpha$-energy threshold for each state and decay radiation of excited states.

<table>
<thead>
<tr>
<th>$^{16}$O-level</th>
<th>E-level(MeV)</th>
<th>Production threshold(MeV)</th>
<th>Decay radiation</th>
</tr>
</thead>
<tbody>
<tr>
<td>g.s</td>
<td>0.0</td>
<td>0.0</td>
<td>stable</td>
</tr>
<tr>
<td>1$^{st}$</td>
<td>6.049</td>
<td>5.013</td>
<td>$e^+ / e^-$</td>
</tr>
<tr>
<td>2$^{nd}$</td>
<td>6.130</td>
<td>5.119</td>
<td>$\gamma$</td>
</tr>
</tbody>
</table>

The neutron energy spectrum depends on the $^{16}$O final state and the direction of neutron emission. The accessible final states and accompanying decay radiation are
listed in Table 6.9. Following Equation 6.10, the spectrum for each final state is

\[ N_i(E_n) = n_{\text{target}} N_\alpha \int_0^{4\pi} d\Omega \int_0^{E_n} dE' \frac{\sigma_{p,i}(E')}{dE/dX(E')} \frac{dP_i}{d\Omega}(E', \Omega) \delta(f(E', \Omega), E_n), \tag{6.11} \]

where the index \( i \) labels the final state of \(^{16}\text{O}\) (\( i = \text{g.s, 1^{st}, 2^{nd}} \)), \( \sigma_{p,i} \) is cross section to produce the \( i^{th} \) final state (partial cross section), \( dP/d\Omega \) is the probability that the outgoing neutron is scattered the direction \( \Omega \), and the \( \delta \)-function imposes the kinematic constraint between the incoming alpha energy and the outgoing neutron energy.

Equation 6.11 is evaluated using Monte-Carlo integration. The \( \sigma_{p,i} \) were retrieved from the JENDL [81] database, below 5.013 MeV we substitute \( \sigma_{\text{Total}} \) from Harissopulos et al. [83] for \( \sigma_{p,0} \) since below this threshold the ground state is the only accessible final state, we refer to this combination as the JENDL-Harissopulos cross section. The total and partial cross sections are shown in Figure 6.17. We write the function \( dP/d\Omega \) using an eighth order Legendre polynomial expansion:

\[ \frac{dP}{d\Omega}(E) = \frac{1}{N} \sum_{l=0}^{8} a_l(E) A_l(\cos(\theta)), \tag{6.12} \]

where \( N \) is a normalization constant, \( A_l \) is the Legendre polynomial of order \( l \), and \( \theta \) is the angle between the momenta of the incoming \( \alpha \) and outgoing neutron. The coefficients \( a_l(E) \) were taken from angular correlation measurements found for this reaction in the literature [84, 85] Figure 6.18 shows the resultant neutron real-energy spectra associated with each final state.

### 6.4.0.2 Prompt visible-energy spectrum

With the neutron real-energy spectra in hand the next step is to estimate the prompt visible-energy spectrum in the LS. A neutron produces scintillation light indirectly by scattering on protons and carbon nuclei. Figure 6.19 shows the cross sections for the neutron scattering processes considered in the analysis. The visible-energy spectrum was calculated using a Monte-Carlo. A large number of alphas were simulated, for each alpha the energy lost before undergoing the \( \alpha-\alpha \) reaction was recorded; a neutron with real-energy distributed according to Equation 6.11 was produced; each neutron was allowed to undergo \( p \) or \( C \) scattering, at each scatter the real energy and identity of secondary particles — scattered \( p \), \( C \) nucleus, or photon from inelastic scattering — was recorded. For simplicity isotropic scattering in the CM frame was assumed for all neutron scatters. Each neutron was tracked down to 1 eV. The real energy of each secondary particle was converted to visible energy — without smearing for detector resolution — and these were summed together. The unsmeared visible energy deposited by the alpha and decay radiation from \(^{16}\text{O}^*\) were also added. The sum was then smeared with the detector energy-resolution function.
Figure 6.18: Real-energy spectra of neutrons produced in association with each accessible final state of $^{16}$O in the $^{210}$Po$^{13}$C reaction.

A $^{210}$Po$^{13}$C calibration source was constructed and deployed in late 2006 to study the $^{210}$Po$^{13}$C background. We use this data to directly constrain the branching fractions to each $^{16}$O final state and check the validity of the simulated prompt visible-energy spectrum. The $^{210}$Po$^{13}$C source is described in detail in [58], it consisted of 100µCi of $^{210}$Po uniformly mixed with 0.3g of $^{13}$C powder, the source mixture was doubly encapsulated in two 1-mm-thick stainless-steel capsules, a schematic is shown in Figure 6.20. Delayed coincidence pairs were selected from the calibration data using the same level-I selection conditions as for $\bar{\nu}_e$ candidates. A background-subtracted prompt-energy spectrum was constructed by subtracting an off-time ($510 \mu s < \Delta T < 1000 \mu s$) $E_p$ spectrum from an on-time ($10 \mu s < \Delta T < 510 \mu s$) $E_p$ spectrum. An expected real-energy spectrum was prepared for each final state branch. These were then fed to a fitting routine which converted them to visible energy and fitted them to the observed prompt visible-energy spectrum using a binned maximum likelihood. The relative normalizations of the branches and the energy scale parameters were allowed to vary in the fit, however a penalty term was added to the likelihood to constrain the energy scale parameters to the best-fit values found in Chapter 4.

Figure 6.21 shows the observed prompt-energy spectrum from the calibration source together with the best-fit components from the simulation. The resulting best-fit branching fractions ($b_0, b_1, b_2$) together with those expected based on the JENDL-Harissopulos cross sections are listed in Table 6.10. In the case of $b_1$, the $e^+/e^−$ stop in the source and only the $e^+$-annihilation photons contribute to the visible energy, consequently these events have visible energy of $\sim 1$ MeV and are obscured by events from $b_0$. We find $b_1$ and $b_0$ are strongly anticorrelated and the uncertainty
Figure 6.19: Cross sections for the processes considered in the neutron real-to-visible energy conversion.

on $b_1$ is relatively large.

The spectrum predicted by the simple simulation does not replicate all the features of the measured spectrum. A more complete Geant4-based simulation was also done by adding an $\alpha$-$n$ process to the Geant4 toolkit. This simulation indicates that the features between $3 \sim 4.5$ MeV and $5.5 \sim 6.2$ MeV come from a combination of positron annihilation in flight, neutron inelastic scattering on $^{13}$C and shadowing by the calibration hardware. Although the simple simulation does not model these effects, it was adopted in preference to the full Geant4 simulation because it reproduces the main features of the spectrum and it is computationally more convenient to propagate the energy-scale and branching fraction uncertainties to the final spectrum.

The branching fractions for $^{210}$Po$^{13}$C events in the LS differ slightly to those from the $^{210}$Po$^{13}$C source since the stopping power of $\alpha$’s in the LS and source material are different. When constructing the visible-energy spectrum for $^{210}$Po$^{13}$C events in the LS we define the branching fraction for each final state ($b_i^{LS}$) as

$$b_i^{LS} = \frac{b_{\text{source}}}{b_{\text{JENDL},i}^{LS}} \times b_i^{\text{source}},$$  

(6.13)

where $b_i^{\text{source}}$ is the best-fit branching fraction using the $^{210}$Po$^{13}$C-source data and $b_{\text{JENDL},i}^{LS}$ and $b_i^{\text{source}}$ are the branching fractions in the LS and source materials calcu-
lated using the JENDL-Harissopulos cross sections. Figure 6.22 shows the expected prompt visible-energy spectrum for $^{210}$Po$^{13}$C events in the LS, the spectra expected after level-I and level-II cuts are also shown.

Table 6.10: Comparison of best-fit and expected branching fractions for each of the accessible $^{16}$O final states for the $^{210}$Po$^{13}$C source data.

<table>
<thead>
<tr>
<th>$^{16}$O State</th>
<th>Branching fraction</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Best-fit (JENDL-Harissopulos)</td>
</tr>
<tr>
<td>g.s ($b_0$)</td>
<td>0.928 ± 0.023</td>
</tr>
<tr>
<td>1$^{st}$ ($b_1$)</td>
<td>0.062 ± 0.010</td>
</tr>
<tr>
<td>2$^{nd}$ ($b_2$)</td>
<td>0.0098 ± 0.0003</td>
</tr>
</tbody>
</table>

6.4.0.3 Estimate of the $^{210}$Po $\alpha$-decay rate

The final quantity needed to normalize the $^{210}$Po$^{13}$C background is the $^{210}$Po decay rate. This is somewhat difficult to determine, unlike $^{214}$Po or $^{212}$Po alpha-decays which can be tagged by their coincidence with a preceding $^{214}$Bi or $^{212}$Bi decay, the $^{210}$Po rate must be extracted from a fit to the total event spectrum. Due to quenching the $\sim$5.3 MeV alphas are expected to reconstruct with mean visible
Figure 6.21: The solid (red) histogram is the prompt-energy spectrum of $^{210}$Po$^{13}$C calibration events. The dashed (blue) histogram is the best-fit model. The model does not replicate all the features of the measured spectrum, so the fit is restricted to the intervals: $0.9 \text{ MeV} < E_p < 2.5 \text{ MeV}$, $4.4 \text{ MeV} < E_p < 5.6 \text{ MeV}$ and $6.2 \text{ MeV} < E_p < 7.2 \text{ MeV}$.

Energy $\langle E_{\text{vis}} \rangle \simeq 0.3 \text{ MeV}$, in this region the reconstruction tools are more likely to fail the default quality requirements imposed at higher energies and we expect a large background from $^{14}$C, $^{85}$Kr and $^{210}$Bi decays in the LS. The impact of reconstruction failure on the shape of the visible-energy spectrum is difficult to model reliably and incorporate into the real-to-visible energy conversion so instead we estimate the $^{210}$Po decay rate from a fit to the NSumMax spectrum.

Figure 6.23 shows the NSumMax distributions for events with reconstructed position inside the fiducial volume; when selecting events the reconstruction-quality cut was relaxed, only events for which the position reconstruction failed to converge were rejected. We find 97% of events pass this cut. The NSumMax spectrum is modeled assuming a gaussian signal from $^{210}$Po and a second order polynomial to describe the background, there is no particular motivation for this choice of background shape except that it is the simplest choice that fit the NSumMax spectrum. The best-fit model
Figure 6.22: Expected prompt energy spectrum of $^{210}$Po$^{13}$C PDC pairs. The shape error is estimated by varying the energy-scale parameters and branching fractions within their uncertainties.
Figure 6.23: Each panel corresponds to a data period: T-I, T-II and T-III. Each histogram is the NSumMax distribution for low-energy events that reconstruct inside the fiducial volume. The curve is the best-fit model assuming a gaussian signal from $^{210}$Po decays and a quadratic background function.
and resultant $^{210}$Po decay rate for each period are shown in Figure 6.23. To estimate the systematic error of this analysis, waveform data were generated using Geant4 for uniformly distributed sources of $^{210}$Po and each of the expected backgrounds: $^{14}$C, $^{85}$Kr and $^{210}$Bi. The simulated NSumMax distributions were then summed together assuming random values for the normalization of each component. The model was fit to the resultant NSumMax spectrum and the best-fit $^{210}$Po rate was compared to the known rate used to construct the spectrum. This process was repeated a large number of times. This study indicates a 20% systematic error on the best-fit $^{210}$Po rate. The expected $^{210}$Po decay rates for each period are summarized in Table 6.11. The successive reduction in rate for T-II and T-III is due to LS purification.

Table 6.11: Best-fit $^{210}$Po decay rate for each data period.

<table>
<thead>
<tr>
<th></th>
<th>T-I</th>
<th>T-II</th>
<th>T-III</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rate (Hz)</td>
<td>52 ± 11</td>
<td>11 ± 3</td>
<td>3.9 ± 0.8</td>
</tr>
</tbody>
</table>

**6.4.0.4 $^{210}$Po$^{13}$C summary**

Table 6.12 summarizes the expected background level from $^{210}$Po$^{13}$C. In all, after the level-I and -II cuts we expect $145 \pm 30$ events from $^{210}$Po$^{13}$C in the $\bar{\nu}_e$ candidate sample.

Table 6.12: Summary of the expected number of $^{210}$Po$^{13}$C events for the three data periods. The first two rows give the number of alpha decays and total number $^{210}$Po$^{13}$C reactions expected for each period. The third row lists the total number of events expected after the level-I and -II cuts.

<table>
<thead>
<tr>
<th></th>
<th>TI</th>
<th>TII</th>
<th>TIII</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_\alpha$</td>
<td>$(5 \pm 1) \times 10^9$</td>
<td>$(1.7 \pm 0.3) \times 10^8$</td>
<td>$(2.9 \pm 0.6) \times 10^7$</td>
</tr>
<tr>
<td>$N_{\alpha-n}$</td>
<td>258 ± 52</td>
<td>10 ± 2</td>
<td>1.8 ± 0.4</td>
</tr>
<tr>
<td>$N_{\alpha-n}$ Level-I</td>
<td>158.3</td>
<td>139.8</td>
<td>4.6</td>
</tr>
<tr>
<td>Level-II</td>
<td>4.0</td>
<td>Level-I</td>
<td>1.57</td>
</tr>
<tr>
<td>Level-II</td>
<td>1.42</td>
<td>Level-II</td>
<td></td>
</tr>
</tbody>
</table>
6.5 Cosmogenic backgrounds

In this section we describe backgrounds caused by cosmic-rays muons that pass through or close to the detector.

6.5.1 Spallation $^9\text{Li}$ and $^8\text{He}$

$^9\text{Li}$ and $^8\text{He}$ are delayed neutron $\beta$ emitters which are produced by muons traversing KamLAND [54]. Coincidence of a prompt beta-decay and capture of the associated delayed neutron represents a background for antineutrino detection. Some decay parameters for these nuclei are listed in Table 6.13 [86]. To study this background

<table>
<thead>
<tr>
<th>Nucleus</th>
<th>Q-value</th>
<th>Half life (ms)</th>
<th>$\beta - n$ fraction</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^9\text{Li}$</td>
<td>13.61 MeV</td>
<td>178.3 ±0.4</td>
<td>0.508</td>
</tr>
<tr>
<td>$^8\text{He}$</td>
<td>10.7 MeV</td>
<td>119.1 ±0.1</td>
<td>0.16</td>
</tr>
</tbody>
</table>

PDC pairs occurring between 0.002 s and 2 s after tagged LS muons were selected. To reduce background from other low-energy spallation products a prompt-energy threshold of 4 MeV was imposed. Figure 6.24 shows how the prompt events of the selected pairs are distributed in time following muons. The distribution was fit with the following function:

$$\frac{dN}{dt} = \frac{A}{\tau} e^{-t/\tau} + B,$$

which assumes a single decaying species with a mean lifetime $\tau$ and a time-independent background $B$. The best-fit lifetime is $\tau = 258 \pm 24 \mu s$, which is consistent with the established lifetime of $^9\text{Li}$ ($257.3 \pm 0.1 \mu s$ [57]); the total yield of spallation candidates with prompt energy greater than 4 MeV is 856 ± 46. A fit was also done using a model which included a second decaying species, however the best-fit lifetimes were not consistent with the expected lifetimes of either $^9\text{Li}$ or $^8\text{He}$. When the lifetimes were fixed at their established values the $^8\text{He}$ yield was consistent with zero and the $^9\text{Li}$ yield agreed well with the result of the single-species fit.

To reduce the background from these long-lived spallation products in the antineutrino candidate sample we introduce the following cuts:

- **Bad LS-muon cut**
  
  All candidates occurring between 0.002 s and 2 s after an LS showering-muon or an LS muon with a poorly reconstructed track are rejected.
Figure 6.24: The histogram is the time since muon for the prompt event of all PDC candidates occurring within 0.002 s and 2 s of an LS muon. The curve is the best-fit model assuming a single decaying species and a constant background.
Figure 6.25: The histogram is the time since muon for the prompt event of all PDC candidates occurring within 0.002 s and 2 s of a showering or poorly-reconstructed LS muon. The curve is the best-fit model assuming decay of $^9$Li and a constant background.

Figure 6.26: The histogram is the time since muon for the prompt event of all PDC candidates with only non-showering, well-reconstructed LS muons in the preceding 2 s. The curve is the best-fit model assuming decay of $^9$Li and a constant background.
• **Good LS-muon cylinder cut**

All candidates occurring between 0.002 s and 2 s after an LS muon with a well-reconstructed track are rejected if the prompt event reconstructs inside a 3-m-radius cylinder centered on the muon track.

We find that most \(^9\)Li-\(^8\)He candidates occur after the first category of muons. Figure 6.25 shows how the prompt event of candidates occurring after showering and poorly-reconstructed muons are distributed in time relative to those muons. Again this distribution is fit with a model that assumes a single species decay and a constant background. With the lifetime fixed at \(\tau = 257.3\) ms, the best-fit yield of spallation candidates with \(E_p > 4\) MeV is \(817 \pm 38\); we estimate \(0.34 \pm 0.44\) of these remain in the \(\bar{\nu}_e\)-candidate set after the bad-LS-muon cut.

Figure 6.25 shows PDC candidates found between 0.002 s and 2 s after non-showering, well-reconstructed muons. Using the same fixed-lifetime model as before the best-fit candidate yield from this class of muon is \(82 \pm 24\). The efficiency of the muon track cylinder cut is estimated from \(^{12}\)B spallation candidates; we find \(89 \pm 1\%\) of \(^{12}\)B candidates reconstruct within a 3-m-radius cylinder of the associated muon track. Applying this efficiency to \(^9\)Li we expect \(9 \pm 3\) of spallation pairs to remain following the good-LS-muon cut. Figure 6.27 shows how candidates that pass the 2 s, 3-m-radius cut are distributed in time relative to the preceding muons. Using the fixed-lifetime model, the best-fit yield is \(7 \pm 16\) which is consistent with the preceding estimate. The background levels after both classes of muon are summarized in Table 6.14.

<table>
<thead>
<tr>
<th>Cut name</th>
<th>Cut efficiency(%)</th>
<th>Without cut</th>
<th>With cut</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bad LS (\mu)</td>
<td>99.96 ± 0.05</td>
<td>817 ± 38</td>
<td>0.34 ± 0.44</td>
</tr>
<tr>
<td>Good LS (\mu) cylinder</td>
<td>89 ± 1</td>
<td>82 ± 24</td>
<td>9 ± 3</td>
</tr>
</tbody>
</table>

Figure 6.5.1 shows the expected prompt visible-energy spectrum for PDC candidates from \(^9\)Li. This spectrum was constructed using decay data for the delayed-neutron branches found in [86]; small corrections for the prompt visible-energy of the delayed neutron are not included. We find \(73 \pm 1\%\) of the spectrum is above 4 MeV. Thus after the level-I and -II cuts we expect \(11 \pm 4\) events from \(^9\)Li in the \(\bar{\nu}_e\)-candidate sample.

### 6.5.1.1 Exposure loss due to long-lived spallation cuts

To estimate the loss of exposure due the cuts that target \(^9\)Li a set of fake test-events distributed uniformly in time and in position were embedded into the data set. The top panel of Figure 6.29 shows the fraction of test events remaining after the spallation cuts, which we call the *spallation efficiency*, as a function of run date.
Figure 6.27: The histogram is the time since muon for the prompt event of all PDC candidates that pass the Good LS-muon cylinder cut described in the text. The curve is the best-fit model assuming decay of $^9$Li and a constant background.
Figure 6.28: Expected prompt-energy spectrum of PDC pairs from $^9$Li. The shape error is estimated by varying the energy-scale parameters and branching fractions within their uncertainties.
On average, the \(^9\text{Li}\) cuts introduce a 10\% loss of exposure. The spallation efficiency increased slightly in 2007 due to an electronics-upgrade which improved the data readout after muons.

Figure 6.29: Spallation efficiency (top panel) and integrated live-time (bottom panel) versus run date. The red curve is the integrated live-time without the spallation cuts (1834 days) the blue curve is the live-time after the spallation cuts (1620 days).
6.5.2 OD fast neutrons

Just as with fast neutrons from $\alpha$-$n$ reactions, fast neutrons produced by untagged muons passing through the OD or the nearby rock can cause a background if the neutron scatters into the LS with a few MeV or more of energy. To study this background we select candidates that occur within 2 ms of OD-only muons, where an OD-only muon is one that triggers the OD but not the ID. Figure 6.30 shows how the delayed events for these candidates are distributed in time relative to the preceding muons. If we fit an exponential function and constant background to this distribution we find the mean time-separation is $212 \pm 30 \, \mu s$, which is consistent with the expected mean neutron-capture-time, and the total candidate yield is found to be $487 \pm 100$. If we fix the mean time-separation in the model to the neutron capture time estimated in section 6.2.1 the yield is found to be $471 \pm 51$. Figure 6.31 shows the prompt energy spectrum of these candidates. There is a very clear peak in the bin containing the $\sim 2.2$ MeV neutron capture gamma which indicates many PDC pairs are due to coincidence of multiple different neutron captures in the same $\Delta T$ window.

This background is reduced by applying a 2 ms veto after all tagged OD muons. We estimate the OD-muon tagging efficiency from the fraction of ID muons that also
Figure 6.31: Prompt-energy spectrum of candidates preceded exclusively by OD-only muons in the previous 2 ms.
trigger the OD. Figure 6.32 shows the resultant efficiency as a function of time over the course of the data set. The efficiency is deteriorating with time, this is expected due to loss of PMTs in the OD. Using this efficiency curve we expect $4.7 \pm 0.8$ pairs from OD-neutrons in the $\bar{\nu}_e$ candidate sample. The exposure loss due to the 2 ms veto is negligible (<0.1 %).

![Efficiency curve](image)

**Figure 6.32: OD-muon tagging efficiency versus run date.**

### 6.5.3 Atmospheric neutrinos

Atmospheric neutrinos, produced by cosmic ray interactions in the atmosphere, are expected to produce fast neutrons through quasi-elastic scattering on carbon in the LS. A simulation based on NUANCE and KLG4sim\textsuperscript{5}\cite{54} predicts that atmospheric-neutrino-induced candidates have an approximately flat prompt-energy spectrum\cite{82}. We find 5 candidates in the interval $15 \text{ MeV} < E_p < 20 \text{ MeV}$, assuming a flat prompt-energy spectrum for this class of pairs we estimate 20 atmospheric-neutrino-induced candidates. We assume a 100% uncertainty on this estimate.

\textsuperscript{5}KLG4sim or KamLAND Geant4 simulation, is the name of the Geant4 application with the KamLAND detector response and geometry implemented.
6.6 Geo-neutrinos

Antineutrinos emitted from beta decays of $^{238}$U, $^{232}$Th and their daughters in the Earth are expected to contribute to the flux at KamLAND. These geologically produced neutrinos are dubbed geo-neutrinos. The total antineutrino spectrum shape expected for each of the $^{238}$U and $^{232}$Th chains can be constructed from known beta decay data [57]. The decays with Q-value above the inverse beta decay threshold are listed in Table 6.15. The expected rate as well as the relative contribution from Table 6.15: Q-values and relative intensities for $\beta$ decays in the $^{232}$Th and $^{238}$U series with Q-value above the inverse beta decay threshold.

<table>
<thead>
<tr>
<th>Decay</th>
<th>Q-value (MeV)</th>
<th>Relative Intensity (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{212}$Bi $\rightarrow$ $^{212}$Po</td>
<td>2.246</td>
<td>86.28</td>
</tr>
<tr>
<td>$^{228}$Ac $\rightarrow$ $^{228}$Th*</td>
<td>2.069</td>
<td>12.47</td>
</tr>
<tr>
<td>$^{228}$Ac $\rightarrow$ $^{228}$Th*</td>
<td>1.940</td>
<td>1.25</td>
</tr>
<tr>
<td>$^{234}$Pa $\rightarrow$ $^{234}$U</td>
<td>2.207</td>
<td>77.75</td>
</tr>
<tr>
<td>$^{214}$Bi $\rightarrow$ $^{214}$Po</td>
<td>3.270</td>
<td>15.22</td>
</tr>
<tr>
<td>$^{214}$Bi $\rightarrow$ $^{214}$Po*</td>
<td>1.892</td>
<td>5.86</td>
</tr>
<tr>
<td>$^{214}$Bi $\rightarrow$ $^{214}$Po*</td>
<td>1.855</td>
<td>0.71</td>
</tr>
<tr>
<td>$^{214}$Bi $\rightarrow$ $^{214}$Po*</td>
<td>2.661</td>
<td>0.46</td>
</tr>
</tbody>
</table>

$^{238}$U and $^{232}$Th depends on the distribution of the source nuclei in the Earth and one has to rely on models to predict these quantities. A reference Earth-model described in [42] predicts 30.52 TNU$^6$ from $^{238}$U and 8.04 TNU from $^{232}$Th. For the source distributions assumed in the oscillatory term $[\sin^2(\Delta m^2 L/E)]$ in the survival probability can be well approximated (to better than 1%) by the average value (1/2). Based on this we assume an undistorted antineutrino spectrum for geo-neutrinos in the analysis. The expected prompt-energy spectrum for geo-neutrino candidates with and without the selection cuts are shown in Figure 6.33. Given the assumptions above we expect 84 candidates from geo-neutrinos in the candidate sample after the level-I and -II cuts. This rate estimate is not used in the analysis since the Earth model is not well constrained, only the undistorted prompt-spectra from the $^{238}$U and $^{232}$Th chains are used in the final analysis.

$^6$TNU: Terrestrial neutrino unit, this corresponds to one inverse beta decay event per $10^{32}$ protons per year.
Figure 6.33: Expected prompt visible energy spectrum shape for geo-neutrinos assuming the $^{238}$U and $^{232}$Th rates predicted by the reference Earth-model [42].

6.7 Summary

We close this chapter with a summary of the data set, the candidate selection conditions, and the expected signal and background levels.

6.7.1 Live-time and exposure

The detector live-time and exposure are summarized in Table 6.16. The uncertainty on the exposure comes mainly from the fiducial-volume uncertainty, the uncertainty on the live-time is negligible.

<table>
<thead>
<tr>
<th></th>
<th>live-time (days)</th>
<th>exposure ($\times 10^{32}$ proton-years)</th>
</tr>
</thead>
<tbody>
<tr>
<td>T-I</td>
<td>1277.53</td>
<td>2.058 ± 0.037</td>
</tr>
<tr>
<td>T-II</td>
<td>178.75</td>
<td>0.297 ± 0.014</td>
</tr>
<tr>
<td>T-III</td>
<td>165.09</td>
<td>0.280 ± 0.015</td>
</tr>
<tr>
<td>Total</td>
<td>1621.36</td>
<td>2.64 ± 0.07</td>
</tr>
</tbody>
</table>
6.7.2 Summary of selection cuts and efficiency

The level-I and -II candidate selection cuts summarized below.

Level-I cuts

- Prompt visible-energy: \(0.9 \, \text{MeV} < E_p < 20.0 \, \text{MeV}\)
- Trigger threshold — introduces an effective \(E_p\) cut
- Delayed visible-energy: \(2.0 \, \text{MeV} < E_d < 2.8 \, \text{MeV}\)
- Prompt event position: \(\vec{R}_p < 6.0 \, \text{m}\)
- Delayed event position: \(\vec{R}_d < 6.0 \, \text{m}\)
- Prompt-delayed spatial separation: \(\Delta R < 1.6 \, \text{m}\)
- Prompt-delayed time separation: \(0.5 \, \mu\text{s} < \Delta T < 1500 \, \mu\text{s}\)
- Good reconstruction status
- Global spallation muon cut: time separation between prompt events and all preceding muons must be greater than 2 ms

Level-II cuts

- Likelihood asymmetry cut
- Bad LS-muon/showering-muon 2 s cut
- Good LS-muon 2 s, 3-m-radius cylinder cut

The total selection efficiency with the 1\(\sigma\) uncertainty, averaged over the three data periods, is shown in Figure 6.34.

6.7.3 Expected signal and background levels

The expected background contributions after level-I and -II cuts are listed in Table 6.17. The expected geo-neutrino rate is not included in the analysis since the Earth model is not well constrained; the only Earth-model result used is that the geo-neutrino spectrum shape is undistorted by neutrino-oscillation. The number of candidates expected assuming the reactor flux described in Chapter 5 (without oscillation) for both the default and new reactor-spectra calculations are given in Table 6.18.
Figure 6.34: Efficiency, after all selection cuts, to select $\bar{\nu}_e$-like pairs as a function of prompt visible-energy. The curve shown is the average over the full data set. The shaded band is the $1\sigma$ uncertainty.
Table 6.17: Expected number of candidates from background.

<table>
<thead>
<tr>
<th>Source</th>
<th>Expected counts</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accidentals</td>
<td>83.2 ± 0.1</td>
</tr>
<tr>
<td>Alpha-n</td>
<td>145 ± 30</td>
</tr>
<tr>
<td>$^9$Li</td>
<td>12 ± 4</td>
</tr>
<tr>
<td>Fast Neutron (OD + atm. $\nu$)</td>
<td>25 ± 20</td>
</tr>
<tr>
<td>Total (excluding geo-$\nu$)</td>
<td>265 ± 36</td>
</tr>
<tr>
<td>geo-$\nu$</td>
<td>~ 84</td>
</tr>
</tbody>
</table>

Table 6.18: Expected number of candidates from reactor antineutrinos.

<table>
<thead>
<tr>
<th>Source</th>
<th>Expected counts</th>
</tr>
</thead>
<tbody>
<tr>
<td>Default reactor-spectra</td>
<td>2140 ± 74</td>
</tr>
<tr>
<td>New reactor-spectra</td>
<td>2250 ± 78</td>
</tr>
</tbody>
</table>
Chapter 7

Analysis

This chapter describes how the oscillation parameters are deduced from a fit of the oscillation model to the selected candidates and presents the results of the fit. An analysis combining KamLAND and a selection of solar neutrino data is also presented.

7.1 Observed candidates

After applying the selection cuts described in the preceding chapter we find 1614 candidates. Excluding geo-neutrinos, we expect $2397 \pm 81$ (syst) candidates; this deficit is interpreted as being due to neutrino oscillation. The energy spectrum of the candidates is used to estimate the mixing parameters $\Delta m^2_{21}$, $\theta_{12}$ and $\theta_{13}$.

7.2 Likelihood model for oscillation parameters

We use the likelihood-profile method [87] to estimate best-fit values and confidence intervals for the oscillation parameters. The inputs for the analysis listed below.

1. The number of candidates observed ($N_{\text{obs}}$) and the prompt visible-energy and detection time of each candidate:
   \[
   \{E_1, t_1\}, \{E_2, t_2\}, \ldots, \{E_{N_{\text{obs}}}, t_{N_{\text{obs}}}\}.
   \]  
   \hspace{1cm} (7.1)

2. The reactor operation data which is used to calculate the flux and antineutrino spectrum of each reactor at zero baseline (Chapter 5).

3. The reactor baselines, the neutrino-oscillation model, and inverse beta decay cross section which are needed to calculate the expected prompt real-energy spectrum for $\bar{\nu}_e$ candidates.

4. The expected prompt real-energy spectra of the $^9\text{Li}$, $^{210}\text{Po}$,$^{13}\text{C}$, and geo-neutrino backgrounds.
5. The visible-energy spectra of the accidental, OD-fast-neutron and atmospheric-neutrino-induced backgrounds.

6. The expected number of candidates from $^9\text{Li}$, accidental, $^{210}\text{Po}$, $^{13}\text{C}$, fast neutron and atmospheric-neutrino backgrounds.

7. The detector response which includes:
   
   (a) The energy scale model used for real-to-visible energy conversion.
   
   (b) The efficiency curves which describe the $E_p$-dependent efficiency to tag a candidate.

Using items 2-7 the likelihood of the observed candidate set, item 1, can be calculated.

The terms in the likelihood can be classified into three categories: (i) a normalization term, (ii) a shape-time term, and (iii) a penalty term. We write

$$
\mathcal{L} = \mathcal{L}_{\text{Norm}} \times \mathcal{L}_{\text{Shape-Time}} \times \mathcal{L}_{\text{Penalty}}.
$$

The parameters of the likelihood model are listed in Table 7.2; there are 3 parameters of physical interest, namely the estimators for $\Delta m^2_{21}$, $\theta_{12}$ and $\theta_{13}$; the other 19 parameters are nuisance parameters which are used to incorporate the uncertainties in the detector response and expected backgrounds into the analysis. The estimators for the nuisance parameters are assumed to be random variables but they are constrained using the studies presented in the preceding chapters. The following section describes the likelihood model and how the nuisance parameters are used in the analysis.

### 7.2.1 Energy scale nuisance parameters

Since it is pertinent to all terms in the likelihood model we first review how the energy scale and the associated nuisance parameters are used in the analysis. As described in Chapter 4, the visible-energy spectrum associated with a physical or real-energy spectrum is

$$
S_{\text{vis}}(E) = \int_{-\infty}^{\infty} dE' \int_0^{E_{\text{max}}} dE_r S_r(E_r) \frac{e^{-\left(f(E_r)-E\right)^2/2\sigma^2(f(E_r))}}{\sqrt{2\pi}\sigma(f(E_r))} \delta(f(E_r) - E'),
$$

where $S_r$ is the real-energy spectrum in question, $f(E_r)$ is the particle-dependent function that maps real energy to quenched scintillation-energy ($E_{\text{scint}}$), $\sigma(E)$ is the detector resolution function and $\delta$ is the Dirac $\delta$-function.

The real-to-visible energy conversion depends on 4 energy scale parameters,

$$
E_{\text{scint}} = f(E_r|A_0, k_B, k_0, k_C),
$$

the best-fit estimators, and the covariance matrix for these parameters were found from a fit to calibration data (Chapter 4). The likelihood model has four energy-scale
nuisance parameters: \( \eta_{A_0}, \eta_{K_B}, \eta_{K_0}, \eta_{K_C} \). When converting real energy to visible energy during the analysis, a shifted estimator, rather than the best-fit estimator, is used for each energy scale parameter. For example the shifted estimator for Birks’ constant used for the data period containing timestamp \( t \) is

\[
k_B'(t) = \hat{k}_B(t) + \eta_{k_B} \cdot \sigma_{k_B}(t),
\]

(7.4)

where \( \hat{k}_B(t) \) and \( \sigma_{k_B}(t) \) are the best-fit estimator and variance for Birks’ constant. Similar relations hold for the other energy scale parameters. Although there is a set of energy scale parameters for each data period T-I, T-II, and T-III, a single set of nuisance parameters is used for all three data periods.

We add an energy scale term

\[
L_{ES,\text{penalty}} = \frac{1}{N} e^{-\frac{1}{2} \Delta \chi^2_{ES}}
\]

(7.5)

to the penalty likelihood to constrain the nuisance parameters. The quantity \( N \) is a normalization constant which will cancel out in the final analysis. To define \( \Delta \chi^2_{ES} \) we introduce the notation below.

- Let \( \mathbf{X}_i = (A_0, k_B, k_0, k_C)_i \) be the vector of parameter estimators for data period \( i \), where the index \( i \) runs over the three periods T-I, T-II and T-III.
- Let \( \hat{\mathbf{X}}_i = (\hat{A}_0, \hat{k}_B, \hat{k}_0, \hat{k}_C)_i \) and \( \Sigma_i = (\sigma_{A_0}, \sigma_{k_B}, \sigma_{k_0}, \sigma_{k_C})_i \) be the best-fit estimators and variances for period \( i \).
- Let \( \mathbf{\eta} = (\eta_{A_0}, \eta_{K_B}, \eta_{K_0}, \eta_{K_C}) \) be the vector of energy-scale nuisance parameters.
- Following Equation 7.4 we define a shifted estimator vector \( \mathbf{X}_i' \) as

\[
[\mathbf{X}_i']_j = [\mathbf{X}_i]_j + \eta_j \cdot [\Sigma_i]_j,
\]

(7.6)

where the index \( i \) labels the data period and \( j \) labels the position in the 4-dimensional vector — a square bracket encloses the data-period-dependent object to help separate the two indices.

- For each data period we define

\[
\Delta \chi^2_i(\mathbf{\eta}) \equiv \sum_{j,k} [\hat{\mathbf{X}}_i - \mathbf{X}_i'][j] [\mathbf{V}_i^{-1}]_{jk} [\hat{\mathbf{X}}_i - \mathbf{X}_i'][k]
\]

(7.7)

\[
= \sum_{j,k} \eta_j \eta_k [\Sigma_i]_j [\mathbf{V}_i^{-1}]_{jk} [\Sigma_i]_k
\]

(7.8)

where \( \mathbf{V}_i^{-1} \) is the inverse of the covariance matrix for period \( i \) determined from the calibration data.
With the notation above in hand we define $\Delta \chi^2_{ES}$ as

$$\Delta \chi^2_{ES} = \frac{1}{T_{Tot}} \sum_{i=1}^{3} T_i \cdot \Delta \chi^2_i,$$  \hspace{1cm} (7.9)

where $T_{Tot}$ is the total live-time of the data set and $T_i$ is the live-time of period $i$.

Each nuisance parameter is the signed difference between the shifted estimator and the best-fit estimator in units of the estimator variance. In the analysis the nuisance parameters are allowed to vary between $\pm 5$, values close to zero are favored as those have the largest likelihood.

### 7.2.2 Neutrino oscillation parameters

The expected prompt real-energy spectrum at time $t$ from reactor antineutrinos is

$$S_{e^+, r}(E', t) = N_p \sum_j \left[ \int_0^\infty \frac{dE}{4\pi L_j^2} \frac{P_{\bar{\nu}_e \rightarrow \bar{\nu}_e}(E, L_j, \Delta m^2, \theta_{12}, \theta_{13})}{\sigma(E)} dN_{\bar{\nu}_e}(t, j) \delta(f(E), E') \right],$$  \hspace{1cm} (7.10)

where $N_p$ is the number of target protons in KamLAND, the index $j$ runs over the reactor sources, $L_j$ is the baseline from reactor $j$ to KamLAND, $P_{\bar{\nu}_e \rightarrow \bar{\nu}_e}(E, L_j, \Delta m^2, \theta_{12}, \theta_{13})$ is the electron antineutrino survival probability, $\sigma$ is the inverse beta decay cross section, $dN_{\bar{\nu}_e}(t, j) / dE$ is the number of neutrinos emitted per unit energy from source $j$, and the $\delta$-function enforces the kinematic relationship between the incoming antineutrino and outgoing positron, Equation 5.2.

The positron visible energy spectrum, $S_{e^+, vis}(E, t)$, is found by applying the transformation in Equation 7.3. The energy scale parameters for the data period containing the timestamp $t$ is used in the conversion.

### 7.2.3 Nuisance parameter for reactor normalization

The uncertainty in the number of target protons and the reactor-spectra are combined together as a single uncertainty on the expected reactor antineutrino spectrum normalization. The expected candidate rate at time $t$ with energy $E$ from reactor-antineutrinos is

$$R(E, t) = \int_{t-\Delta t}^{t+\Delta t} \int_{E-\Delta E}^{E+\Delta E} dE' dt' \xi(E', t') \cdot A(t') \cdot S_{e^+, vis}(E', t').$$  \hspace{1cm} (7.11)

The function $S_{e^+, vis}(E, t)$ is the positron visible energy spectrum defined above, $\xi(E, t)$ is the candidate tagging efficiency and $A(t)$ is a renormalization parameter,

$$A(t) = 1 + \eta_{\bar{\nu}_e} \cdot \delta_{\bar{\nu}_e}(t),$$  \hspace{1cm} (7.12)
where $\eta_{\bar{\nu}_e}$ is the nuisance parameter for the reactor normalization and $\delta_{\bar{\nu}_e}(t)$ is the combined normalization uncertainty. In the numerical integration of Equation 7.11 we use $\Delta T = 1\ s$ and $\Delta E = 10\ keV$. We add a term

$$\mathcal{L}_{\bar{\nu}_e\text{-penalty}} = \frac{1}{N} e^{-\chi^2_{\bar{\nu}_e}/2} = \frac{1}{N} e^{-\chi^2_{\bar{\nu}_e}/2} \tag{7.13}$$

to the penalty likelihood to constrain this nuisance parameter. Again, $N$ is a normalization constant which will cancel in the final analysis. As $\eta_{\bar{\nu}_e}$ varies in the fit, the reactor normalization will vary continuously about the expected value.

### 7.2.4 Nuisance parameters for geo-neutrinos

The parameters $N_{238U}$ and $N_{232Th}$ normalize the geo-neutrino contribution. In the likelihood model the candidate rate at time $t$ with energy $E$ from geo-neutrinos is

$$R(E, t) = \frac{1}{T_{Tot}} \int_{t-\Delta t}^{t+\Delta t} \int_{E-\Delta E}^{E+\Delta E} dE' dt' \xi(E', t') \times \left[ N_{238U} \cdot S_{238U}(E', t') + N_{232Th} \cdot S_{232Th}(E', t') \right], \tag{7.14}$$

where $T_{Tot}$ is the total experiment live-time, $\xi(E, t)$ is the efficiency to tag an antineutrino candidate, and $S_{238U}$ and $S_{232Th}$ are the prompt visible-energy spectra of geo-neutrinos from the $^{238}\text{U}$- and $^{232}\text{Th}$-chains respectively. Each spectrum is normalized such that

$$\int_0^\infty dE' S_{238U}(E', t') = \int_0^\infty dE' S_{232Th}(E', t') = 1. \tag{7.15}$$

We do not constrain the geo-neutrino rates so there is no associated term in the penalty likelihood.

### 7.2.5 Nuisance parameters for $^{210}\text{Po}^{13}\text{C}$ background

We introduce seven nuisance parameters for the $^{210}\text{Po}^{13}\text{C}$ background, four of them are associated with the shape and the other three are associated with the normalization for each data period. The rate of candidates at time $t$ with energy $E$ from $^{210}\text{Po}^{13}\text{C}$ is

$$R(E, t) = \frac{1}{T(t)} \int_{t-\Delta t}^{t+\Delta t} \int_{E-\Delta E}^{E+\Delta E} dE' dt' \xi(E', t') S(E', t'), \tag{7.16}$$

where $T(t)$ is the total live-time of the data period containing the timestamp $t$, $\xi(E, t)$ is the tagging efficiency, and $S(E, t)$ is the prompt visible energy spectrum of the
\(^{210}\text{Po}^{13}\text{C}\) background. Let \(\hat{N}_{\alpha-n}(t)\) and \(\sigma_{\alpha-n}(t)\) be the expected number of \(\alpha-n\) candidates and associated uncertainty for the data period containing the timestamp \(t\), as before we introduce a shifted estimator for this parameter:

\[
N'_{\alpha-n}(t) \equiv \hat{N}_{\alpha-n}(t) + \eta_{N_{\alpha-n}}(t) \cdot \sigma_{\alpha-n}(t), \tag{7.17}
\]

where the \(\eta_{N_{\alpha-n}}(t)\) is the nuisance parameter for the associated data period. At each step in the fit, the visible energy spectrum is normalized such that

\[
N'_{\alpha-n}(t) = \int_{\text{period}(t)} dt' \int_0^\infty dE' S(E', t'). \tag{7.18}
\]

The time integral goes over the live-time of the period containing \(t\). To constrain these parameters we add the following term to the penalty likelihood:

\[
\mathcal{L}_{N_{\alpha-n}, \text{penalty}} = \frac{1}{N} e^{-\frac{1}{2} \Delta \chi^2_{N_{\alpha-n}}}, \tag{7.19}
\]

where \(N\) is a normalization constant and

\[
\Delta \chi^2_{N_{\alpha-n}} = \sum_{i=1}^{3} \frac{(N'_{\alpha-n}(i) - \hat{N}_{\alpha-n}(i))^2}{\sigma^2_{\alpha-n}(i)} = \sum_{i=1}^{3} \eta^2_{N_{\alpha-n}}(i). \tag{7.20}
\]

The index \(i\) labels the three data periods T-I, T-II and T-III.

As described in the preceding chapter the prompt events for this background can be classified into three event-types; here we further divide the first type — decays to the \(^{16}\text{O}\) ground state — according to whether or not the neutron scatters inelastically on \(^{12}\text{C}\). Thus we have four event-types, we write the total visible energy spectrum as the sum of the 4 component spectra

\[
S(E, t) = \frac{N'_{\alpha-n}(t)}{\sum_i b_i} \cdot \sum_{i=1}^{4} b_i \cdot S_i(E, t). \tag{7.21}
\]

The index \(i\) labels the event type, (see Table 7.1), \(b_i\) and \(S_i\) are the branching fraction and spectrum of component \(i\). Each component spectrum is normalized such that

\[
\int_{0}^{E_{\text{max}}} S_i(E', t) dE' = 1.
\]

We introduce a nuisance parameter for each branching-fraction estimator. Let \(\hat{\mathbf{b}} = (\hat{b}_0, \hat{b}_1, \hat{b}_2, \hat{b}_3)\) and \(\Sigma = (\sigma_1, \sigma_2, \sigma_3, \sigma_4)\) be the best-fit branching fractions and variances determined from the \(^{210}\text{Po}^{13}\text{C}\) calibration-source analysis, and let \(\vec{\eta} = (\eta_{b,1}, \eta_{b,2}, \eta_{b,3}, \eta_{b,4})\) be the vector of branching-fraction nuisance parameters. In the analysis the shifted branching-fractions, defined as

\[
b'_i = \hat{b}_i + \eta_{b,i} \cdot \Sigma_i, \tag{7.22}
\]
Table 7.1: \(^{210}\)Po\(^{13}\)C event types.

<table>
<thead>
<tr>
<th>Index</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>decay to (^{16})O ground state, prompt energy from neutron-proton elastic scattering</td>
</tr>
<tr>
<td>2</td>
<td>decay to (^{16})O ground state, prompt energy from neutron-proton elastic scattering and neutron-(^{12})C inelastic scattering</td>
</tr>
<tr>
<td>3</td>
<td>decay to (^{16})O first excited state, prompt energy from neutron-proton elastic scattering and prompt (e^+/e^-) emitted from (^{16})O</td>
</tr>
<tr>
<td>4</td>
<td>decay to (^{16})O second excited state, prompt energy from neutron-proton elastic scattering and prompt (\gamma) from (^{16})O</td>
</tr>
</tbody>
</table>

are used when evaluating Equation 7.21. To constrain these nuisance parameters we introduce the following penalty term:

\[
\mathcal{L}_{S_{a-n},\text{penalty}} = \frac{1}{N} e^{-\frac{1}{2} \Delta \chi^2_{S_{a-n}}},
\]

(7.23)

where \(N\) is a normalization factor and

\[
\Delta \chi^2_{S_{a-n}} = \sum_{j,k} \eta_{b,j} \eta_{b,k} \Sigma_j V^{-1} \Sigma_k.
\]

(7.24)

The quantity \(V^{-1}\) above is the inverse of the covariance \(^{210}\)Po\(^{13}\)C branching-fraction estimators from the \(^{210}\)Po\(^{13}\)C calibration data analysis.

7.2.6 Nuisance parameters for normalization of other backgrounds

The nuisance parameters for the normalization of the accidental, \(^9\)Li, OD-fast-neutron and atmospheric-neutrino-induced backgrounds are handled in the same way as the \(^{210}\)Po\(^{13}\)C normalization nuisance parameters. The rate of candidates from each background at time \(t\) with prompt energy \(E\) is

\[
R_i(E, t) = \frac{1}{T_{Tot}} \times \int_{t-\Delta t}^{t+\Delta t} \int_{E-\Delta E}^{E+\Delta E} dE' dt' \xi(E', t') S_i(E', t'),
\]

(7.25)

where the index \(i\) labels the background source, \(T_{Tot}\) is the total experiment live-time, \(\xi(E, t)\) is the efficiency to tag a candidate, and \(S_i\) is the prompt-visible energy
spectrum of background $i$. Each spectrum is normalized such that

$$N'_i \equiv \hat{N}_i + \eta_i \cdot \sigma_i = \int dt' \int_0^{\infty} dE' S(E', t')$$

(7.26)

where $N'_i$ is the shifted estimator for the background normalization, $\hat{N}_i$ and $\sigma_i$ are the best-fit estimate and uncertainty for the normalization found in Chapter 6, and $\eta_i$ is the associated nuisance parameter. To constrain each nuisance parameter we add the term

$$L_{\text{Bkg,penalty}} = \frac{1}{N} e^{-\frac{1}{2} \Delta \chi^2_{\text{Bkg}}}$$

(7.27)

to the penalty likelihood. The quantity $N$ is a normalization constant and $\Delta \chi^2_{\text{Bkg}}$ is

$$\Delta \chi^2_{\text{Bkg}} = \sum_{i=1}^{i=3} \left( \frac{(N'_i - \hat{N}_i)^2}{\sigma^2_{\text{Bkg},i}} \right) = \sum_{i=1}^{i=3} \eta^2_i,$$

(7.28)

where the sum is over the three background sources: accidentals, $^9\text{Li}$, and OD-fast-neutrons and atmospheric neutrinos.

### 7.2.7 Nuisance parameters for detection efficiency

The total candidate tagging efficiency is a product of several factors which were described in Chapter 6. Let $\xi_{\text{Tot}}(E, t)$ and $\sigma_\xi(E, t)$ be the estimated total efficiency and its uncertainty. The shifted efficiency estimator is defined as

$$\xi'_\text{Tot}(E, t) = \hat{\xi}_{\text{Tot}}(E, t) + \eta_\xi \cdot \sigma_\xi(E, t),$$

(7.29)

where $\eta_\xi$ is the efficiency nuisance parameter. The shifted efficiency estimator is used in the analysis rather than the best-fit estimator. We add the term

$$L_{\xi,\text{penalty}} = \frac{1}{N} e^{-\frac{1}{2} \Delta \chi^2_{\xi}} = \frac{1}{N} e^{-\frac{1}{2} \eta^2_\xi}$$

(7.30)

to the penalty likelihood to constrain this parameter.

### 7.2.8 Normalization likelihood

Having outlined how the expected instantaneous rate from each candidate source is calculated in the likelihood model we can proceed to define the rate likelihood and the shape-time likelihood.

For a given set of parameter values $(\vec{\rho})$ the likelihood model can be used to calculate an expected number of candidates

$$N_{\text{exp}}(\vec{\rho}) = \sum_i \int_{\text{data-set}} dt \int_{E_{\text{min}}}^{E_{\text{max}}} dE R_i(E, t, \vec{\rho})$$

(7.31)
Table 7.2: Parameters of the likelihood model used in the analysis.

<table>
<thead>
<tr>
<th>Free parameters</th>
<th>1 ( \Delta m^2_{21} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oscillation</td>
<td>2 ( \theta_{12} )</td>
</tr>
<tr>
<td></td>
<td>3 ( \sin^2 \theta_{13} )</td>
</tr>
<tr>
<td>Geo-( \bar{\nu}_e )</td>
<td>4 ( \text{N}^{-238}\text{U} )</td>
</tr>
<tr>
<td></td>
<td>5 ( \text{N}^{-232}\text{Th} )</td>
</tr>
<tr>
<td>Nuisance Parameters</td>
<td>6 ( \eta_{\bar{\nu}_e} )</td>
</tr>
<tr>
<td>Reactor normalization</td>
<td>7 ( \eta_{\xi} )</td>
</tr>
<tr>
<td>Tagging efficiency</td>
<td>8 ( \eta_{A_0} )</td>
</tr>
<tr>
<td>Energy scale</td>
<td>9 ( \eta_K )</td>
</tr>
<tr>
<td></td>
<td>10 ( \eta_{K_0} )</td>
</tr>
<tr>
<td></td>
<td>11 ( \eta_{K_C} )</td>
</tr>
<tr>
<td>PoC shape</td>
<td>12 ( \eta_{b,1} )</td>
</tr>
<tr>
<td></td>
<td>13 ( \eta_{b,2} )</td>
</tr>
<tr>
<td></td>
<td>14 ( \eta_{b,3} )</td>
</tr>
<tr>
<td></td>
<td>15 ( \eta_{b,4} )</td>
</tr>
<tr>
<td>(^{210}\text{Po} \text{ rate}</td>
<td>16 ( \eta_{N_{a-n}}(\text{T-I}) )</td>
</tr>
<tr>
<td></td>
<td>17 ( \eta_{N_{a-n}}(\text{T-II}) )</td>
</tr>
<tr>
<td></td>
<td>18 ( \eta_{N_{a-n}}(\text{T-III}) )</td>
</tr>
<tr>
<td>Other background rates</td>
<td>19 ( \eta_{\text{Acc}} )</td>
</tr>
<tr>
<td></td>
<td>20 ( \eta_{9\text{Li}} )</td>
</tr>
<tr>
<td></td>
<td>21 ( \eta_{\text{Fast-N+atm-}\nu} )</td>
</tr>
</tbody>
</table>
where the index $i$ runs over the event sources, $R_i(E, t, \vec{\rho})$ is the instantaneous rate expected from source $i$ given the model parameters $\vec{\rho}$, and $E_{\text{min}}$ and $E_{\text{max}}$ are the limits of the $E_p$ cut acceptance. The normalization likelihood is defined as the probability, given $N_{\text{exp}}$, of observing a number of candidates $N'$ equal to the number actually observed ($N_{\text{obs}}$). Assuming Poisson statistics we have

$$L_{\text{Norm}}(\vec{\rho}) = \delta(N', N_{\text{obs}}) \cdot \frac{N_{\text{exp}}^{N'}}{N'!} e^{-N_{\text{exp}}}, \quad (7.32)$$

where $\delta(N', N_{\text{obs}}) = 1$ if $N' = N_{\text{obs}}$, and $\delta(N', N_{\text{obs}}) = 0$ if $N' \neq N_{\text{obs}}$.

### 7.2.9 Shape-time likelihood

To use the observed candidate spectrum and take advantage of time dependence of the reactor output and background levels we introduce the shape-time likelihood. The likelihood of observing a candidate with the same energy and timestamp as the $i^{\text{th}}$ observed candidate is

$$\delta L_{\text{Shape-time}}(\{E_i, t_i\} | \vec{\rho}) = \sum_j \frac{R_j(E_i, t_i)}{\sum_j \int_{E_{\text{min}}}^{E_{\text{max}}} R_j(E', t_i) dE'} \quad (7.33)$$

where $j$ labels the sources — reactor, PoC etc. The shape-time likelihood is the joint likelihood for all the observed candidates,

$$L_{\text{Shape-time}}(\vec{\rho}) = \prod_{i=1}^{N_{\text{obs}}} \delta L_{\text{Shape-time}}(\{E_i, t_i\} | \vec{\rho}) . \quad (7.34)$$

### 7.2.10 Penalty likelihood

The elements of the penalty likelihood have been described in detail above in the description the likelihood model and the nuisance parameters. In summary we write

$$L_{\text{penalty}} = L_{\text{ES}} \cdot L_{\phi} \cdot L_\xi \cdot L_{N_{\alpha-n}} \cdot L_{S_{\alpha-n}} \cdot L_{\text{Bkg}} . \quad (7.35)$$

The penalty subscripts used earlier in defining the terms on the right hand side of Equation 7.35 have been dropped for convenience.

### 7.3 Likelihood ratio

Having described the likelihood model and how it depends on the physical and nuisance parameters, we proceed to define a likelihood ratio, or profile likelihood, which is a function of the physical parameters only. We introduce the following notation to help describe the likelihood ratio.
• Let \( N \) be the number of parameters in the likelihood model.

• Let \( \vec{\nu} \) denote an n-vector subset of the parameters and let \( \vec{\eta}(\vec{\nu}) \) be the remaining \( N-n \) parameters. For example, if \( \vec{\nu} = (\theta_{12}, \theta_{13}) \) then \( \vec{\eta}(\theta_{12}, \theta_{13}) \) is the set of remaining parameters including \( \Delta m^2_{21} \); if \( \vec{\nu} = (\theta_{12}) \) then \( \vec{\eta}(\theta_{12}) \) is the set of remaining parameters including \( \Delta m^2_{21} \) and \( \theta_{13} \).

• Let \( \hat{\rho} \) denote the values of the parameters that maximize the likelihood.

• Let \( \vec{\nu}_0 \) denote a particular choice of values for the parameter subset \( \vec{\nu} \) and let \( \hat{\eta}(\vec{\nu}_0) \) be the values of the remaining parameters that maximize the likelihood when \( \vec{\nu} \) is fixed at \( \vec{\nu}_0 \).

With this notation the likelihood ratio is

\[
\lambda(\vec{\nu}) = \frac{L(\vec{\nu}, \hat{\eta}(\vec{\nu}))}{L(\hat{\rho})}.
\]

(7.36)

The quantity \(-2 \ln(\lambda(\vec{\nu}))\) follows a \( \chi^2 \) distribution with \( n \) degrees of freedom, where \( n \) is the size of \( \vec{\nu} \) [87]. The best-fit estimators are those that maximize the likelihood ratio, or equivalently minimize the associated \( \chi^2 \), and the confidence intervals are constructed using the statistical properties of the \( \chi^2 \) distribution.

### 7.3.1 Construction of the likelihood ratio function

In practice the analysis is done by building up likelihood ratio function,

\[
\lambda(\Delta m^2_{21}, \theta_{12}, \theta_{13}) = \frac{L(\Delta m^2_{21}, \theta_{12}, \theta_{13}, \hat{\eta}(\Delta m^2_{21}, \theta_{12}, \theta_{13}))}{L(\hat{\rho})},
\]

(7.37)

on a grid of points in the space spanned by \( \Delta m^2_{21} \), \( \theta_{12} \) and \( \theta_{13} \). For each point \( \vec{\nu}_0 \) on the grid, \( \hat{\eta}(\vec{\nu}_0) \) is found using the ROOT interface to the Minuit minimiser. At each point, minimisation over the 19 nuisance parameters takes about 1 hour on the PDSF compute nodes (2.2 GHz lx24-amd64 QuadCore). Once the scan is complete, \( \hat{\rho} \) is taken as the grid-point with the maximum value of the likelihood. In the following we will also use projections of the likelihood ratio onto subspaces of the \( (\Delta m^2_{21}, \theta_{12} \text{ and } \theta_{13}) \) parameter space. For example the projection onto \( \Delta m^2_{21} \) is

\[
\lambda_{\text{proj}}(\Delta m^2_{21}) = \lambda(\Delta m^2, \hat{\theta}_{12}, \hat{\theta}_{13}),
\]

(7.38)

where for fixed \( \Delta m^2_{21}, \hat{\theta}_{12} \) and \( \hat{\theta}_{13} \) are the values of \( \theta_{12} \) and \( \theta_{13} \) that maximize \( \lambda(\Delta m^2_{21}, \theta_{12}, \theta_{13}) \).
7.4 KamLAND results

We now proceed to the results of the analysis. The main results are based on the expected reactor flux calculated using the default reactor-spectrum calculation presented in Chapter 5. A two-flavor ($\theta_{13}$ fixed at zero) and a three-flavor ($\theta_{13}$ allowed to vary) analysis was done. The results of a similar analysis based on the new reactor-spectra are presented in Appendix A.

7.4.1 Two-flavor result

The top panel of Figure 7.1 shows the profile likelihood, projected onto the $\Delta m^2_{21}$ axis. The best-fit value and 1σ confidence interval is $\Delta m^2_{21} = 7.63^{+0.18}_{-0.16} \times 10^{-5}$eV$^2$. The bottom panel of Figure 7.1 shows the profile likelihood projected onto the $\theta_{12}$ axis. There are two, almost degenerate minima. Without matter effects KamLAND is sensitive to $\theta_{12}$ through only the $\sin^2 2\theta_{12}$ term in the survival probability and thus cannot distinguish between $\theta_{12} > 45^\circ$ and $\theta_{12} < 45^\circ$. Including matter effects in the survival probability introduces $\cos 2\theta_{12}$ dependence (Equation 1.18), which breaks the degeneracy. The effect for KamLAND is very small; however, matter effects in the Sun are much larger and solar-neutrino experiments can distinguish between the two allowed regions. As shown in Figure 7.2 solar neutrino data reject the $\theta_{12} > 45^\circ$ region to very high significance. Assuming the oscillation parameters are the same for neutrinos and antineutrinos as demanded by CPT invariance, and appealing to the solar neutrino data we exclude $\theta_{12} > 45^\circ$ region for KamLAND. Thus the best-fit value and 1σ confidence interval is $\theta_{12} = 34.5^{+1.7}_{-1.8}$ degrees.

7.4.2 Three-flavor result

The analysis was repeated allowing $\theta_{13}$ to be nonzero. The parameter $\theta_{13}$ appears in the survival probability as a $\sin^2 \theta_{13}$ term (Equation 5.18). Physically this quantity cannot take on negative values, however negative values are artificially allowed in the analysis since from short-baseline reactor experiments we expect the best-fit estimator of $\sin^2 \theta_{13}$ to be close to this physical boundary. In this case the definition of the profile likelihood is modified slightly, the range of the parameters in denominator of Equation 7.36 is restricted to physically allowed values ($\sin^2 \theta_{13} \geq 0$).

The top plot in Figure 7.3 shows the profile likelihood projected onto the $\Delta m^2_{21}$ axis. The best-fit value and 1σ confidence interval is $\Delta m^2_{21} = 7.60^{+0.20}_{-0.19} \times 10^{-5}$eV$^2$. The lower plot in Figure 7.3 shows the projection onto the $\theta_{12}$ axis, appealing to the findings of solar neutrino experiments only the region $\theta_{12} < 45^\circ$ is considered. The best-fit value and 1σ confidence interval is $\theta_{12} = 32.5^{+2.9}_{-2.9}$ degrees. Figure 7.4 shows profile likelihood projected onto the $\sin^2 \theta_{13}$ axis. Due to limited computing resources the scan was restricted to the interval $-0.1 < \sin^2 \theta_{13} < 0.1$, since $\sin^2 \theta_{13}$ is known to be small [88] this restriction just excludes regions of parameter space that are already
Figure 7.1: Projection of the profile likelihood onto the $\Delta m^2_{21}$ axis (top) and $\theta_{12}$ axis (bottom) for a two-flavor analysis of the KamLAND data.
Figure 7.2: Allowed regions in $\Delta m^2-\theta_{12}$ space for a two-flavor analysis of (i) the KamLAND data, (ii) solar neutrino data and (iii) the KamLAND and solar data combined.

disfavored. The best-fit value is $\sin^2 \theta_{13} = 0.025^{+0.035}_{-0.035}$; the 95% confidence level upper limit is $\sin^2 \theta_{13} < 0.083$.

Figure 7.5 shows the binned energy spectrum of the candidates together with the best-fit background components and oscillated reactor-flux from the unbinned analysis. The Pearson-$\chi^2$ per degree of freedom of the data and model is 16.4/17. Figure 7.5 also shows the expected spectrum assuming the best-fit backgrounds and an unoscillated reactor flux.
Figure 7.3: Projection of the profile likelihood onto the $\Delta m^2_{21}$ axis (top) and $\theta_{12}$ axis (bottom) for a three-flavor analysis of the KamLAND data.
Figure 7.4: Projection of the profile likelihood onto the $\sin^2 \theta_{13}$ axis for a three-flavor analysis of the KamLAND data. The unphysical region ($\sin^2 \theta_{13} < 0$) is shaded green.

Figure 7.5: The data is the prompt visible energy spectrum of the selected $\bar{\nu}_e$ candidates. The shaded histograms are the expected component spectra given the best-fit background and oscillation parameters. These histograms are stacked. The line histogram is the expected candidate spectrum given the best-fit background spectra and an unoscillated reactor-flux.
7.5 Combined analysis of KamLAND and solar neutrino data

Assuming CPT invariance, solar neutrino experiments offer independent measurements of the oscillation parameters $\Delta m_{21}^2$, $\theta_{12}$ and $\theta_{13}$. Solar experiments have weaker sensitivity to $\Delta m_{21}^2$ than KamLAND but are more sensitive to $\theta_{12}$. In this section we outline a likelihood model used to estimate the oscillation parameters from data published by solar neutrino experiments. The parameters of the model are listed in Table 7.3. The likelihood is defined as

$$L_{\text{Solar}} = \frac{1}{N} e^{-\frac{1}{2} \chi_{\text{solar}}^2} ,$$

(7.39)

where $N$ is a normalization constant and

$$\chi_{\text{solar}}^2 = \sum_i \frac{(x_i(\vec{\rho}) - \mu_i)^2}{\sigma_i^2} + \chi_{\text{penalty}}^2 .$$

(7.40)

The index $i$ labels a measurement from one of the solar neutrino experiments, $x_i(\vec{\rho})$ is the expected value for this measurement given the model parameters $\vec{\rho}$, $\mu_i$ and $\sigma_i$ are the best-fit value and uncertainty reported by the experiment, and $\chi_{\text{penalty}}^2$ is a term to constrain nuisance parameters and include correlations between the different measurements. The solar neutrino measurements included in $L_{\text{Solar}}$ are listed in the next section.

7.5.1 Solar neutrino data

7.5.1.1 SNO

The electron neutrino survival probability, $P_{ee}$, and day-night asymmetry of the survival probability, $A_{ee}$, from a combined analysis of the three phases of the SNO experiment have recently been reported by the SNO collaboration [89]. They parametrize both quantities as polynomials in neutrino energy,

$$P_{ee}^{\text{SNO}}(E) = c_0 + c_1 \cdot \left( \frac{E}{1\text{MeV}} - 10 \right) + c_2 \cdot \left( \frac{E}{1\text{MeV}} - 10 \right)^2 ,$$

(7.41)

$$A_{ee}^{\text{SNO}}(E) = a_0 + a_1 \cdot \left( \frac{E}{1\text{MeV}} - 10 \right) ,$$

(7.42)

and report the best-fit values and covariance matrix of the coefficients $c_0, c_1, c_2, a_0, a_1, \phi_{8B}$ — where $\phi_{8B}$ is the estimator for the $^8B$ flux found from the neutral current measurements. The day-night asymmetry is defined as

$$A_{ee} = 2 \cdot \frac{P_{ee}^N - P_{ee}^D}{P_{ee}^N + P_{ee}^D} ,$$

(7.43)
Table 7.3: Parameters of the likelihood model used to analyse the solar neutrino data.

<table>
<thead>
<tr>
<th>Free parameters</th>
<th>Oscillation</th>
<th>1 $\Delta m^2_{21}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nuisance parameters</td>
<td>$\theta_{12}$</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>$\sin^2\theta_{13}$</td>
<td>3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Flux</th>
<th>$\phi_{\text{8B}}$</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>$7^7$Be flux</td>
<td>$\phi_{\text{7Be}}$</td>
<td>5</td>
</tr>
<tr>
<td>Combined CNO flux</td>
<td>$\phi_{\text{CNO}}$</td>
<td>6</td>
</tr>
<tr>
<td>SNO (see main text)</td>
<td>$c_0$</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>$c_1$</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>$c_2$</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>$a_0$</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>$a_1$</td>
<td>11</td>
</tr>
</tbody>
</table>

where $P_{ee}^D$ is the electron-neutrino survival probability expected during the day and $P_{ee}^N$ is the survival probability expected during the night. The reason the survival probability might differ from day to night is because of matter effects experienced by neutrinos as the propagate to the detector through the Earth at night. To calculate the expected value of $P_{ee}^D$ and $P_{ee}^N$ in a three flavor scenario the approximate expressions derived in [90] and the standard solar model BS05OP [7] were used.

Let $X = (\phi_{\text{8B}}, c_0, c_1, c_2, a_0, a_1)$ be the subset of parameters in the model associated with SNO and let $\hat{X}$ and $V$ be the best-fit values and covariance matrix reported by SNO, the $\chi^2$ contribution used in the analysis is

$$
\chi^2_{\text{SNO}} = \sum_i \left( \frac{(P_{ee}^{\text{exp}}(E_i) - P_{ee}^{\text{SNO}}(E_i, X))}{\delta P_{ee}^{\text{SNO}}(E_i, X)} \right)^2 + \sum_i \left( \frac{(A_{ee}^{\text{exp}}(E_i) - A_{ee}^{\text{SNO}}(E_i, X))}{\delta A_{ee}^{\text{SNO}}(E_i, X)} \right)^2 + \sum_{j,k=1}^6 (X_j - \hat{X}_j)V_{j,k}^{-1}(X_k - \hat{X}_k).$$

(7.44)

The quantities $P_{ee}^{\text{exp}}$ and $A_{ee}^{\text{exp}}$ are the survival probability and day-night asymmetry expected from the MSW oscillation model; $P_{ee}^{\text{SNO}}$, $A_{ee}^{\text{SNO}}$, $\delta P_{ee}^{\text{SNO}}$, and $\delta A_{ee}^{\text{SNO}}$
are the survival probability, asymmetry and their uncertainties based on the SNO parametrization. The index \( i \) runs over 10 energy bins — equal bins between 5 MeV and 15 MeV were used. The parameters \( \mathbf{X} = (\phi_s, c_0, c_1, c_2, a_0, a_1) \) float freely in the fit but are constrained to the values measured by SNO by the last term in Equation 7.44.

7.5.1.2 SuperKamiokande

The flux of \(^8\)B solar neutrinos measured through neutrino-electron elastic scattering has been reported by the SuperKamiokande experiment, \( \phi_{SK}^{ES}(^8\)B\) = 2.32 ± 0.04 (stat) ± 0.05 (syst) cm\(^{-2}\)s\(^{-1}\) [12]. The expected flux is

\[
\phi_{exp}^{ES}(^8\)B\) = \phi_s E \int_{E_{min}}^{E_{max}} dE \frac{S_8(B)(E) [P_{ee}(E) + (1 - P_{ee}) \frac{\sigma_{\mu\tau}(E)}{\sigma_e(E)}]}{E_{max}},
\]

where \( S_8(B) \) is the \(^8\)B solar neutrino spectrum [?] normalized to unity, \( P_{ee} \) is the electron neutrino survival probability described above, and \( \sigma_e \) and \( \sigma_{\mu\tau} \) are the neutrino-electron elastic scattering cross sections for each flavor. The range of the integral is from \( E_{min} = 5 \text{ MeV} \) to \( E_{max} = 20 \text{ MeV} \).

7.5.1.3 Borexino

The flux of mono-energetic, \( E_\nu = 0.862 \text{ MeV} \), solar neutrinos, from \(^7\)Be measured through neutrino-electron elastic scattering at Borexino was reported in [91], \( \phi_{Bor}^{ES}(^7\)Be\) = 3.10 ± 0.15 cm\(^{-2}\)s\(^{-1}\). The expected flux is

\[
\phi_{exp}^{ES}(^7\)Be\) = \phi_{Be} \cdot [P_{ee} + (1 - P_{ee}) \frac{\sigma_{\mu\tau}}{\sigma_e}],
\]

where \( P_{ee}, \sigma_{\mu\tau} \) and \( \sigma_e \) are as defined above.

7.5.1.4 Chlorine experiment

We used the final result from the Homestake Chlorine detector. The production rate per target reported in [8] is

\[
R_{Cl} = 2.56 \pm 0.16(\text{stat}) \pm 0.016(\text{syst}).
\]

The expected rate is

\[
R_{exp} = \sum_i \phi_i \int_{E_{Th}}^{E_{max}} S_i(E)\sigma_i dE \equiv \sum_i \phi_i \langle \sigma_i \rangle_{Eff}.
\]

The sum is over the three fluxes that contribute to Ar production: \( \phi_{Be}, \phi_{CNO} \) and \( \phi_s \). The standard solar model, BP05OP [7], and the spectrum averaged cross sections reported in [8] were used.
7.5.1.5 Constraints from Standard Solar Model

The parameter associated with the $^8B$ flux is constrained to the value measured by SNO by Equation 7.44. We constrain the $\phi_{^7Be}$ and $\phi_{CNO}$ fluxes to the SSM values with the following term in the penalty $\chi^2$:

$$\chi^2_{SSM} = \sum_i \frac{(\phi_i - \phi_{i,SSM})^2}{\sigma_{\phi_{i,SSM}}^2},$$

where the index $i$ labels the flux source ($^7Be$ and $CNO$), and $\phi_{i,SSM}$ and $\sigma_{\phi_{i,SSM}}$ are the flux and its uncertainty predicted by the standard solar model. This expression does not account for correlations between the different flux sources.

As was done for the KamLAND-only analysis, a profile likelihood function for the solar data was built up by scanning a grid of points in the $\Delta m^2_{21}, \theta_{12}, \theta_{13}$ parameter space, at each point the values of the nuisance parameters that maximize the likelihood ratio were found using the Minuit minimizer.

7.5.2 Results

Since the nuisance parameters in the KamLAND and solar analyses are uncorrelated the profile likelihoods from both analyses can be combined

$$\chi^2_{Tot}(\Delta m^2_{21}, \theta_{12}, \theta_{13}) = \chi^2_{KL}(\Delta m^2_{21}, \theta_{12}, \theta_{13}) + \chi^2_{Solar}(\Delta m^2_{21}, \theta_{12}, \theta_{13}),$$

where $\chi^2_{KL}$ is the $\chi^2$ associated with the KamLAND likelihood profile. The top panel of Figure 7.6 shows the likelihood profile projected onto the $\Delta m^2_{21}$ axis for the KamLAND-only, solar-only and the KamLAND + solar combined analysis. The best-fit value for the combined analysis is $\Delta m^2_{21} = 7.60^{+0.20}_{-0.20} \times 10^{-5}\text{eV}^2$. The bottom panel shows the likelihood profiles projected onto the $\theta_{12}$ axis, the best-fit value for the combined $\chi^2$ is $\theta_{12} = 33.5^{+1.0}_{-1.1}$ degrees. Figure 7.8 shows the projections onto the $\Delta m^2_{21} - \theta_{12}$ subspace. The projection onto the $\sin^2 \theta_{13}$ axis is shown in Figure 7.7. The best-fit value for the combined analysis is $\sin^2 \theta_{13} = 0.013 \pm 0.028$, the upper limit at the 95% confidence level is $\sin^2 \theta_{13} < 0.06$. Figure 7.9 shows the projection onto the $\sin^2 \theta_{13} - \tan^2 \theta_{12}$ subspace.

7.6 Summary

The results presented in this chapter are summarized in Table 7.4. From the combined analysis $\Delta m^2_{21}$ is measured to $\sim 2.6\%$ and $\theta_{12}$ is measured to $\sim 3\%$, with KamLAND dominating the $\Delta m^2_{21}$ measurement and the solar data dominating the $\theta_{12}$ measurement. The parameter $\theta_{13}$ is the least known mixing angle, KamLAND and solar data place an upper bound of $\sin^2 \theta_{13} < 0.06$ at the 95% confidence level but do not provide any significant lower bound. Accelerator-neutrino experiments
Figure 7.6: Projection of the profile likelihood onto the $\Delta m_{21}^2$ axis (top) and $\theta_{12}$ axis (bottom) for a three-flavor analysis of (i) the KamLAND data, (ii) the solar neutrino data, and (iii) the KamLAND and solar data combined.
Figure 7.7: Projection of the profile likelihood onto the $\sin^2 \theta_{13}$ (bottom) for a three-flavor analysis of (i) the KamLAND data, (ii) the solar neutrino data, and (iii) the KamLAND and solar data combined.

Figure 7.8: Allowed regions in $\Delta m^2_{21}-\theta_{12}$ space for a three-flavor analysis of (i) the KamLAND data, (ii) solar neutrino data and (iii) the KamLAND and solar data combined.
Figure 7.9: Allowed regions in $\sin^2 \theta_{13}$-$\tan^2 \theta_{12}$ space for a three-flavor analysis of (i) the KamLAND data, (ii) solar neutrino data and (iii) the KamLAND and solar data combined.

and short baseline reactor-neutrino experiments [?,38] which have just started or will soon begin taking data are expected to probe $\sin^2 2\theta_{13}$ down to the value of $\sim 0.01$ at 90% confidence level.

Table 7.4: Summary of oscillation parameter results for each analysis.

<table>
<thead>
<tr>
<th>Analysis</th>
<th>$\Delta m^2_{21}$ ($\times 10^{-5}$ eV$^2$)</th>
<th>$\theta_{12}$ (degrees)</th>
<th>$\sin^2 \theta_{13}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2-$\nu$ KL</td>
<td>$7.63^{+0.18}_{-0.19}$</td>
<td>$34.5^{+1.7}_{-1.8}$</td>
<td>—</td>
</tr>
<tr>
<td>3-$\nu$ KL</td>
<td>$7.60^{+0.20}_{-0.19}$</td>
<td>$32.5^{+2.9}_{-2.9}$</td>
<td>$0.025^{+0.035}_{-0.035}$</td>
</tr>
<tr>
<td>3-$\nu$ KL + solar</td>
<td>$7.60^{+0.20}_{-0.20}$</td>
<td>$33.5^{+1.0}_{-1.1}$</td>
<td>$0.013 \pm 0.028$</td>
</tr>
</tbody>
</table>
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Appendix A

Analysis with new reactor spectra

The analysis was repeated with the expected reactor antineutrino flux and spectrum calculated using the new reactor-spectra described in Chapter 5. The results are summarized in Table A.1.

Table A.1: Summary of the best-fit oscillation parameter values for a two- and three-flavor analysis using the new reactor-spectra.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Two flavor</th>
<th>Three flavor</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta m^2$ (eV$^2$)</td>
<td>$7.63_{-0.19}^{+0.20} \times 10^{-5}$</td>
<td>$7.62_{-0.20}^{+0.20} \times 10^{-5}$</td>
</tr>
<tr>
<td>$\theta_{12}$ (°)</td>
<td>$36.0_{-1.7}^{+1.9}$</td>
<td>$32.5_{-2.8}^{+3.2}$</td>
</tr>
<tr>
<td>$\sin^2 \theta_{13}$</td>
<td>$\equiv 0$</td>
<td>$0.045_{-0.030}^{+0.035}$; $&lt; 0.103$ (95% C.L)</td>
</tr>
</tbody>
</table>
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Figure A.3
Figure A.1: Projection of the profile likelihood onto the $\Delta m^2$ axis (top) and $\theta_{12}$ axis (bottom) for a two-flavor analysis using the new reactor-spectra.
Figure A.2: Projection of the profile likelihood onto the $\Delta m^2$ axis (top) and $\theta_{12}$ axis (bottom) for a three-flavor analysis using the new reactor-spectra.
Figure A.3: Projection of the profile likelihood onto the $\sin^2 \theta_{13}$ axis for a three-flavor analysis using the new reactor-spectra. The horizontal lines show the 90% and 95% one-sided (upper-limit) confidence regions.
Appendix B

Event classification

Events are classified using low level data such as trigger type, the value of NSum in the ID or OD regions, and the amount and distribution of charge collected in the ID. We introduce two additional variables to characterize the ID charge distribution:

1. Total number of photoelectrons collected in the ID-17-inch PMTs

\[ N_{p.e-ID17} = \sum_i \hat{q}_i, \]  

(B.1)

where the sum is over all pulses collected on all ID-17-inch PMTs and \( \hat{q} \) is the charge of each pulse in units of the spe charge of the associated channel.

2. The RMS of the pulse charges

\[ \sigma_{p.e-ID} = \sqrt{\frac{\sum_i (\hat{q}_i - \bar{N}_{p.e})^2}{N_{\text{pulses}}}}, \]  

(B.2)

where \( \bar{N}_{p.e} \) is the average pulse charge in units of single photoelectron charge \( \bar{N}_{p.e} = \sum_i \hat{q}_i / N_{\text{pulses}} \) and \( N_{\text{pulses}} \) is the total number of pulses in the sum.

Table B.1 defines a number of event types. In broad terms there are 3 event categories (i) muon events, which are identified their large photoelectron yield in the ID or by OD triggers, (ii) noise events which occur after very energetic muons or some forced-acquisition triggers, and (iii) all other events.
<table>
<thead>
<tr>
<th>Type Name</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>OD Muon</td>
<td>OD NSumMax &gt; 10</td>
</tr>
<tr>
<td>Oil Muon</td>
<td>$N_{p,e-ID} &gt; 1 \times 10^3$ and $\sigma_{p,e-ID} &gt; 0.015$</td>
</tr>
<tr>
<td>LS Muon</td>
<td>$N_{p,e-ID} &gt; 1 \times 10^4$ or $\text{OD-To-ID trigger and ID NSumMax} &gt; 1250$</td>
</tr>
<tr>
<td>Post Muon Noise</td>
<td>Time since last LS muon &lt; 50 $\mu s$ and $N_{p,e-ID} &lt; N_{p,e-ID}$ of that muon</td>
</tr>
<tr>
<td>ID NSum Muon</td>
<td>ID NSumMax &gt; 1250</td>
</tr>
<tr>
<td>Post ID NSum Muon Noise</td>
<td>Time since last ID NSum Muon &lt; 50 $\mu s$</td>
</tr>
<tr>
<td>Shower Muon</td>
<td>$N_{p,e-ID} &gt; 7 \times 10^5$</td>
</tr>
<tr>
<td>Neck</td>
<td>Trigger due to neck PMTs</td>
</tr>
<tr>
<td>Flasher</td>
<td>$N_{p,e-ID} &gt; 1 \times 10^3$ and $\sigma^2_{p,e-ID}/N_{p,e-ID} &gt; 2$</td>
</tr>
<tr>
<td>OD Noise</td>
<td>OD-To-ID trigger and only one of the 4 OD regions caused the trigger</td>
</tr>
<tr>
<td>Gap</td>
<td>Time since last trigger record &gt; 100 $ms$ or trigger type is a Disable Trigger</td>
</tr>
<tr>
<td>PostGap</td>
<td>Time since last pap event &lt; 2 $ms$</td>
</tr>
<tr>
<td>PreGap</td>
<td>Time to next gap event &lt; 2 $ms$</td>
</tr>
<tr>
<td>PPS</td>
<td>Global acquisition trigger launched on PPS pulse from GPS receiver</td>
</tr>
<tr>
<td>GPS</td>
<td>Forced acquisition trigger launched once every 32 PPS pulses</td>
</tr>
</tbody>
</table>