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Abstract

First principles calculation of material properties of group IV elements and III-V compounds

by

Brad Dean Malone

Doctor of Philosophy in Physics

University of California, Berkeley

Professor Marvin L. Cohen, Chair

This thesis presents first principles calculations on the properties of group IV elements and group III-V compounds. It includes investigations into what structure a material is likely to form in, and given that structure, what are its electronic, optical, and lattice dynamical properties as well as what are the properties of defects that might be introduced into the sample. The thesis is divided as follows:

- Chapter 1 contains some of the conceptual foundations used in the present work. These involve the major approximations which allow us to approach the problem of systems with huge numbers of interacting electrons and atomic cores. This involves a discussion of the Born-Oppenheimer approximation, Bloch’s Theorem, the concept of the pseudopotential, and the empirical pseudopotential method (EPM). We end with a discussion of density functional theory (DFT), which is methodology by which the majority of solid state work is carried out today.

- Then, in Chapter 2, we discuss one of the major limitations to the DFT formalism introduced in Chapter 1, namely its inability to predict the quasiparticle spectra of materials and in particular the band gap of a semiconductor. We introduce a Green’s function approach to the electron self-energy $\Sigma$ known as the GW approximation and use it to compute the quasiparticle band structures of a number of group IV and III-V semiconductors. Our fully first principles calculations, which include spin-orbit effects, are in very good agreement with experimental values and illustrate the power of this approach to calculate quasiparticle energies.

- In Chapter 3 we present a first-principles study of a number of high-pressure metastable phases of Si with tetrahedral bonding. The phases studied include all experimentally determined phases that result from decompression from the metallic $\beta$-Sn phase, specifically the BC8 (Si-III), hexagonal diamond (Si-IV), and R8 (Si-XII). In addition to these, we also study the hypothetical ST12
structure found upon decompression from $\beta$-Sn in germanium. We find that the DFT incorrectly predicts the Si-XII phase to be semimetallic and that the true quasiparticle spectrum exhibits a band gap.

- Our attention is then turned to the first principles calculations of optical properties in Chapter 4. The optical spectrum of the Si-XII is studied, which was shown in Chapter 3 to exhibit a small, indirect band gap. The Bethe-Salpeter equation is then solved to obtain the optical spectrum of this material including electron-hole interactions. The calculated optical spectrum is compared with experimental data for other forms of silicon commonly used in photovoltaic devices, namely the cubic, polycrystalline, and amorphous forms. The calculated values of the optical functions relevant to photovoltaic absorption are found to exhibit show greater overlap with the incident solar spectrum in Si-XII than those found in these other silicon phases.

- In Chapter 5 we present first principles calculations of the quasiparticle and optical excitation spectra of recently predicted silicon and germanium polytypes in the body-centered-tetragonal (bct) structure. The quasiparticle spectra calculated within the $GW$ approximation predict that both silicon and germanium in the bct structure are small band gap materials. The optical spectra are then evaluated by solving the Bethe-Salpeter equation taking into account.

- We examine the low-pressure phases of Ge in Chapter 6 by performing first principles calculations of the electronic structure and lattice dynamics of the R8, BC8, ST12, and hexagonal diamond structures of Ge. To aid future experimental investigation, we include predictions of the Raman-active frequencies of these phases as well as present the full phonon dispersion throughout the zone. Calculated equation of states within the LDA reveal a small pressure region where the R8 phase is energetically favored over the other metastable BC8 and ST12 structures, although the energy differences involved are relatively small and affected by the approximations used in the choice of pseudopotential. The calculated zone-center Raman-active frequencies are then used to further support experimental evidence which suggests the R8 phase of Ge to have been formed in indented samples of amorphous Ge. We also show that from an analysis of the pressure dependence of the zone-center Raman-active phonon frequencies that previous experimental results claiming to have the ST12 phase of Ge in their experimental sample were actually likely seeing the signature of the R8 phase, a phase which in Ge had until then remained unobserved.

- In Chapter 7 we demonstrate how first principles calculations can be used to predict new structures. In a study aimed at finding new useful forms of silicon, we use an ab initio random structure searching (AIRSS) method to identify a new phase of silicon in the $Ibam$ structure. The $Ibam$ phase is found to
be semimetallic within density functional theory with a small band overlap, and it is expected that quasiparticle corrections using the GW approximation would yield a semiconducting state with a small band gap. Calculation of the lattice dynamics reveals that the structure is locally stable. Enthalpy-pressure relations are calculated for the \textit{Ibam} structure as well as all other known Si structures, including the previously predicted \textit{st12} and \textit{bct} phases. These results indicate that \textit{Ibam} silicon is metastable over the pressure range considered. Calculated coexistence pressures of the other known phase transitions are in good agreement with experimental observation. We end this section with a discussion on evolutionary algorithms and their application to the problem of structure prediction. We then use this method to determine some interesting low-energy candidate structures for the unknown phase Si-VIII.

- We present a first-principles study of boron and phosphorus substitutional defects in Si-XII in Chapter 8. Recent result from nanoindentation experiments reveal that the Si-XII phase is semiconducting and has the interesting property that it can be doped n- and p-type at room temperature without an annealing step. Using the hybrid functional of Heyd, Scuseria, and Ernzerhof (HSE), we examine the formation energies of the B and P defects at the two distinct atomic sites in Si-XII to find on which site the substitutional defects are more easily accommodated. We also estimate the thermodynamic transition levels of each defect in its relevant charge states. The hybrid calculations also give an independent prediction that Si-XII is semiconducting, in agreement with recent experimental data.
To my wife Mary -
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Chapter 1

Introduction

1.1 The Problem

To understand the properties of a material is to understand the solution, if only approximate, of a system of interacting electrons and their nuclei. The governing equation for this system is the Schrödinger equation:

\[ \hat{H} = -\frac{\hbar^2}{2m_e} \sum_i \nabla_i^2 + \sum_{i,l} \frac{Z_l e^2}{|\mathbf{r}_i - \mathbf{R}_l|} + \frac{1}{2} \sum_{i,j \neq i} \frac{e^2}{|\mathbf{r}_i - \mathbf{r}_j|} - \sum_l \frac{\hbar^2}{2M_l} \nabla_l^2 + \frac{1}{2} \sum_{l,J \neq l} \frac{Z_l Z_J e^2}{|\mathbf{R}_l - \mathbf{R}_J|} \]

where the quantities pertaining to the electrons have lower case subscripts and that of the ions upper case. At first glance the problem seems fairly simple, and can be understood (at least at a classical level) by those who have taken an introductory course on electrodynamics. The Hamiltonian only contains terms which are either kinetic in nature or which are due from the electrostatic repulsion or attraction between particles. It may surprise a great number of people that generations of the world’s best physicists, chemists, and material scientists have struggled to solve this equation for even small numbers of particles without devoting a degree of computational resources that may exceed what humankind is currently capable of producing.

One of the difficulties present in the solution of the above equation is that most materials that we might be interested in studying contain a macroscopically large number of particles (e.g., \(\sim 10^{23}\)). Such a large number of entities means that even the solution of a classical problem may be intractable. Another problem is that the motion of the electrons and ions is correlated, i.e., the probability of finding an electron or ion is a specific position depends on the location of all the other electrons and ions of the system. This fact makes attempts to find the solution for individual particles without finding the solutions of the rest approximate at best. Finally, an additional obstacle is present because of the fact that the system is inherently quantum in nature.
Specifically, the wavefunction of the entire system $\Phi(\{r_i\}; \{R_I\})$ must obey the Pauli exclusion principle. This means that if two electrons of the same spin switch positions that the wavefunction $\Phi$ should change sign. Likewise, an interchange of the nuclei (for nuclei of the same type) might also introduce a sign change if the nuclear spin is half-integer. If an approximation to Eq. (1.1) is going to be realistic, it will want to be able to incorporate the physics of exchange at least to some degree.

1.2 Born-Oppenheimer Approximation

One of the first approximations to Eq. (1.1) which is often taken is known as the Born-Oppenheimer approximation. This approximation takes advantage of the fact that the nuclei, being much more massive than the electrons, move extremely slowly relative to the electrons. In this sense the electrons can be taken to instantaneously adjust to any ionic motion. More specifically, if the electronic system is in some state $A$ (e.g., the ground state), the electronic system will stay in that state as the nuclei undergo their motion. In other words, the motion of the nuclei does not induce transitions between states in the electronic system. This does not mean that the electrons do not care about the positions or motion of the nuclei, simply that when solving the electronic system the positions of the nuclei only enter as parameters.

From a mathematical standpoint, the upshot of the Born-Oppenheimer approximation is that our full wavefunction $\Phi(\{r_i\}; \{R_I\})$, can be written as a product of a state which describes the nuclear system and a state which describes the electronic system with the nuclear coordinates entering as parameters:

$$\Phi(\{r_i\}; \{R_I\}) = \sum_n \Theta_n(R_i)\Psi_n(r, R_{fixed})$$

where $\Theta_n(R_i)$ is the wavefunction describing the nuclear dynamics for each of the adiabatic eigenstates $\Psi_n$ of the electronic system [1, 2]. The wavefunction $\Psi_n$ is now the solution of a purely electronic Hamiltonian which can be written as

$$\hat{H}_e = -\frac{\hbar^2}{2m_e} \sum_i \nabla_i^2 + \sum_{i,I} \frac{Z_I e^2}{|r_i - R_I|} + \frac{1}{2} \sum_{i,j \neq i} \frac{e^2}{|r_i - r_j|}$$

where in the second line we have replaced the sum over the ions simply with the term $V_{ion}(r_i) = \sum_l \frac{Z_l e^2}{|r_i - R_l|}$. Through this change of notation which hides the dependence on the parameters $\{R_I\}$ we make it more readily apparent that we are concerned in the quantum problem of only the electrons. Additionally, as we will see later when
we examine the concept of the pseudopotential, this change of notation is convenient because the external potential acting on our electrons of interest will no longer be expressed as simply a sum over bare nuclear charges and their positions.

Before continuing with the discussion of how we solve the above electronic Hamiltonian in practice, it should be noted that it is possible (and common) to relax the assumptions made within the Born-Oppenheimer approximation. In particular, the assumption that the ionic degrees of freedom do not induce transitions between electronic eigenstates. These transitions do occur and can be treated perturbatively. The treatment of these transitions is what gives rise to the electron-phonon interaction that is central to the study of superconductivity, electrical resistivity, and other interesting physical phenomenon.

1.3 Bloch’s Theorem

Here we will briefly discuss the Bloch theorem and the way in which we exploit the periodic nature of a material to simplify the solution of Eq. (1.4). After all, it is only because of the periodicity of the physical system that we can study a block of silicon containing \( \sim 10^{23} \) atoms by studying instead a two-atom unit cell with a modest degree of Brillouin zone sampling. More extended descriptions, including proofs and examples, can be found in almost any introductory solid state textbook [3–5].

The study of matter is greatly simplified by the physical fact that solids are generally made up of periodically repeating units in space. This translational invariance simplifies the problem considerably. A crystal can be formed by taking the smallest repeat unit, known as a primitive cell, and repeating it in space using a set of vectors known as the lattice vectors. This translational invariance affects all of the observable properties of a material: the charge density \( \rho(\mathbf{r}) \), the potential that the electrons feel \( V(\mathbf{r}) \), etc.

\[
\rho(\mathbf{r} + \mathbf{T}) = \rho(\mathbf{r}) \tag{1.5}
\]
\[
V(\mathbf{r} + \mathbf{T}) = V(\mathbf{r}) \tag{1.6}
\]

where \( \mathbf{T} \) is a translation operator which is consistent with the periodicity of the crystal.

The description of the excitations in the crystal, such as the wavefunctions of the electrons or the collective of the atoms, are not strictly periodic in the lattice. Bloch showed that the eigenstates of a Hamiltonian in a periodic potential pick up a phase difference upon a shift in position through the translation vector \( \mathbf{T} \):

\[
\psi_{k}(\mathbf{r} + \mathbf{T}) = e^{ik\cdot\mathbf{T}}\psi_{k}(\mathbf{r}) \tag{1.7}
\]
where we have labeled the wavefunction $\psi_k(r)$ with the subscript $k$ which determines the phase that this particular state takes up when being translated by the translation vector $T$. An equivalent form of the Bloch theorem is that the solutions of a Hamiltonian in a periodic potential can be expressed as a function which is periodic in the lattice, $u_k(r)$, times a plane wave with wavevector $k$:

$$\psi_k(r) = e^{i k \cdot r} u_k(r)$$

$$u_k(r + T) = u_k(r).$$

It turns out that the $k$ vectors occurring in Eqs. (1.7-1.9) cannot take on just any value. Assuming that we are considering a finite crystal with periodic boundary conditions the allowed form of the Bloch vectors is

$$k = \sum_{i=1}^{3} \frac{m_i}{N_i} b_i$$

where $m_i$ are integers, $N_i$ is the number of lattice repeats in the direction of the $i^{th}$ lattice vector, and $b_i$ is a primitive vector of the reciprocal lattice (the lattice conjugate to the real-space lattice; for details see the introductory texts [3–5]). The $k$ vectors can also be taken to be confined to the first primitive cell of the reciprocal lattice (also known as the Brillouin zone) because the eigenfunctions and eigenvalues of the Hamiltonian are periodic in the reciprocal lattice. It can further be shown that the number of allowed $k$ vectors in Eq. 1.10 is simply equal to the number of cells in the crystal ($N_k = N = \Pi_i N_i$). Concluding this section, what the Bloch theorem allows us to do is instead of solving for the properties of an infinite (or near-infinite) crystal, we can instead solve the much smaller problem in the unit cell. While in principle the number of $k$ vectors in the Brillouin zone is infinite, by considering a much smaller number of $k$ vectors we will often be able to reach convergence of the properties of interest [1].

### 1.4 Pseudopotentials

When we are studying the properties of a material, it is common that the properties that we are interested in are intimately related to only some of the electrons that are present in the solid. For example, it is usually only the outer valence electrons that strongly participate in the bonding. Likewise, if one is interested in understanding the optical suitability of a new material for photovoltaics, it is again only the outer valence states which can even be excited by an incoming solar photon to a conduction band state. Similar statements can be made in relation to thermal excitations as well as the electrons which contribute to measured transport properties. For this fact alone it would be convenient if we could remove the electrons that do not participate directly in these phenomena and instead replace their effect on the valence electrons
by some other, cheaper means. The motivation for removing these inner, or core, electrons, is greater than simply reducing the number of electrons that are present in the system. These electronic wavefunctions often exhibit rapid variation as they move closer and closer to the nuclear core.\(^1\) When we are expanding our wavefunctions in a plane-wave basis set, such rapid fluctuations in real-space correspond to extremely large cutoffs in the plane wave expansion, making the size of calculation prohibitive. The problem of removing the computationally intense nature of electrons that are essentially behaving exactly as they do in the free atom is the motivation behind the concept of the pseudopotential.

The most intuitive introduction of the ideas behind the modern pseudopotential approach is through the OPW-based derivation by Phillips and Kleinman [6, 7]. In this derivation the true valence wavefunction \(\psi_v\) is expressed as a sum of a smooth wavefunction \(\phi_v\) plus a sum over occupied core states \(\psi_c\)\(^2\)

\[
|\psi_v\rangle = |\phi_v\rangle + \sum_c A_{vc} |\psi_c\rangle. \tag{1.11}
\]

These valence wavefunctions are made to be orthogonal to the core states, which implies that \(A_{vc} = -\langle \psi_c | \phi_v \rangle\). Substituting Eq. (1.11) along with the relation for \(A_{vc}\) into the Schrödinger equation \(H|\psi_v\rangle = E_v|\psi_v\rangle\) we obtain

\[
H|\phi_v\rangle - \sum_c \langle \psi_c | \phi_v \rangle E_c |\psi_c\rangle = E_v \phi_v - E_v \sum_c \langle \psi_c | \phi_v \rangle |\psi_c\rangle \tag{1.12}
\]

which can be simplified to yield

\[
H|\phi_v\rangle + \sum_c (E_v - E_c) |\psi_c\rangle \langle \psi_c | \phi_v \rangle = E_v |\phi_v\rangle \tag{1.13}
\]

\[
(H + V_R)|\phi_v\rangle = E_v |\phi_v\rangle \tag{1.14}
\]

where we have defined \(V_R = \sum_c (E_v - E_c) |\psi_c\rangle \langle \psi_c |\). What we have done in the above is transformed our original equation for the full wavefunction \(\psi_v\) into an equation for the smooth part of the wavefunction \(\phi_v\) (also known as the pseudo-wavefunction). The solution of this equation is not some pseudo-energy however, it is the actual energy \(E_v\) of the true valence wavefunction \(\psi_v\). In doing this transformation from the full wavefunction to smooth wavefunction the terms were added in Eq. (1.11) to guarantee

\(^1\)The cost savings is actually not only because of the removal of the core wavefunctions from the problem, but also the replacement of the true valence wavefunctions with smooth, nodeless pseudo-wavefunctions that only match the true wavefunctions in the atomic calculation outside of the core radius.

\(^2\)This form for the wavefunction has its origins in the early OPW-method works of Herring [8]. Herring found that by constructing the wavefunctions in such a manner it was much easier to take into account the rapid oscillatory behavior that exists near the core region. This makes sense, as the core functions that have been added in contain such rapid oscillatory behavior themselves [4].
the correct orthogonalization to the core states become a new potential $V_R$ felt by the smooth wavefunction $\phi_v$. Because the energy of the valence states, $E_v$, is greater than that of the core states, $E_c$, $V_R$ is a positive (and hence repulsive) potential. Furthermore, because it only acts in the region where the core wavefunctions are appreciable, is relatively short-ranged.

The Hamiltonian for our pseudo-wavefunction can also be expressed as

$$ (H + V_R)\phi_v = (T + V_c + V_R)\phi_v = E_v\phi_v $$

$$ (T + V_{pseudo})\phi_v = E_v\phi_v $$

where $V_c$ is the regular ionic potential generated from the nuclear cores and $V_R$ is the repulsive part obtained above. The sum of these two terms is what is called the pseudopotential $V_{pseudo}$. This pseudopotential will result in a weaker potential due to the partial cancellation between the attractive ionic potential and the repulsive part $V_R$. This allows for the resulting potential to more easily be treated within perturbation theory starting from a plane wave basis set$^3$.

The construction of the pseudopotential that we have outlined above is not how pseudopotentials are constructed in modern calculations, although they do exhibit some of the main general features of modern pseudopotentials. Like $V_R$, modern pseudopotentials are often both non-local operators and behave differently towards states of different momentum. These characteristics are present in a pseudopotential of the form $^1$

$$ \hat{V}_{pseudo}(r) = \sum_{l=0}^{\infty} \sum_{m=-l}^{l} v_{ps}^l(r) |lm\rangle \langle lm| = \sum_{l=0}^{\infty} v_{ps}^l(r) \hat{P}_l $$

where $\hat{P}_l$ is the projector operator on the angular momentum channel $l$ and $m$ is the quantum number corresponding to the projection on a chosen axis. Typically the expression in Eq. (1.17), which is an explicit sum over $l$-dependent pseudopotential contributions, is rewritten as the sum of a local channel which affects all angular momenta plus $l$-dependent corrections for each channel. The $l$-dependent corrections are zero outside the wavefunction cutoff where the pseudopotential then becomes exclusively the local part. The local part of the pseudopotential incorporates the long-range effects of the Coulomb potential (such as approaching the limit of $-\frac{Z_{ion}}{r}$ for large $r$) $^2$.

There are a number of details regarding modern pseudopotential generation that we will not go into here (the reader is referred to a number of the good references on the subject $^1, 2, 5, 9$), but we will conclude this discussion on pseudopotentials by giving a quick outline of how modern pseudopotentials are constructed:

---

$^3$Plane waves are of course the form of the true solution when the potential is zero, i.e. an empty lattice.
For each valence wavefunction, a cutoff in the radial coordinate $r$ is chosen such that that outside the cutoff the pseudo-wavefunction should be equal to the true all-electron valence wavefunction. Furthermore, the pseudo-wavefunction should be an eigenstate of the pseudo-Hamiltonian with the same eigenvalue as the all-electron wavefunction (although sometimes this energy, known as the reference energy, is taken to be something else).

Given these conditions (and possibly others, such as the norm-conservation of the pseudo-wavefunction within the cutoff radius [10]), the radial Schrödinger equation is inverted to find what potential gives rise to such a solution. This potential is what is known as the screened pseudopotential.

The reason why the “screened” pseudopotential is not the desired quantity is that it contains the effects of the valence electrons themselves. These effects do not describe what we are intending to model - purely the interaction between the valence electrons and the electrons of the core. Thus we must subtract out the valence contributions, or “descreen”, this pseudopotential. This is simply done by subtracting out the Hartree and exchange-correlation contributions coming from the valence electrons. \(^4\)

### 1.5 Empirical Pseudopotential Method (EPM)

Before the advent of the modern \textit{ab initio} pseudopotential and methods which allowed for these pseudopotentials to be used efficiently within the framework of density functional theory (DFT) [11], understanding the potential that the electrons felt inside a solid was no small task. However, because a crystal is periodic it was known that whatever form the potential took it should be expressible as a sum of Fourier components in the reciprocal lattice vectors of the crystal. Furthermore, as we saw in section (1.4), the effective potential felt by the valence electrons in a solid could be made weaker than the true potential without losing a good description of the valence electrons in the solid. This weaker potential implies that its Fourier representation can be constructed with a small number of reciprocal lattice vectors. If it were possible to obtain these parameters from experiment then the full bandstructure (as well as other properties) could be calculated without a detailed microscopic understanding of how that effective potential was generated. This idea is the motivation behind the empirical pseudopotential method [7, 12, 13].

If we take the full crystal potential to be of the form of a sum of potentials around

\(^4\)The Hartree potential is simply the regular electrostatic potential due to the valence electrons. The exchange-correlation contribution, which will be discussed in more detail later, is a best attempt to take into account the exchange property of the many-body wavefunction and correlated nature of the electrons that was discussed in Section 1.1.
each ion (below assumed to be the same type of ion for simplicity) \[4,5,7\]

\[
V_{\text{xtal}}(\mathbf{r}) = \sum_{\mathbf{R}, \tau} V_{\text{atom}}(\mathbf{r} - \mathbf{R} - \tau) \tag{1.18}
\]

we can expand this potential in the reciprocal lattice

\[
V_{\text{xtal}}(\mathbf{r}) = \sum_{\mathbf{G}} V_{\text{xtal}}(\mathbf{G}) e^{i\mathbf{G} \cdot \mathbf{r}}. \tag{1.19}
\]

The Fourier components of this potential can be expressed as

\[
V_{\text{xtal}}(\mathbf{G}) = \int_{\text{xtal}} \frac{d^3 \mathbf{r}}{\Omega_{\text{xtal}}} V_{\text{xtal}}(\mathbf{r}) e^{-i\mathbf{G} \cdot \mathbf{r}} = \sum_{\mathbf{R}, \tau} \int_{\text{xtal}} \frac{d^3 \mathbf{r}}{\Omega_{\text{xtal}}} V_{\text{atom}}(\mathbf{r} - \mathbf{R} - \tau) e^{-i\mathbf{G} \cdot \mathbf{r}} \tag{1.20}
\]

\[
= \frac{1}{N_{\text{cell}}} \left( \sum_{\mathbf{R}} e^{i\mathbf{G} \cdot \mathbf{R}} \right) \left[ \int_{\text{cell}} \frac{d^3 \mathbf{r}}{\Omega_{\text{cell}}} V_{\text{atom}}(\mathbf{r}) e^{-i\mathbf{G} \cdot \mathbf{r}} \right] \sum_i e^{i\mathbf{G} \cdot \tau} \tag{1.21}
\]

\[
= \frac{1}{N_{\text{cell}}} N_{\text{cell}} \left[ \int_{\text{cell}} \frac{d^3 \mathbf{r}}{\Omega_{\text{cell}}} V_{\text{atom}}(\mathbf{r}) e^{-i\mathbf{G} \cdot \mathbf{r}} \right] \sum_i e^{i\mathbf{G} \cdot \tau} \tag{1.22}
\]

\[
= V_{\text{atom}}(\mathbf{G}) S(\mathbf{G}) \tag{1.23}
\]

where we have introduced the structure factor \(S(\mathbf{G}) = \sum_i e^{i\mathbf{G} \cdot \tau}\). The term in brackets in Eq. (1.22) is the atomic form factor \(V_{\text{atom}}(\mathbf{G})\). Putting all of this together we can see that the crystal potential can be given as

\[
V_{\text{xtal}}(\mathbf{r}) = \sum_{\mathbf{G}} V_{\text{atom}}(\mathbf{G}) S(\mathbf{G}) e^{i\mathbf{G} \cdot \mathbf{r}}. \tag{1.24}
\]

These atomic form factors \(V_{\text{atom}}(\mathbf{G})\) are the factors which we believe to only need a few Fourier components to express. Additionally for some values of \(\mathbf{G}\) the structure factor will be identically zero, and so regardless of what the value of that particular \(V_{\text{atom}}(\mathbf{G})\) might be, we will not need it in our computations. Additionally, if we assume that \(V_{\text{atom}}(\mathbf{r}) = V_{\text{atom}}(|\mathbf{r}|)\) (i.e., the atomic potentials are spherical), then the atomic form factors only depend on the magnitude of \(\mathbf{G}\), which reduces the number that are needed to be determined experimentally by even more [13].

Now if we specialize to zinc-blende type materials in which we have two types of atoms, A and B, at the atomic positions \(\tau = \pm(\frac{1}{8} \frac{1}{8} \frac{1}{8})\) we can write

\[
V_{\text{atom}}(\mathbf{G}) S(\mathbf{G}) \rightarrow \sum_{\alpha} V_{\alpha} S_{\alpha}(\mathbf{G}) = V_S(\mathbf{G}) \cos(\mathbf{G} \cdot \tau_+) + i V_A(\mathbf{G}) \sin(\mathbf{G} \cdot \tau_+) \tag{1.25}
\]
where we have explicitly shown the generalization back to a system where the atoms are not identical and $\tau_+ = (\frac{1}{2}, \frac{1}{2}, \frac{1}{2})$. $V_S$ and $V_A$ are known as the symmetric and antisymmetric form factors, respectively, and are defined as

\begin{align}
2V_S(G) &= V_A(G) + V_B(G) \tag{1.26} \\
2V_A(G) &= V_A(G) - V_B(G) \tag{1.27}
\end{align}

Clearly in the case of a diamond structure $A = B$ and the antisymmetric form factor is zero. Because a number of the structure factors going to zero, a good description of the zinc-blende materials can be obtained by only knowing the form factors $V(G)$ for $|G|^2 = 0, 3, 4, 8$, and 11 (in units of $(2\pi/a)^2$)\footnote{Specifically, $|G|^2 = 3, 4, 11$ for the antisymmetric part and $|G|^2 = 0, 3, 8, 11$ for the symmetric part.}. These form factors can be obtained from the use of experimental data, in particular from the results of reflectivity and photoemission measurements [12].

Once an initial estimate for the form factors have been obtained, thus determining the potential, the next step is to solve the Schrödinger equation:

$$\left(-\frac{\hbar^2}{2m}\nabla^2 + V_{xtal}(r)\right)\psi_{n\mathbf{k}}(r) = E_{n,k}\psi_{n\mathbf{k}}(r). \tag{1.28}$$

But wait! Equation (1.28) is a single-particle Schrödinger equation. The Hamiltonian we were originally intending to solve, Eq. (1.4), clearly involves many electrons, and our wavefunction in Eq. (1.2) depends on the positions of all the electrons in the system. Why should we be considering the solution of an equation like Eq. (1.28) at all? What would such a solution mean, and how would we relate it back to the many-body wavefunction that we expected to be solving for? By allowing our wavefunctions to be the solutions of single-particle Schrödinger equations, we are indeed making an approximation to the full many-body wavefunction. However, it is not as if in doing so we are neglecting the effects of the other electrons. We are simply assuming that such effects can be represented in an average way by a suitable construction of the potential that the electrons feels. This is known as the independent particle, or mean field, approximation. Despite the fact that this approximation may at first glance seem quite severe, a great deal of progress can be made by considering solutions of such single-particle equations. The methods known as the Hartree and Hartree-Fock approximations begin with different forms of trial many-body wavefunctions, the components of which reduce to a set of single-particle equations similar to that considered in Eq. (1.28). Furthermore, as we’ll discuss in the next section, the Kohn-Sham equations of density functional theory are also a set of single-particle equations. However, in principle this set of single-particle equations can describe the physics of the many-body system exactly. To conclude this sidebar, while it is important to understand that in setting up our single-particle Schrödinger equations that we are making an approximation, the severity of such an approximation need not be large depending on the surrounding formalism and the quality of our effective potential.
Returning now to the discussion of the empirical pseudopotential method, it can now more easily be understood what we are doing when we are determining the form factors, and thus the potential, from experimental input. We are determining the effective single-particle potentials that give best reproduce the experimental input. Once these effective potentials are known, we are able to solve for the wavefunctions and energies that correspond to such an effective potential. These can then be used to calculate other quantities of interest, such as the density-of-states, the valence charge density, etc [13].

1.6 Density functional theory (DFT)

The many-body wavefunction which is a solution to Eq. (1.4) is certainly an object of great complexity. If we are considering a system of 10 electrons, the many-body wavefunction depends explicitly on all 10 electron positions, i.e. $\Psi(r_1, r_2, r_3, r_4, r_5, r_6, r_7, r_8, r_9, r_{10})$. The correlated nature of the electrons, plus the fact that this wavefunction must satisfy the Pauli exchange principle, means that a great deal of effort would need to be expended to get this solution. But the situation is even worse than that. Let’s assume we had a trade agreement with an alien civilization. This agreement allows us to obtain the many-body wavefunction for any system that we are interested in. Would we even be able to store the solution that they sent us? Take the example of 10 electrons above. If we represent the 10 electrons on a real-space grid of size $10 \times 10 \times 10$ (which is quite coarse), the many-body wavefunction would be specified by $10^{30} = 10^{30}$ numbers. If we assume only single-precision floats at 4 bytes each, we are talking about a storage requirement of $4 \times 10^{30}$ bytes, or $4 \times 10^{18}$ terabytes (TB)!

Currently the cost of a TB of storage goes for about $75 retail. Even with technology that would drop that cost down to $1/TB then the cost to store the many-body wavefunction for just those 10 electrons on a coarse grid would amount to 4 million trillion dollars \(^6\). This is about 4 million times more money than currently is circulating around the world in USD. Clearly, we have strong reasons to consider approaches which allow us to get around the full determination of the many-body wavefunction, “especially in this economy”.

One such method is to reformulate the problem not in terms of the many-body wavefunction, but simply in terms of the electronic density. If we knew the density on a grid of $10 \times 10 \times 10$, we would only need to store 1000 numbers, or 4 kilobytes (corresponding to the size of about 28 text messages on your cell phone). Early attempts at reformulating the many-body problem in terms of the charge density were made by Thomas and Fermi [14, 15], with later contributions made by Dirac [16]. The idea behind their approach was that they would use known results from the homogeneous electron gas at a certain density and apply it to an inhomogeneous systems by treating the energy contributions \(locally\) like that of a homogeneous gas of

---

\(^6\)Plus tax. We would likely qualify for free shipping.
that particular density. They did this by attempting to rewrite all of the contributions to the energy (kinetic, exchange, and correlation) in the form [1, 2]

$$E_\alpha[\rho] = \int \rho(\mathbf{r}) \varepsilon_\alpha[\rho(\mathbf{r})] d^3\mathbf{r}$$

(1.29)

where $\varepsilon_\alpha[\rho(\mathbf{r})]$ is the energy density of energy contribution $\alpha$. In this manner, they were successful in constructing an energy functional that depended on the electronic density alone [2]

$$E_{TFD}[\rho] = C_1 \int \rho(\mathbf{r})^{5/3} d^3\mathbf{r} + \int \rho(\mathbf{r}) V_{\text{ext}} d^3\mathbf{r} + C_2 \int \rho(\mathbf{r})^{4/3} d^3\mathbf{r} + \frac{1}{2} \int \int \frac{\rho(\mathbf{r})\rho(\mathbf{r}')}{|\mathbf{r} - \mathbf{r}'|} d^3\mathbf{r} d^3\mathbf{r}'$$

(1.30)

where $C_1$ and $C_2$ are simply numerical constants that are not of interest to us here. Minimization of this functional with respect to the density $\rho(\mathbf{r})$ leads to an equation in which $\rho(\mathbf{r})$ can be written as a unique function of the external potential. Thus if you specify the external potential, you will know the interacting charge density of your system. However, this theory did not meet much success in its applications to real materials [1, 2]. One of the major flaws of the theory was its inaccuracy in treating the kinetic contribution to the energy. It turns out that the kinetic energy cannot be very adequately represented as a functional of a local density. As we will soon discuss, progress in the treatment of this term was later made by a shrewd mapping of the interacting problem to a non-interacting problem in which the kinetic energy contribution could be readily calculated.

The above Thomas-Fermi-Dirac approach was, for the most part, unsuccessful in the modeling of real materials. However, the idea behind it was the predecessor of the immensely successful density functional theory (DFT), the theory that is currently the workhorse for electronic structure calculations throughout the world and for which W. Kohn\textsuperscript{7} later shared the Nobel Prize in chemistry with John Pople in 1998 [5]. The main idea behind DFT is the replacement of many-body problem by an associated independent particle problem, both formulated in terms of the density. This mapping can be made \textit{in principle} without the introduction of any approximations. However, a discussion on how this is done will make little sense if we do not understand a couple of facts about the many-body problem and its reformulation in terms of the density. We must first understand two important theorems introduced by Hohenberg and Kohn [17].

1.6.1 The Hohenberg-Kohn theorems

One of the results of the Thomas-Fermi-Dirac formulation was that the interacting density could be related uniquely to the external potential. However, this was only

\textsuperscript{7}Walter Kohn was one of the primary developers of DFT.
shown within the approximations that they used (and which we already have said are inadequate for real calculations). One question that could be asked is, is it true that true (without approximation) interacting density should be uniquely related to the external potential? This is the content of the first theorem of Hohenberg and Kohn. It can be proven by *reductio ad absurdum*\(^8\). We assume instead that the statement is not true, i.e., we assume that the external potential is not uniquely determined by the density. Thus we assume that two different potentials \(V_{\text{ext}}^1(r)\) and \(V_{\text{ext}}^2(r)\), which differ by more than a trivial constant, give rise to the same ground state density \(\rho_0(r)\). Associated with these two external potentials are two different Hamiltonians \(\hat{H}^1\) and \(\hat{H}^2\), which differ only in form that they have the two different external potentials. The lowest energy solution of \(\hat{H}^1\) and \(\hat{H}^2\) (i.e., the ground state) are the many-body wavefunctions \(\Psi^1\) and \(\Psi^2\), respectively, which are both assumed to give rise to the same ground state density \(\rho_0(r)\). The ground state energy of \(\hat{H}^1\) is simply \(E_0^1 = \langle \Psi^1 | \hat{H}^1 | \Psi^1 \rangle\) while that of \(\hat{H}^2\) is given by \(E_0^2 = \langle \Psi^2 | \hat{H}^2 | \Psi^2 \rangle\).

By the variational principle it must be true that
\[
E_0^1 < \langle \Psi^2 | \hat{H}^1 | \Psi^2 \rangle = \langle \Psi^2 | \hat{H}^2 + \hat{H}^1 - \hat{H}^2 | \Psi^2 \rangle = E_0^2 + \int \rho_0(r)(V_{\text{ext}}^1(r) - V_{\text{ext}}^2(r))d^3r. \tag{1.32}
\]

We can make the same argument for \(E_0^2\), obtaining
\[
E_0^2 < E_0^1 + \int \rho_0(r)(V_{\text{ext}}^2(r) - V_{\text{ext}}^1(r))d^3r \tag{1.33}
\]

Now if we add Eq. (1.32) and Eq. (1.33) we get the following result
\[
E_0^1 + E_0^2 < E_0^1 + E_0^2 \tag{1.34}
\]

which under no circumstance can be correct. Thus we conclude that our initial assumption must be incorrect. Therefore there is a direct one-to-one correspondence between the interacting ground state charge density and the external potential. Since the integral of the charge density gives the number of electrons in our system (thus determining the number of electrons we should sum over in the kinetic and interacting electron terms in the Hamiltonian), the ground state charge density determines the *full* Hamiltonian [18]. If it determines the full Hamiltonian, then it determines the solutions of that Hamiltonian, i.e. all many-body wavefunctions including the excited states (as well as *any* other property which is determined by the Hamiltonian).

The second Hohenberg-Kohn theorem regards the expression of the total energy not as an expectation value of the Hamiltonian of the many-body wavefunction, but as an explicit functional of the density. We know that this must be true, since we just discussed that the external potential is uniquely specified by the density, and

\(^8\)Also known as proof by contradiction.
thus the full Hamiltonian is (including all of its properties, one of which is the total energy of the system). Thus we may write the energy as an explicit functional of the density \[2\]

\[
E_{HK}[\rho] = T[\rho] + E_{\text{int}}[\rho] + \int V_{\text{ext}}(\mathbf{r})\rho(\mathbf{r})d^3\mathbf{r}
\]

\[\equiv F_{HK}[\rho] + \int V_{\text{ext}}(\mathbf{r})\rho(\mathbf{r})d^3\mathbf{r}\]  \hspace{1cm} (1.36)

where \(F_{HK}\) is a universal (i.e., the same for all systems of electrons) since the kinetic energy and interacting terms of the Hamiltonian operator are the same regardless of the external potential. The content of the second Hohenberg-Kohn theorem is that by minimum of the energy functional in Eq. (1.36) with respect to the density \(\rho\) is the true, ground state energy of the interacting system. Furthermore, the density which minimizes this functional is the true, interacting ground state electron density. The above statement can be easily proven by again using the variational principle.

We know that the ground state of a system with Hamiltonian \(\hat{H}\) and ground-state many-body wavefunction \(\Psi_0\) (with associated ground state density \(\rho_0\)) can be written in two ways:

\[
E_0 = E_{HK}[\rho_0] = \langle \Psi_0 | \hat{H} | \Psi_0 \rangle \]  \hspace{1cm} (1.37)

If we now consider a different density, \(\rho'\), which is constructed from a different many-body wavefunction \(\Psi'\), the variational principle tells us that

\[
E' = E_{HK}[\rho'] = \langle \Psi' | \hat{H} | \Psi' \rangle > \langle \Psi | \hat{H} | \Psi \rangle = E_{HK}[\rho_0] = E_0 \]  \hspace{1cm} (1.38)

which concludes the proof. If we knew the form of the universal functional \(F_{HK}\) (and thus the full energy functional via Eq. (1.36)) then by finding the minimum of that functional with respect to the density we would be able to obtain the ground state density and the ground state total energy.

We have shown, and proven, the two results that are present in the Hohenberg-Kohn theorems. However, notice that we have only learned some general truths about transforming the many-body problem from a picture in which the many-body wavefunction is the fundamental quantity of interest to one in which the electronic density is. We still have no idea what this functional \(F_{HK}\) looks like, and thus we cannot begin to attempt to minimize it with respect to the density.

### 1.6.2 Kohn-Sham equations

Walter Kohn and his postdoc student Lu Jeu Sham introduced a set of equations in 1965, known as the Kohn-Sham equations, which suggested a way by which we might proceed in solving for the interacting ground state density and energy \[19, 20\].
As Kohn said in his 1998 Nobel Prize lecture, the aim was to extract Hartree-like equations from the Hohenberg-Kohn functional for the total energy expressed in terms of the density [20]. The reasoning for being interested in a Hartree-like theory is that he wanted to work in an independent particle system. If this were the case the kinetic energy, which was difficult to approximate in terms of the density in the Thomas-Fermi-Dirac theory discussed above, could simply be constructed exactly via the expression

$$T = -\frac{\hbar^2}{2m} \sum_{i} f_i \langle \phi_i | \nabla^2 | \phi_i \rangle$$  \hspace{1cm} (1.39)$$

where \( f_i \) is the occupation number of the wavefunction \( \phi_i \) [1, 2]. Of course, the system is not interacting. But Kohn and Sham hoped to construct an auxiliary independent particle system which had the same density as the true, interacting system. If we could do this, then we could also obtain the true total energy of the system as well by use of the \( F_{HK} \) functional given above by Eq. (1.35) and Eq. (1.36).

What Kohn-Sham did is rewrite the expression for \( F_{HK}[\rho] \) as being equal to

$$F_{HK}[\rho] = F_{KS}[\rho] = T_s[\rho] + \frac{1}{2} \int \int \frac{\rho(r) \rho(r')}{|r - r'|} d^3r d^3r' + E_{xc}[\rho]$$  \hspace{1cm} (1.40)

$$= T_s[\rho] + E_{Hartree}[\rho] + E_{xc}[\rho]$$  \hspace{1cm} (1.41)

where \( T_s[\rho] \) is the kinetic energy of the particles in the auxiliary, non-interacting Kohn-Sham system [18]. The second contribution is the standard electrostatic expression for a charge density interacting with itself, the Hartree energy \( E_{Hartree} \). The exchange-correlation energy, \( E_{xc} \), is defined by Eq. (1.40).

Using Eq. (1.40) along with Eqs. (1.35) and (1.36), we can rewrite the exchange-correlation energy in an illuminating way

$$E_{xc}[\rho] = \langle T \rangle - T_s[\rho] + \langle E_{int} \rangle - E_{Hartree}[\rho].$$  \hspace{1cm} (1.42)

Thus \( E_{xc} \) is simply the difference between the true kinetic energy of the many-body system and the kinetic energy of the non-interacting system plus the difference between the true interacting energy of the many-body system and the Hartree energy. This is a useful strategy because typically the difference between the interacting kinetic energy and the non-interacting kinetic energy is small. Similarly, the dominant

9.“But we don’t know the functional form of \( F_{HK} \)” you might object. Yes, that is true. Our ignorance of this functional prevents us from obtaining the correct total energy if we were simply given, say from an alien civilization, the interacting density. However, if we were actually able to construct the auxiliary system with the same density as the interacting system then we would have had to already solve for what the functional \( F_{HK} \) was. In practice, the auxiliary Kohn-Sham system approximates the full, interacting charge density. Using the same approximations, we then can then obtain our approximate total energy. This should become more clear shortly when we introduce the exchange-correlation energy \( E_{xc} \).
contribution to the electron-electron interaction energy is the Hartree energy \[1\]. The introduction of the auxiliary Kohn-Sham system sets up a new problem in place of the old where we can calculate exactly the dominant contributions to the kinetic energy and the electron-electron interaction energy and then make our best attempt to approximate the remainder (i.e., \(E_{xc}\)). If good approximations to \(E_{xc}\) can be obtained\(^{10}\), then this strategy becomes very promising.

If we have the exact \(E_{xc}\) then the equality of Eq. (1.40) holds, equating the Kohn-Sham universal functional \(F_{KS}\) with that of the Hohenberg-Kohn \(F_{HK}\). By the Hohenberg-Kohn theorems we know that we can find the ground state density and energy by minimizing the functional \(E_{HK}\) with respect to \(\rho\). Since \(F_{KS}\) is equivalent to \(F_{HK}\), then we know that if we minimize the energy \(E_{KS} = F_{KS} + \int V_{ext}\rho(r)d^3r\) then we will also obtain the correct ground state density and energy. Taking the functional derivative of \(E_{KS}\) with respect to the density, subject to the constraint that the number of electrons remains fixed, we obtain the Kohn-Sham equations:

\[
\left[-\frac{\hbar^2}{2m} + V_{ks}[\rho](\mathbf{r})\right] \phi_i(\mathbf{r}) = \varepsilon_i \phi_i(\mathbf{r})
\] (1.43)

where \(\phi_i\) are the Kohn-Sham wavefunctions and \(V_{ks}\) is the Kohn-Sham potential, given as

\[
V_{ks}[\rho](\mathbf{r}) = V_{ext}(\mathbf{r}) + V_{Hartree}[\rho](\mathbf{r}) + V_{xc}[\rho](\mathbf{r})
\] (1.44)

\[
V_{Hartree}[\rho](\mathbf{r}) = \int \frac{\rho(\mathbf{r}')}{|\mathbf{r} - \mathbf{r}'|} d^3r'
\] (1.45)

\[
V_{xc}[\rho](\mathbf{r}) = \frac{\delta E_{xc}[\rho]}{\delta \rho(\mathbf{r})}
\] (1.46)

where in the last line it can be seen that the exchange-correlation potential is simply the functional derivative of the exchange-correlation energy with respect to the density.

In the Kohn-Sham system the particles are non-interacting and thus the many-body wavefunction (which we will never explicitly care about) could be constructed in the form of a Slater determinant of one-particle orbitals. From this it follows that the density of the system can be calculated as

\[
\rho(\mathbf{r}) = \sum_{i}^{occ} |\phi_i(\mathbf{r})|^2
\] (1.47)

where the sum extends over all of the occupied orbitals. The Kohn-Sham wavefunctions are the solutions of the Kohn-Sham equations, which depend on the density.

\(^{10}\)In practice there are a number of generally good approximations available, e.g. the local density approximation (LDA), the generalized gradient approximation (GGA), etc.
The density, in turn, depends on the Kohn-Sham wavefunctions as in Eq. (1.47). These equations are then solved by self-consistent iteration, the cycling ending when some criterion has been met (typically when the total energy changes by less than some specified small amount).

Once the self-consistent cycle has converged, the total energy is evaluated. In the Kohn-Sham system this is written as [9, 21]

\[
E = \sum_{\text{occ}} \int \phi_i^*(\mathbf{r}) \frac{\hbar^2}{2m} \phi_i(\mathbf{r}) \, d^3\mathbf{r} + \int V_{\text{ext}}(\mathbf{r}) \rho(\mathbf{r}) \, d^3\mathbf{r} + \frac{1}{2} \int \frac{\rho(\mathbf{r}) \rho(\mathbf{r}')}{|\mathbf{r} - \mathbf{r}'|} d^3\mathbf{r} d^3\mathbf{r}' + E_{xc}[\rho] \tag{1.48}
\]

\[
= \sum_{i} \varepsilon_i - \frac{1}{2} \int \int \frac{\rho(\mathbf{r}) \rho(\mathbf{r}')}{|\mathbf{r} - \mathbf{r}'|} d^3\mathbf{r} d^3\mathbf{r}' - \int V_{xc}(\mathbf{r}) \rho(\mathbf{r}) \, d^3\mathbf{r} + E_{xc}[\rho] \tag{1.49}
\]

where the second expression can be obtained using the Kohn-Sham equation and the relationship [21]

\[
\sum_{i} \varepsilon_i = \sum_{i} \langle \phi_i | - \frac{\hbar^2}{2m} \nabla^2 + V_{ks}(\mathbf{r}) | \phi_i \rangle. \tag{1.50}
\]

### 1.7 Conclusion

In the above sections we have laid out some of the important foundations for the work that is to follow. Density functional theory, with the aid of \textit{ab initio} pseudopotentials, is the basis for the majority of the work. In addition to the calculation of the total energy as described in Eq. (1.48) and Eq. (1.49) and the electronic density through Eq. (1.47), the results of DFT can be further used to calculate other properties that depend on the solutions to the Kohn-Sham equations. For example, by understanding how the electronic density changes with respect to perturbations of the nuclear coordinates, we can calculate the Hessian of the Born-Oppenheimer surface [22]\(^{12}\) This Hessian can be used to calculate the dynamical matrix which can be diagonalized to find the vibrational frequencies of a material. We will see examples of these types of extensions to DFT in Chapter 6, where the lattice dynamical properties of a number of low-pressure polytypes of Ge are calculated. Other extensions to DFT that will be discussed in this work include Green’s function methods which can be used to get accurate quasiparticle and optical absorption spectra. This type of information is not available within pure DFT because, as we have discussed, DFT is a ground state theory which gives us information about the ground state charge

\(^{11}\)Typically the repulsive ion-ion term \(E_{II}\) is included as well as this is clearly required if one is interested in geometry optimization or any other calculation in which the ions are taken to move.

\(^{12}\)The Born-Oppenheimer energy surface is simply another name for the total-energy of the system with fixed ionic positions, e.g. Eq. (1.49) with the addition of the ion-ion \(E_{II}\) term.
density and the ground state energy, but *not* information on excited states. We will begin our discussion of the quasiparticle energy spectra in the next chapter, and will show applications of these methods to optical properties starting in Chapter 4.
Chapter 2

Fully ab initio quasiparticle spectra of semiconductors

2.1 Introduction

In the past few decades, there has been tremendous progress in the first-principles calculation of material properties. The availability of highly parallelized codes within the framework of density functional theory (DFT) [17, 19, 20] as well as efficient approximations to the exchange-correlation energy $E_{xc}$ [23–26] allow for the reliable prediction of many properties of materials, especially those which are related to ground-state properties. For a large class of materials cohesive energies, equilibrium crystal structures, lattice dynamical properties, elastic constants, etc. can be calculated from first principles with an accuracy high enough to be of great predictive value [22, 27–29].

The “band gap” problem of DFT [30, 31] is perhaps the most obvious and permeating example of when such approaches applicable to the ground-state fail. Band gaps evaluated as a difference of DFT eigenvalues are routinely substantially lower than those measured experimentally [32]. This is because the Kohn-Sham eigenvalues, entering into the variational equations only as Lagrange multipliers in the fictitious Kohn-Sham auxiliary system, have no rigorous meaning as quasiparticle energies. Correcting such deficiencies has understandably been a major goal of theoretical work because an accurate representation of the quasiparticle spectrum is often necessary to understand and reliably predict a host of other properties that are of immense scientific and technological interest. This includes the calculation of optical absorption [33], band alignments in semiconductor heterojunctions [34–36], the placement of defect levels [37, 38], quantum transport [39], as well as many others.

Fortunately, accurate quasiparticle spectra can be calculated with knowledge of the electron self-energy operator $\Sigma$. While the complete determination of the electron self-energy is equivalent to the complete solution of the many-body problem
and thus is impractical, there exist computationally efficient approximations to the self-energy which result in energies that remedy much of the deficiency found in the use of the DFT eigenvalues. By far the most well-known approach is that which approximates the self-energy as the first-order term in an expansion of the screened Coulomb interaction $W$ as $\Sigma \approx iGW$, where $G$ is the single-particle Green's function [32, 40–42]. This evaluation of this approximation, which is already considerably more simple than the full self-consistent solution of Hedin’s equations including vertex corrections, still presents a formidable challenge. The calculation of the $\Sigma$ operator includes large sums over empty states and reciprocal lattice vectors, $q$-point summations, a frequency integration to account for the dynamical effects, and in principle a self-consistent evaluation of the self-energy. In addition to this, in implementations of the GW approximation one might also find a number of other factors that could possibly affect the results, such as the use of the pseudopotential approximation, incomplete basis sets, the separation between core and valence electrons, etc.

The difficulty of the calculations often necessitate taking additional approximations beyond that taken by setting the vertex function in Hedin’s equations to unity. As a result, there is often much ambiguity as to whether the results are indicative of the method generally or whether it is a result of the other approximations used, their implementation, or even of the convergence. The resolution of these issues is important not only to determine which approximations are most in need to relaxation in order to improve agreement with experiment (and thus where efforts should be focused as the availability of computational resources continues to grow). But in addition, from a practical perspective of predicting materials properties, it is also of interest to understand which methodological recipe will best reproduce the experimental properties regardless of its theoretical purity (i.e., even if such agreement is only due to a cancellation of errors).

The motivation behind this work is to present highly precise first-principles calculations of the quasiparticle spectra of group-IV semiconductors and III-V compounds within a chosen set of approximations. Specifically, we consider the Si and Ge in the diamond structure, as well as the zincblende structures of AlP, AlAs, AlSb, GaP, GaAs, GaSb, InP, InAs, and InSb. In relation to the above discussion, our calculation is done utilizing the pseudopotential method within a plane wave basis set [11]. This involves approximations relating the partitioning between core and valence electrons as well as the use of smooth, nodeless pseudo-wavefunctions rather than that of their all-electron counterparts. In situations where there are low-lying semicore electrons that are known to be of importance, we include these explicitly into the valence to take into account their effect on the bandstructure in the vicinity of the band gap. We do this for all GaX and InX systems (where X=P,As,Sb). Additionally, in order to take into account the dynamical screening we employ a generalized plasmon-pole model which extends the first principles calculated static dielectric function to finite frequencies [42]. Finally, we evaluate the quasiparticle energies within the “one-shot” GW approach, also known as $G_0W_0$. The effects of self-consistency on the band gaps
has been seen to result in band gaps that are too large in comparison to experiment, the rationale for this assumed to be the neglect of electron-hole correlations which would result in stronger screening, thus reducing the obtained quasiparticle gap [43]. In fact recently it has been shown that the inclusion of vertex corrections, limited in the construction of $W$ only, results in improved agreement with experiment for band gaps within self-consistent approaches [44]. The use of the plasmon pole model is believed to be a good approximation, especially in the vicinity of the band gap, with differences from the full frequency results of only a few tens of meV [32]. The use of the pseudo-wavefunctions, rather than those of the all-electron calculations, has recently been questioned [45] as being possibly problematic. However, the evaluation of these claims is outside the scope of the present work. The intent of this work is to provide demonstrably converged results for the quasiparticle spectra of group IV and III-V semiconductors within the PP-G$_0$W$_0$ methodology, which will not only be useful in the assessment of their accuracy in reproducing experimental gaps, but also as benchmark calculations that can be compared with other methods. In addition to providing the quasiparticle gaps and energies at the high-symmetry points, we will also present full bandstructures including the calculated spin-orbit splitting for all studied materials.

2.2 Method details

2.2.1 DFT

The calculation of the self-energy $\Sigma$ proceeds as a perturbation to an appropriate mean-field starting point. In this work we use wavefunctions, energies, and exchange-correlation potentials calculated with the local density approximation (LDA) to density functional theory (DFT). The DFT calculations are obtained with the Quantum-ESPRESSO package [46], which utilizes a planewave basis set [11]. Pseudopotentials for all of the elements are generated with the APE pseudopotential generator [47]. For the majority of the elements considered in this study, there is a clear and substantial separation between the electrons that are typically treated as valence with those treated as core states. This is not the case for Ga or In, however, which are known to have semicore $d$ states which strongly affect the electronic structure [48-50]. Moreover, it has been previously found that the inclusion of a semicore state of one angular-momentum quantum number into the valence while keeping the rest of the electrons in the same shell in the core leads to poor quasiparticle energies. This has to do with the spatial localization between semicore $d$ states and their same-shell $s$ and $p$ neighbors, which lead to large exchange energies [51]. In order to avoid this potential problem, we have included the full semicore shell into the valence when treating systems with either the cation Ga or In. These semicore pseudopotentials are generated using the multireference pseudopotential (MRPP) scheme as outlined by Reis et al.
Table 2.1: Shown is the energy cutoff for the wavefunctions, $E_{\text{cut}}$, along with the theoretically predicted lattice constant and bulk modulus in comparison to experiment. The In and Ga pseudopotentials incorporate the full semicore shell as valence. The subsequent GW calculations are always done at the experimental lattice constant.

<table>
<thead>
<tr>
<th></th>
<th>Theory</th>
<th>Expt.\textsuperscript{a}</th>
<th></th>
<th>Theory</th>
<th>Expt.\textsuperscript{a}</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_{\text{cut}}$(Ry)</td>
<td>$a_0$(Å)</td>
<td>$B_0$(GPa)</td>
<td>$a_0$(Å)</td>
<td>$B_0$(GPa)</td>
<td></td>
</tr>
<tr>
<td>Si</td>
<td>60</td>
<td>5.39</td>
<td>94.7</td>
<td>5.43</td>
<td>97.8</td>
</tr>
<tr>
<td>Ge</td>
<td>40</td>
<td>5.54</td>
<td>80.2</td>
<td>5.66</td>
<td>75.8</td>
</tr>
<tr>
<td>AlP</td>
<td>70</td>
<td>5.43</td>
<td>86.7</td>
<td>5.46</td>
<td>86</td>
</tr>
<tr>
<td>AlAs</td>
<td>80</td>
<td>5.63</td>
<td>73.1</td>
<td>5.66</td>
<td>78.1</td>
</tr>
<tr>
<td>AlSb</td>
<td>70</td>
<td>6.09</td>
<td>55.2</td>
<td>6.14</td>
<td>55.1</td>
</tr>
<tr>
<td>InP</td>
<td>350</td>
<td>5.82</td>
<td>67.9</td>
<td>5.87</td>
<td>71</td>
</tr>
<tr>
<td>InAs</td>
<td>350</td>
<td>6.01</td>
<td>59.7</td>
<td>6.06</td>
<td>60</td>
</tr>
<tr>
<td>InSb</td>
<td>350</td>
<td>6.40</td>
<td>48.0</td>
<td>6.48</td>
<td>48.3\textsuperscript{b}</td>
</tr>
<tr>
<td>GaP</td>
<td>700</td>
<td>5.39</td>
<td>88.0</td>
<td>5.45</td>
<td>89</td>
</tr>
<tr>
<td>GaAs</td>
<td>700</td>
<td>5.60</td>
<td>71.6</td>
<td>5.65</td>
<td>74.8</td>
</tr>
<tr>
<td>GaSb</td>
<td>700</td>
<td>6.01</td>
<td>55.3</td>
<td>6.10</td>
<td>57</td>
</tr>
</tbody>
</table>

\textsuperscript{a}Ref. 53 \hspace{1cm} \textsuperscript{b}Ref. 54

[52] and as implemented in the APE code [47]. All pseudopotentials used have been tested carefully for convergence in terms of the planewave energy cutoff as well as in reproducing the experimental lattice constants and bulk moduli. This information is given in Table 2.1 and indicates the quality of the pseudopotentials employed. The introduction of semicore states dramatically increases the computational cost associated with the calculations, not only in the generation of the wavefunctions, but also in the subsequent GW calculation.

### 2.2.2 GW calculations

Our GW calculations are done using the publicly-available BerkeleyGW [55] package which interfaces with a variety of DFT codes. As mentioned in the introduction, the calculation of the self-energy involves summations over empty states, $q$-point summations, as well as summations over reciprocal lattice vectors. These components can be seen in the expressions for $\Sigma = \Sigma_{\text{SX}} + \Sigma_{\text{CH}}$, where the self-energy is broken up into the usual screened-exchange and Coulomb-hole contributions [32, 55], as

\[
\langle n\mathbf{k}|\Sigma_{\text{SX}}(E)|n'\mathbf{k}'\rangle = -\sum_{n''}^{\text{occ}} \sum_{\mathbf{qG}} M_{n''n}(\mathbf{k}, -\mathbf{q}, -\mathbf{G}) M_{n'n'}(\mathbf{k}, -\mathbf{q}, -\mathbf{G}') \times \left[ \delta_{\mathbf{GG}'} + \frac{\Omega_{\mathbf{G}G'}^2(\mathbf{q})(1 - i\tan \phi_{\mathbf{G}G'}(\mathbf{q}))}{(E - E_{n''\mathbf{k} - \mathbf{q}})^2 - \tilde{\omega}_{\mathbf{G}G'}^2(\mathbf{q})} \right] v(\mathbf{q} + \mathbf{G}')
\]  

(2.1)
and
\[
\langle n|\Sigma_{CH}(E)|n'\rangle = \frac{1}{2} \sum_{n''}^{\infty} \sum_{q} M_{n''n}^*(k, -q, -G) M_{n'n'}(k, -q, -G') (2.2)
\]
\[
\times \frac{\Omega_{GG'}^2(q)(1 - i \tan \phi_{GG'}(q))}{\tilde{\omega}_{GG'}(q)(E - E_{n'k-q})^2 - \tilde{\omega}_{GG'}^2(q)} v(q + G')
\]

where \( v \) is the bare Coulomb interaction, and
\[
M_{nn'}(k, q, G) = \langle n| e^{i(q+G)\cdot r}|n'\rangle (2.3)
\]
\[
\Omega_{GG'}^2(q) = \omega_p^2 \frac{(q + G) \cdot (q + G')}{|q + G|^2} \rho(0) (2.4)
\]
\[
\tilde{\omega}_{GG'}^2(q) = \frac{|\lambda_{GG'}(q)|}{\cos \phi_{GG'}(q)} (2.5)
\]
\[
|\lambda_{GG'}(q)| e^{i\phi_{GG'}(q)} = \frac{\Omega_{GG'}^2(q)}{\delta_{GG'} - \epsilon_{GG'}(q; 0)} (2.6)
\]

In the above equations \( \rho \) is the reciprocal space charge density and \( \omega_p \) is the usual plasma frequency, \( \sqrt{4\pi\rho(0)e^2/m} \). In these equations \( \epsilon(q; 0) \) is the static dielectric matrix, which is itself related to a summation over wavevectors and empty states via its relationship with the static polarizability \( \chi \epsilon_{GG'}(q; 0) = \delta_{GG'} - v(q+G)\chi_{GG'}(q; 0) \).

where \( \chi \) is given as
\[
\chi_{GG'}(q; 0) = \sum_{occ} \sum_{n''}^{\infty} \sum_{k} M_{nn'}(k, q, G) M_{n'n'}^*(k, q, G') \frac{1}{E_{n'k-q} - E_{n'k}} (2.7)
\]

There are a number of convergence parameters in the equations above, and they cannot all be tested independently of one another. For example, in Eq. 2.2 the summation over reciprocal lattice vectors and empty states is not independent because the contributions from higher energy conduction band states have a large part of their contribution resulting from their matrix element corresponding to reciprocal vectors of higher energy. In practice, what this means is that convergence tests with respect to the number of empty states in the Coulomb-Hole summation cannot be done independently of the sum over \( G \) vectors (and hence independently of the size of the calculated dielectric matrix \( \epsilon_{GG'} \)). This can be seen from examining Fig. 2.1 and Fig. 2.2 where we have shown the convergence of the matrix element of \( \Sigma_{CH} \).
in Si for a $\mathbf{G}$ vector cutoff of 40 Ry and 10 Ry, respectively, in Eq. 2.2. Shown are the convergence of the first 8 bands in Si (4 valence and 4 conduction) for a grid of 6×6×6. It is clearly seen that with different sizes of $\mathbf{G}$ vector summations, hereafter interchangeably referred to as the energy cutoff for the dielectric matrix, we come to different conclusions about the number of bands needed for convergence. In the case of a 40 Ry cutoff, the number of bands required is slightly over 600 whereas in the case of the 10 Ry cutoff the number of bands to reach the same level of convergence is less than 300. The difference in the predicted direct band gap in these two cases is about 50 meV which is not negligible. In the literature it has become more common to show convergence with respect to the number of empty states in $\Sigma_{CH}$ which is positive development. However, there is frequently an absence of discussion or evidence that the dielectric matrix cutoff is converged. As Fig. 2.1 and Fig. 2.2 illustrate, without a consideration of the dielectric matrix cutoff this convergence with respect to number of bands is meaningless and may mislead the community to grant a higher degree of precision to the calculations than is warranted.

In this work we are very explicit in the convergence of the sums present in Eqs. 2.1, 2.2, and 2.7. For all materials studied we have included figures which demonstrate the convergence of the summations over bands in the Eq. 2.2 as well as those in the polarizability as seen in Eq. 2.7. As per the above discussion, we have also included the convergence tests with regard to the dielectric matrix cutoff. The procedure that we follow in these convergence tests is the following:

1. We construct the polarizability (and thus the dielectric matrix) up to a high energy cutoff. This is chosen such that lowering the cutoff should will not affect the quasiparticle eigenvalues in the subsequent self-energy calculation in any meaningful way (in other words, it is converged). This number is not known in advance, and whether or not a high enough energy cutoff was chosen initially will be determined later. The band summation in Eq. 2.7 is chosen to be the number of empty states equivalent to the number of $\mathbf{G}$ vectors implied by that dielectric energy cutoff. Thus in this step we hope to construct a dielectric matrix of size which we expect to be larger than needed to converge subsequent $\Sigma$ calculations with individual matrix entries that are themselves very close to the values that would be obtained with an infinite band summation.

2. With the dielectric matrix constructed as in Step 1, which because it is expected to be highly converged, should be equivalent, to any meaningful precision in the quasiparticle eigenvalues, to a dielectric matrix of infinite size constructed with infinite bands. We can now test the band summation in Eq. 2.2 without worrying that the results of these tests are dependent upon incomplete convergence with respect to the other parameters. These tests, carried out until all quasiparticle eigenvalues (taken relative to the value at the top of the valence band maximum (VBM) at $\Gamma$), are converged to within 5 meV gives us the value of bands in $\Sigma_{CH}$ that we will use in subsequent production runs.
Figure 2.1: Convergence in Si with respect to the number of bands included in the $\Sigma_{CH}$ summation. The summation over $\mathbf{G}$ vectors in Eq. 2.2 is cut off at 40 Ry. Shown are the calculated deviations from the converged result for 8 bands in Si (4 valence and 4 conduction) on a $6 \times 6 \times 6$ grid. Direct and indirect band gaps of particular interest are singled out in different colors as shown in the legend. As can be seen, it takes slightly more than 600 unoccupied states to converge all eigenvalues to less than 5 meV.
Figure 2.2: Convergence in Si with respect to the number of bands included in the $\Sigma_{CH}$ summation. The summation over $\mathbf{G}$ vectors in Eq. 2.2 is cut off at 10 Ry. Shown are the calculated deviations from the converged result for 8 bands in Si (4 valence and 4 conduction) on a $6\times6\times6$ grid. Direct and indirect band gaps of particular interest are singled out in different colors as shown in the legend. As can be seen, it takes less than 300 unoccupied states to converge all eigenvalues to less than 5 meV.
3. Having determined the number of bands needed in the construction of $\Sigma_{CH}$ in Step 2, we can now ask how many $G$ vectors are needed in the sums in $\Sigma$. We expect that the quasiparticle energies are not sensitive to some fraction of the higher energy $G$ vector contributions that we have available from our calculation in Step 1. So here we carry out another set of $\Sigma$ calculations, similar to the ones in Step 2, but now with varying the dielectric matrix cutoff. Again, when the quasiparticle eigenvalues relative to the top of the VBM are less than 5 meV, we take the resulting dielectric matrix cutoff as our converged value for subsequent production runs.

4. Finally, now that we understand the convergence of the quasiparticle eigenvalues with respect to the number of bands in $\Sigma$, as well as the size of the needed dielectric matrix, we determine how many bands are actually needed to construct a dielectric matrix of that size without introducing extra error in the quasiparticle energies. Again, we expect that the number of bands needed will be less than those used in the Step 1 in which we were attempting to accurately represent the dielectric matrix components of a larger dielectric matrix. Here we construct a number of dielectric matrices, obtained by varying the number of bands included in the summation in Eq. 2.7, and then use these different dielectric matrices to compute the quasiparticle energies. We examine the quasiparticle energies rather than simply look at the convergence of the components of the dielectric matrix because we are only interested in the convergence of components that strongly affect the final energies. From these calculations, again with a 5 meV criterion for specifying the convergence, we obtain the number of bands needed in the summation in Eq. 2.7. This is a useful step to do, as it turns out that for all systems studied that the number of bands needed in Eq. 2.7 is substantially less than that needed in Eq. 2.2. This observation has been made before \[56\] in relation to approximate methods to converge the Coulomb-hole summations in $\Sigma$ which appear to be the dominant computational expense in terms of empty state summations.

We have yet to discuss the convergence of the quasiparticle energies with respect to the $q$-point summations in Eq. 2.1 and Eq. 2.2, nor the $k$-point summation in Eq. 2.7. In principle the above procedure should be carried out at converged values with respect to these summations. To do this would entail a substantial convergence testing overhead for any calculation. However, it might be expected that the converged parameters with regards to summations over bands and $G$ vectors might not depend strongly on the $k/q$ point. We have explicitly tested this expectation on Si, where the above procedure was carried out on $k/q$ grids of size $6 \times 6 \times 6$, $4 \times 4 \times 4$, and $1 \times 1 \times 1$. In all three cases the decisions with respect to the number of bands and the $G$ summations were nearly identical. This motivates a use of the above procedure on smaller $k/q$ grids for the convergence testing of unoccupied states and dielectric matrix cutoff and then to use these parameters in the final calculation. In practice,
for the materials with lower wavefunction cutoff (Si, Ge, AlP, AlAs, and AlSb) we carry out these tests on a $2 \times 2 \times 2$ grid\(^1\) while the calculations involving semicore states (InX and GaX compounds) are done on a $1 \times 1 \times 1$ grid to save computational resources. The claim that a $1 \times 1 \times 1$ (i.e., $1^3$) grid gives similar convergence parameters as would be obtained on larger grids may at first seem suspect, since it is known that different gaps show different convergence characteristics, such as the indirect gaps versus the direct gaps in GaAs [48]. However, even in the case of the $1^3$ grid we converge the quasiparticle energies for 8 bands around the gap (4 valence and 4 conduction) relative to the VBM. In this sense we are already converging gaps between states of different character and thus the tests represent a more stringent set of tests than if we simply converged the direct $\Gamma - \Gamma$ gap. And lastly, the small energy difference criterion of 5 meV is a tight tolerance for convergence. That the relative gaps of 8 bands at $\Gamma$ should all be converged within 5 meV makes it unlikely that there exists a gap between different $k$-points with a much different degree of convergence.

Finally, with respect to the $k/q$ summations themselves, for the materials with lower wavefunction cutoff we use a grid of size $8^3$ for both the summation over $k$ and over $q$. In Si a grid of $8^3$ results in band gap errors for the $\Gamma-\Gamma, \Gamma-X$, and $\Gamma-L$ gap of only 2, 2, and 4 meV, in comparison to that obtained with a grid of $12^3$. For the other materials without semicore states we use an $8^3$ grid in expectation that the convergence is not substantially different from that obtained in Si. For materials with semicore states an $8^3$ calculation is extremely computationally demanding and so for these materials we use a smaller $4^3$ grid\(^2\). Finally, we note that in number of the materials (Ge, InAs, InSb, and GaSb) DFT incorrectly predicts a band overlap at $\Gamma$. Upon performing a GW calculation, these gaps are lifted and a semiconductor is obtained. However, the resulting quasiparticle energies reflect inaccuracies because of the incorrect occupation of the states in the sum of Eq. 2.1. Thus, for states where DFT predicts a metal, we first calculate the quasiparticle energy for states with incorrect occupation (i.e., at $\Gamma$) and then use this information to correct the eigenvalues only at $\Gamma$ such that the occupations of the considered states are now correct. With the exception of this eigenvalue update to correct for the overlap within DFT, we never iterate on the the quasiparticle eigenvalues and do only a “single-shot” GW calculation, $G_0W_0$.

### 2.2.3 Spin-orbit interaction

In this work many of the materials under study are relatively heavy and thus have non-negligible degrees of spin-orbit interaction. If we were simply interested in the gap values between high-symmetry points, we could simply use experimental numbers to adjust the GW results before comparison. However, we would like to calculate

---

\(^1\)For Si we have already mentioned tests carried out at $6 \times 6 \times 6$, so in this chapter we will present those figures instead of those on the $2 \times 2 \times 2$ grid.

\(^2\)In Si, a $4^3$ grid results in band gap errors of about 50 meV with respect to that of a $12^3$ grid.
the full bandstructure throughout the zone and thus we need much more detailed information on the effects of spin-orbit. To accomplish this, we use the vector-part of the pseudopotential to treat spin-orbit as a perturbation on top of the GW results [57], using the LDA wavefunctions but the GW determined quasiparticle energies. This is done via a Wannier-interpolation of the spin-orbit matrix. First, we utilize the Wannier90 code [58] to generate the relevant unitary matrices \( U^{(k)} \) and \( U^{\text{dis}(k)} \) which relate the Bloch wavefunctions with the associated Wannier functions. For all materials studied we use a uniform \( 8^3 \) grid to generate the Wannier functions, thus requiring that we calculate the quasiparticle eigenvalues and the spin-orbit matrix on \( 8^3 \) grids as well. First we rotate the Hamiltonian into the basis of rotated Bloch states as \[ H^{W}(k) = (U^{k})^\dagger(U^{\text{dis}(k)})^\dagger H(k)U^{\text{dis}(k)}U^{k} \] (2.8)

where we have neglected the band and spin indices. In the equation above

\[ H_{n\sigma,n'\sigma'}(k) = H_{n\sigma,n'\sigma'}^{GW}(k)\delta_{\sigma,\sigma'} + H_{n\sigma,n'\sigma'}^{SO}(k) \]

\[ = E_{n,k}^{QP} \delta_{nn'}\delta_{\sigma,\sigma'} + H_{n\sigma,n'\sigma'}^{SO}(k). \]

With the generalization of the rotation matrices \( U \) to \[ U^{k}_{n\sigma,n'\sigma'} = U^{k}_{nn'}\delta_{\sigma,\sigma'} \]

\[ U^{\text{dis}(k)}_{n\sigma,n'\sigma'} = U^{\text{dis}(k)}_{nn'}\delta_{\sigma,\sigma'} \]

we can continue with the standard Wannier interpolation procedure and construct the Fourier transform as

\[ H(R) = \frac{1}{N_k} \sum_{k} e^{-ikR} H^{W}(k) \]

(2.13)

Because the matrix \( H(R) \) corresponds to matrix elements between Wannier functions, these elements decay rapidly with increasing \( R \). This Fourier sum can then be truncated at finite \( R \) but is equivalent in value if we had considered a sum over an infinitely large mesh of \( R \) vectors. This allows us to Fourier interpolate back onto an arbitrary k-point as

\[ H(k') = \sum_{R} e^{i k' \cdot R} H(R) \]

(2.14)

Diagonalizing the matrix \( H(k') \) then results in our interpolated quasiparticle bandstructure including spin-orbit interactions.

\[ \text{The grid on which we compute quasiparticle eigenvalues does not have to be the same as that used in the } k/q \text{ summations in } \Sigma \text{ and } \chi. \text{ The } q \text{ grid simply needs to be commensurate with the grid on which we calculate the GW eigenvalues.} \]
Table 2.2: A summary of some of the convergence parameters used in GW calculations, as determined from the tests shown in Appendix A. Shown are the number of bands included in Eq. 2.2 as well as the number included in Eq. 2.7. The size of the dielectric matrix, corresponding to the sum over $G$ vectors in Eq. 2.1 and Eq. 2.2 is also given. The value of other convergence parameters is discussed in the text.

<table>
<thead>
<tr>
<th>$\epsilon_{cutoff}$ (Ry)</th>
<th>bands in $\chi$</th>
<th>bands in $\Sigma_{CH}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Si</td>
<td>25</td>
<td>300</td>
</tr>
<tr>
<td>Ge</td>
<td>25</td>
<td>400</td>
</tr>
<tr>
<td>AlP</td>
<td>28</td>
<td>500</td>
</tr>
<tr>
<td>AlAs</td>
<td>30</td>
<td>500</td>
</tr>
<tr>
<td>AlSb</td>
<td>23</td>
<td>500</td>
</tr>
<tr>
<td>InP</td>
<td>35</td>
<td>400</td>
</tr>
<tr>
<td>InAs</td>
<td>33</td>
<td>400</td>
</tr>
<tr>
<td>InSb</td>
<td>33</td>
<td>400</td>
</tr>
<tr>
<td>GaP</td>
<td>64</td>
<td>500</td>
</tr>
<tr>
<td>GaAs</td>
<td>65</td>
<td>600</td>
</tr>
<tr>
<td>GaSb</td>
<td>67</td>
<td>600</td>
</tr>
</tbody>
</table>

2.3 Results

We now present the results of the GW quasiparticle calculations, starting with the group IV materials Si and Ge. For all materials we have included the convergence studies with respect to empty states and dielectric matrix cutoff in Appendix A. A summary of these convergence parameters is shown in Table 2.2.

The calculated quasiparticle energies of Si are shown in Table 2.3. In Si, all of the direct and indirect gaps are well described. The greatest error occurs for the state with lowest energy, $\Gamma_1v$. In Fig. 2.3 we have shown the band structure along the high-symmetry lines, including the effects of spin-orbit, which because of its maximal value of 0.05 eV, is difficult to discern in the plot. In Si, the fundamental gap is between the valence band maximum at $\Gamma$ and the conduction band minimum along the $\Gamma$-$X$ line. We find this indirect gap to be of value 1.27 eV, comparing well to the experimental value of 1.17 eV [61]. The value of 1.27 eV is also in good agreement with the pioneering work of Hybertsen and Louie [42], who obtained 1.29 eV.

In Ge, we also find remarkably good agreement for the majority of the quasiparticle energies with available experimental values (see Table 2.4). One clear exception, however, is that of the direct gap at $\Gamma$, which we underestimate by about 0.5 eV. Previous theoretical works using the same formalism have also underestimated this gap, although typically by less than in our results [42]. Another study on Ge by Rohlfing et al. [62], who used a Gaussian-orbital basis, also underestimated this transition, but only by about half the amount seen here. Closer to the value reported here, results by Shirley et al. indicate a gap of 0.53 eV for this transition [63]. As
Hybertsen and Louie have discussed [42], the position of the $\Gamma_{2c}'$ is expected to be underestimated to some extent because this state has the majority of its weight on the atomic sites and thus is most sensitive to the approximate treatment of the valence-core interactions in the self-energy. This underestimation can also be seen in the calculation of the $\Gamma_{2c}'$ state in Si, the other other homopolar material considered in this study. Hybertsen and Louie gave an estimate of this approximate treatment of the valence-core interactions in Ge at a maximal value of 0.3 eV, with a sign which would increase the direct band gap at $\Gamma$. In fact, GW calculations performed on Ge with the entire semicore shell included by Tiago et al. [48] find a larger direct band gap of 0.85 eV, in excellent agreement with the experimental value. The same effect was found by Rohlfing in an earlier study [49]. Additionally, work done by Shirley et al. have also found that a core-polarization potential (CPP) treatment of the core-valence interactions in Ge results in a direct band gap which is increased by over 0.3 eV in comparison to the treatment of the core-valence interactions at the DFT level level only [63].

The cause for the additional underestimation in the present work compared to earlier results is not completely clear. Within our tests, we find that the direct gap at $\Gamma$ is relatively insensitive to the number of bands included in the calculation of the polarizability, Eq. 2.7, or the size of the resulting dielectric matrix, and so we doubt that incomplete convergence in the former calculations with respect to these parameters is likely to be a factor. Even in the summation over empty states for $\Sigma_{CH}$, we find that our calculated gap for $\Gamma_{2c}'$ would only be 20 meV larger if we only included 64 bands as was done in Ref. 42, although we do find other gaps that are more sensitive to this smaller summation over empty states. Part of the discrepancy may be due to the fact that some of early calculations in Ge were done using coarser $q$-grid meshes. We find that if we reduce the size of the $q$-grid from $8^3$ to $4^3$, as was used in Ref. 42, the location of the $\Gamma_{2c}'$ rises by 80 meV relative to the VBM. Any additional discrepancy may originate in the sensitivity of the $\Gamma_{2c}'$ state to the pseudopotential at the LDA level. For example, our $\Gamma_{2c}'$ state is over 0.12 eV lower in our mean-field calculation than in that of Ref. 62. If these energy biases remain to some extent in the final quasiparticle energies, we would expect to obtain a smaller value. Thus our calculated value of the $\Gamma_{2c}'$ state seems to be comparable to previous values when we take into account the tighter convergence in the present work. As found in prior studies [48, 49, 63], taking the semicore electrons into account in Ge may be necessary to obtain better agreement with experiment for this direct transition at $\Gamma$, which needs to be larger in order for the calculation to predict the indirect band gap of Ge that is seen experimentally. The quasiparticle band structure of Ge is shown in Figure 2.4. The spin-orbit splitting, being much larger in Ge than in Si, can clearly be seen in the figure.

In Table 2.5 we have summarized the quasiparticle energies for AlP, AlAs, and AlSb. Unfortunately, we were unable to find many experimental results with which to compare. For all three compounds, we reproduce the fundamental indirect gap
Table 2.3: Quasiparticle energies for Si. Spin-orbit split values are shown on the same line separated by commas. All energies are in eV. Experimental data is taken from Ref. 61 (and references therein) unless otherwise noted.

<table>
<thead>
<tr>
<th></th>
<th>LDA</th>
<th>GW</th>
<th>GW+SO</th>
<th>Expt.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Gamma_1v$</td>
<td>-11.96</td>
<td>-11.61</td>
<td>-11.63</td>
<td>-12.5</td>
</tr>
<tr>
<td>$\Gamma'_{25v}$</td>
<td>0.0</td>
<td>0.0</td>
<td>-0.05,0.0</td>
<td>-0.044,0.0</td>
</tr>
<tr>
<td>$\Gamma_{15c}$</td>
<td>2.56</td>
<td>3.32</td>
<td>3.28,3.32</td>
<td>3.34$^a$</td>
</tr>
<tr>
<td>$\Gamma'_{2c}$</td>
<td>3.15</td>
<td>3.83</td>
<td>3.81</td>
<td>4.18</td>
</tr>
<tr>
<td>$X_{1v}$</td>
<td>-7.82</td>
<td>-7.76</td>
<td>-7.78</td>
<td></td>
</tr>
<tr>
<td>$X_{4v}$</td>
<td>-2.84</td>
<td>-2.84</td>
<td>-2.86</td>
<td>-2.9$^a$</td>
</tr>
<tr>
<td>$X_{1c}$</td>
<td>0.64</td>
<td>1.45</td>
<td>1.43</td>
<td>1.3$^b$</td>
</tr>
<tr>
<td>$L_{1v}$</td>
<td>-6.99</td>
<td>-6.92</td>
<td>-6.94</td>
<td>-6.8$^a$</td>
</tr>
<tr>
<td>$L'_{3v}$</td>
<td>-1.19</td>
<td>-1.20</td>
<td>-1.23,-1.20</td>
<td>-1.2$^a$</td>
</tr>
<tr>
<td>$L_{1c}$</td>
<td>1.43</td>
<td>2.15</td>
<td>2.13</td>
<td>2.04$^a$</td>
</tr>
<tr>
<td>$L_{3c}$</td>
<td>3.33</td>
<td>4.19</td>
<td>4.16,4.18</td>
<td>3.9$^a$</td>
</tr>
</tbody>
</table>

$^a$Ref. 64

$^b$Estimate from the indirect gap and longitudinal mass as given in Ref. 42.
Figure 2.3: Quasiparticle bandstructure of Si, including the effects of spin-orbit. The valence band maximum is set at zero energy. The VBM is located at $\Gamma$ and the CBM is located along the $\Gamma$-$X$ line with magnitude $1.27$ eV.
Figure 2.4: Quasiparticle bandstructure of Ge, including the effects of spin-orbit. The valence band maximum is set at zero energy.
Table 2.4: Quasiparticle energies for Ge. Spin-orbit split values are shown on the same line separated by commas. In instances where differing experimental data was reported we have included them separated by a slash (/). All energies are in eV. Experimental data is taken from Ref. 61 (and references therein) unless otherwise noted.

<table>
<thead>
<tr>
<th></th>
<th>LDA</th>
<th>GW</th>
<th>GW+SO</th>
<th>Expt.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Γ₁ᵥ</td>
<td>-12.73</td>
<td>-12.42</td>
<td>-12.53</td>
<td>-12.6</td>
</tr>
<tr>
<td>Γ₂ᵥ</td>
<td>0.0</td>
<td>0.0</td>
<td>-0.32,0.0</td>
<td>-0.3,0.0</td>
</tr>
<tr>
<td>Γ₂ₑ</td>
<td>-0.12</td>
<td>0.48</td>
<td>0.38</td>
<td>0.89ᵃ</td>
</tr>
<tr>
<td>Γ₁₅ₑ</td>
<td>2.58</td>
<td>3.16</td>
<td>2.89,3.13</td>
<td>3.25</td>
</tr>
<tr>
<td>X₁ᵥ</td>
<td>-8.89</td>
<td>-8.82</td>
<td>-8.93</td>
<td>-9</td>
</tr>
<tr>
<td>X₄ᵥ</td>
<td>-3.00</td>
<td>-3.02</td>
<td>-3.13</td>
<td>-3.2</td>
</tr>
<tr>
<td>X₁ₑ</td>
<td>0.72</td>
<td>1.27</td>
<td>1.16</td>
<td>1.3</td>
</tr>
<tr>
<td>L₂ᵥ</td>
<td>-10.67</td>
<td>-10.52</td>
<td>-10.63</td>
<td>-10.6</td>
</tr>
<tr>
<td>L₁ᵥ</td>
<td>-7.58</td>
<td>-7.55</td>
<td>-7.75</td>
<td>-7.7</td>
</tr>
<tr>
<td>L₃ᵥ</td>
<td>-1.36</td>
<td>-1.37</td>
<td>-1.57,-1.37</td>
<td>-1.5</td>
</tr>
<tr>
<td>L₁ₑ</td>
<td>0.09</td>
<td>0.65</td>
<td>0.54</td>
<td>0.7</td>
</tr>
<tr>
<td>L₃ₑ</td>
<td>3.75</td>
<td>4.35</td>
<td>4.18,4.30</td>
<td>4.2/4.3</td>
</tr>
</tbody>
</table>

ᵃ Ref. 65
between Γ and X to a very satisfying degree, with a maximum deviation of only 0.13 eV. We also produce the direct transition at L in AlAs extremely well. However, the direct gap at Γ as well as the location of the \( L_{1c} \) state relative to the VBM all show relatively disappointing agreement with the available experimental data. Calculations by Zhu and Louie [34], using a similar methodology except with the use of model dielectric functions instead of those computed \textit{ab initio}, get much of the same disagreement with the available values as shown here. The experimental value of the direct gap at Γ in AlP was called into question in Ref. 34, where it was pointed out that the feature attributed to the direct gap in the photoluminescence spectrum of AlP is not very distinct, likely as a result of the large defect concentration in the sample. Additionally, they suggested that the feature claimed to be the direct gap at 3.63 eV might actually be an indirect transition allowed by phonon or defect scattering from \( \Gamma_{15v} \) to \( X_{3c} \), which they found to be at 3.56 eV, precisely the same value found in this study. The results for AlAs also show discrepancy larger than normal for the direct transition at Γ. The work of Shirley \textit{et al.} suggests that half of this underestimation may be the result of core-valence exchange and correlation effects relating to the As core states. Using their CPP approach, they find that the direct gap at Γ in AlAs is increased from 2.74 eV to 2.93 eV, bringing the result closer to agreement with the experimental value of 3.11 eV [63]. Other transitions in AlAs were more weakly affected by the inclusion of these effects. The indirect transition \( \Gamma_{15v} \rightarrow L_{1c} \) is strongly overestimated, which is similar to that reported in a number of other calculations [34, 63, 66]. Godby and co-workers pointed out that this value is simply an extrapolation to \( x=1 \) for an alloy of \( \text{Ga}_{1-x}\text{Al}_x\text{As} \) [67]. However, the experimental range only goes to \( x=0.6 \) and thus the accuracy of such an extrapolation is questionable. Therefore this value, as in previous works, has been presumed to not accurately represent the energy of this transition.

The calculated direct gap at Γ in AlSb is, like in AlAs, underestimated somewhat relative to experiment. We find a larger underestimation of this direct gap than found in Ref. 34, a difference of 0.36 eV between the calculations. The difference likely has multiple causes. One of the dominant reasons may be the update of the energies in the Green’s function, which is done in Ref. 34 and is said to increase the quasiparticle band gaps by approximately 0.1 eV for the majority of the materials studied. We strictly perform \( G_0W_0 \) in this work without update to any eigenvalues, with the exception of correcting the occupation at Γ in situations where DFT incorrectly predicts a metal as described earlier. The use of a model dielectric function in Ref. 34 might also be partly responsible for the differences. For example, in Ref. 34 it was found that the use of a model dielectric function increased the \( \Gamma_{1c} \) gap in AlAs by 0.11 eV in comparison to their calculations with a dielectric function computed from first principles. A similar overestimation due to the model dielectric function may be present in AlSb. Finally, various levels of convergence could be present as well, e.g. reducing the \( q \)-grid in this work from \( 8^3 \) to the \( 4^3 \) used in Ref. 34 results in a direct band gap which is larger by \( \sim 60 \) meV. We note that that the underestimation found in the
The quasiparticle band structures for AlP, AlAs, and AlSb are shown in Figures 2.5, 2.6, and 2.7. The spin-orbit splitting can be clearly seen in the plots for AlAs and AlSb. Our spin-orbit splitting values are generally always in good agreement with experiment. For AlP, we are unaware of experimental $\Delta_0$ splitting parameters, although our calculated value of 63 meV is in fantastic agreement with values of 62 and 68 meV found elsewhere in the literature [68, 69]. In Table 2.5 it is clear that the splitting for the $\Gamma_{15c}$ state ($\Delta_{15}$) in AlSb is dramatically underestimated compared to the experimental value. We obtain a value of 59 meV in comparison to the 300 meV found experimentally [70]. However, we note that our result is in very good agreement with other theoretical predictions, such as 61 meV from a calculation performed with the Augmented Spherical Wave (ASW) method [69] and 90 meV with a relativistic orthogonalized plane wave (ROPW) model [71]. Thus we agree with the view brought forth in Ref. 69 calling for the experimental value for this splitting to be reconsidered.

We have also included in our study the In-based III-V semiconductors InP, InAs, and InSb. Like the 3$d$ states of Ga, the In 4$d$ states are shallow in energy and are known to be important for structural and electronic properties [73, 74]. In our calculations we therefore include the entire $n=4$ shell as valence in the calculations. As mentioned previously, in this work we use a generalized plasmon pole (GPP) model for the frequency dependence of the screening. In this model the imaginary part of the dielectric matrix is related to the charge density via a generalized $f$-sum rule [42]

$$\int_0^\infty \text{Im} \left[ \epsilon_{\text{GG}'}^{-1}(\mathbf{q}, \omega) \right] \omega d\omega = -\frac{\pi}{2} \omega^2 \rho^2 \frac{\mathbf{q} \cdot (\mathbf{q} + \mathbf{G}) \cdot (\mathbf{q} + \mathbf{G}') \rho(\mathbf{G} - \mathbf{G}')}{|\mathbf{q} + \mathbf{G}|^2 \rho(0)}.$$  \hspace{1cm} (2.15)

However, in the present calculation using the full charge density means including the semicore shell into the above sum rule. As Tiago et al. have noted, this implies that the semicore electrons are able to screen as effectively as the standard valence electrons [48]. To avoid this unphysical assumption, they only included the charge density due to the valence electrons in the above sum rule in their study of Si, Ge, and GaAs. It was found that this choice made less than a 0.1 eV difference in the resulting quasiparticle eigenvalues than if the full semicore + valence charge density was taken. We follow this approach and reconstruct the charge density from only the typical valence electrons as input to the GPP model. The results from our calculations are shown in Table 2.6. The computed values are almost uniformly in very good agreement with the experimental values. The quasiparticle corrections fix the band overlap present for InAs and InSb, which LDA incorrectly predicts to be metallic. In
Table 2.5: Quasiparticle energies for group III-V semiconductors \( \text{AlX} \) (X=P,As,Sb). Spin-orbit split values are shown on the same line separated by commas. In instances where differing experimental data was reported we have included them separated by a slash (/). All energies are taken from Ref. 61 unless otherwise noted. All energies are in eV.

<table>
<thead>
<tr>
<th></th>
<th>AIP</th>
<th></th>
<th></th>
<th>AIP</th>
<th></th>
<th></th>
<th>AIP</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LDA</td>
<td>GW</td>
<td>GW+SO</td>
<td>Expt.</td>
<td>LDA</td>
<td>GW</td>
<td>GW+SO</td>
<td>Expt.</td>
<td>LDA</td>
<td>GW</td>
<td>GW+SO</td>
<td>Expt.</td>
</tr>
<tr>
<td>( \Gamma_{1v} )</td>
<td>-11.51</td>
<td>-11.19</td>
<td>-11.21</td>
<td></td>
<td>-11.91</td>
<td>-11.63</td>
<td>-11.73</td>
<td></td>
<td>-10.77</td>
<td>-10.39</td>
<td>-10.62</td>
<td></td>
</tr>
<tr>
<td>( \Gamma_{15v} )</td>
<td>0.0</td>
<td>0.0</td>
<td>-0.06,0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>-0.31,0.0</td>
<td>-0.31,0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>-0.68,0.0</td>
<td>-0.67,0.0</td>
</tr>
<tr>
<td>( \Gamma_{1c} )</td>
<td>3.11</td>
<td>4.16</td>
<td>4.14</td>
<td>3.63(^a)</td>
<td>1.90</td>
<td>2.83</td>
<td>2.73</td>
<td>3.11</td>
<td>1.39</td>
<td>2.09</td>
<td>1.87</td>
<td>2.38</td>
</tr>
<tr>
<td>( \Gamma_{15c} )</td>
<td>4.49</td>
<td>5.70</td>
<td>5.66,5.69</td>
<td></td>
<td>4.28</td>
<td>5.18</td>
<td>5.05,5.10</td>
<td></td>
<td>3.17</td>
<td>3.79</td>
<td>3.53,3.58</td>
<td>3.7,4.0 (^{b,c})</td>
</tr>
<tr>
<td>( X_{3v} )</td>
<td>-5.35</td>
<td>-5.36</td>
<td>-5.38</td>
<td></td>
<td>-5.44</td>
<td>-5.54</td>
<td>-5.64</td>
<td></td>
<td>-5.49</td>
<td>-5.58</td>
<td>-5.81</td>
<td></td>
</tr>
<tr>
<td>( X_{5v} )</td>
<td>-2.12</td>
<td>-2.14</td>
<td>-2.17,-2.15</td>
<td></td>
<td>-2.17</td>
<td>-2.23</td>
<td>-2.40,-2.27</td>
<td>-2.45,-2.30</td>
<td>-2.17</td>
<td>-2.22</td>
<td>-2.60,-2.30</td>
<td></td>
</tr>
<tr>
<td>( X_{1c} )</td>
<td>1.47</td>
<td>2.65</td>
<td>2.63</td>
<td>2.5</td>
<td>1.38</td>
<td>2.29</td>
<td>2.19</td>
<td>2.1/2.23(^b)</td>
<td>1.18</td>
<td>1.84</td>
<td>1.62</td>
<td>1.6</td>
</tr>
<tr>
<td>( X_{3c} )</td>
<td>2.35</td>
<td>3.58</td>
<td>3.56</td>
<td></td>
<td>2.22</td>
<td>3.17</td>
<td>3.06</td>
<td></td>
<td>1.41</td>
<td>2.07</td>
<td>1.85</td>
<td></td>
</tr>
<tr>
<td>( L_{1v} )</td>
<td>-5.58</td>
<td>-5.56</td>
<td>-5.58</td>
<td></td>
<td>-5.58</td>
<td>-5.67</td>
<td>-5.77</td>
<td></td>
<td>-5.42</td>
<td>-5.47</td>
<td>-5.70</td>
<td></td>
</tr>
<tr>
<td>( L_{3v} )</td>
<td>-0.77</td>
<td>-0.78</td>
<td>-0.82,-0.79</td>
<td></td>
<td>-0.82</td>
<td>-0.86</td>
<td>( E_{L_{1c}} - 3.9 )</td>
<td>( E_{L_{1c}} - 3.9 )</td>
<td>-0.89</td>
<td>-0.93</td>
<td>( E_{L_{1c}} - 3.03 )</td>
<td>( E_{L_{1c}} - 3.31 )(^b)</td>
</tr>
<tr>
<td>( L_{1c} )</td>
<td>2.67</td>
<td>3.81</td>
<td>3.79</td>
<td></td>
<td>2.04</td>
<td>2.95</td>
<td>2.85</td>
<td>2.36(^b)/2.49/2.54</td>
<td>1.26</td>
<td>1.91</td>
<td>1.68</td>
<td>2.33</td>
</tr>
<tr>
<td>( L_{3c} )</td>
<td>4.76</td>
<td>6.03</td>
<td>6.01,6.02</td>
<td></td>
<td>4.68</td>
<td>5.65</td>
<td>5.54,5.56</td>
<td></td>
<td>3.78</td>
<td>4.46</td>
<td>4.22,4.26</td>
<td></td>
</tr>
</tbody>
</table>

\(^{a}\)Ref. 72. \(^{b}\)Taken from experimental results compiled in Ref. 34. \(^{c}\)See discussion in text.
Figure 2.5: Quasiparticle bandstructure of AlP, including the effects of spin-orbit. The valence band maximum is set at zero energy.
Figure 2.6: Quasiparticle bandstructure of AlAs, including the effects of spin-orbit. The valence band maximum is set at zero energy.
Figure 2.7: Quasiparticle bandstructure of AlSb, including the effects of spin-orbit. The valence band maximum is set at zero energy.
Appendix A we have shown the explicit convergence tests for the band summations and size of the dielectric matrix, which leave only ~15 meV remaining uncertainty in the calculation due to these parameters. However, due to the computational cost of the calculation we have performed the \( q \)-grid summation on a 4\(^3\) grid. In our discussion for Ge and AlSb, we have noted a lack of convergence in gaps between high symmetry points of about 80 and 60 meV due to this reduced \( q \) sampling, and uncertainties of similar size should be expected to be present in the results of Table 2.6. The band structures of InP, InAs, and InSb along high-symmetry lines are shown in Figures 2.8, 2.9, and 2.10.

Finally, we discuss our results for the Ga-containing compounds GaP, GaAs, and GaSb. It has been shown previously that in order to get results of high accuracy, semicore states must be taken into account in GaAs due to the shallow 3\(d\) electrons in Ga [48]. Accordingly, we have included the full \( n=3 \) shell of Ga in the calculation of the quasiparticle energies of GaP, GaAs, and GaSb. The results of the calculations are shown in Table 2.7. Again, the calculated quasiparticle energies show very good agreement with the experimental values. While still small, the largest deviations in gaps between band edge states occur for the direct transition at \( \Gamma \) in GaAs and GaSb.
Table 2.6: Quasiparticle energies for group III-V semiconductors InX (X=P,As,Sb). Spin-orbit split values are shown on the same line separated by commas. In instances where differing experimental data was reported we have included them separated by a slash (/). Experimental data is from Ref. 61 unless otherwise specified. All energies are in eV.

<table>
<thead>
<tr>
<th></th>
<th>InP</th>
<th></th>
<th></th>
<th>InAs</th>
<th></th>
<th></th>
<th>InSb</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LDA</td>
<td>GW</td>
<td>GW+SO</td>
<td>Expt.</td>
<td>LDA</td>
<td>GW</td>
<td>GW+SO</td>
<td>Expt.</td>
<td>LDA</td>
</tr>
<tr>
<td>( \Gamma_{1v} )</td>
<td>-11.53</td>
<td>-11.01</td>
<td>-11.04</td>
<td>-11.4/-11.0</td>
<td>-11.89</td>
<td>-11.40</td>
<td>-11.53</td>
<td>-12.3</td>
<td>-10.79</td>
</tr>
<tr>
<td>( \Gamma_{15v} )</td>
<td>0.0</td>
<td>0.0</td>
<td>-0.11,0.0</td>
<td>-0.11,0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>-0.38,0.0</td>
<td>-0.37,0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>( \Gamma_{1c} )</td>
<td>0.44</td>
<td>1.51</td>
<td>1.47</td>
<td>1.42</td>
<td>-0.46</td>
<td>0.55</td>
<td>0.42</td>
<td>0.36</td>
<td>-0.45</td>
</tr>
<tr>
<td>( \Gamma_{15c} )</td>
<td>3.96</td>
<td>5.12</td>
<td>4.78,5.23</td>
<td>4.78,5.14</td>
<td>3.84</td>
<td>4.70</td>
<td>4.25,4.73</td>
<td>4.5</td>
<td>2.96</td>
</tr>
<tr>
<td>( X_{3v} )</td>
<td>-5.85</td>
<td>-5.51</td>
<td>-5.55</td>
<td>-6.0/-5.9</td>
<td>-5.90</td>
<td>-5.65</td>
<td>-5.78</td>
<td>-6.3/-6.0</td>
<td>-5.97</td>
</tr>
<tr>
<td>( X_{5v} )</td>
<td>-2.34</td>
<td>-2.27</td>
<td>-2.36,-2.25</td>
<td>-2.7/-2.2/-2.0</td>
<td>-2.32</td>
<td>-2.29</td>
<td>-2.42,-2.42</td>
<td>-2.7/-2.4</td>
<td>-2.26</td>
</tr>
<tr>
<td>( X_{1c} )</td>
<td>1.62</td>
<td>2.58</td>
<td>2.54</td>
<td>2.8</td>
<td>1.45</td>
<td>2.17</td>
<td>2.04</td>
<td>1.9</td>
<td>1.27</td>
</tr>
<tr>
<td>( X_{3c} )</td>
<td>2.12</td>
<td>3.22</td>
<td>3.18</td>
<td></td>
<td>1.96</td>
<td>2.80</td>
<td>2.67</td>
<td></td>
<td>1.27</td>
</tr>
<tr>
<td>( L_{1v} )</td>
<td>-9.79</td>
<td>-9.53</td>
<td>-9.57</td>
<td>-10.0</td>
<td>-10.44</td>
<td>-10.18</td>
<td>-10.31</td>
<td>-10.6</td>
<td>-9.43</td>
</tr>
<tr>
<td>( L_{1v} )</td>
<td>-5.81</td>
<td>-5.55</td>
<td>-5.59</td>
<td></td>
<td>-5.81</td>
<td>-5.63</td>
<td>-5.75</td>
<td></td>
<td>-5.67</td>
</tr>
<tr>
<td>( L_{3v} )</td>
<td>-0.98</td>
<td>-0.94</td>
<td>-1.04,-0.92</td>
<td>-1.0</td>
<td>-0.99</td>
<td>-0.97</td>
<td>-1.23,-0.96</td>
<td>-0.9</td>
<td>-1.00</td>
</tr>
<tr>
<td>( L_{1c} )</td>
<td>1.29</td>
<td>2.42</td>
<td>2.38</td>
<td>2.38</td>
<td>0.79</td>
<td>1.70</td>
<td>1.57</td>
<td>1.55a</td>
<td>0.40</td>
</tr>
<tr>
<td>( L_{3c} )</td>
<td>4.71</td>
<td>5.79</td>
<td>5.67,5.84</td>
<td>4.63</td>
<td>5.43</td>
<td>5.20,5.40</td>
<td>4.32</td>
<td>4.32</td>
<td>4.41</td>
</tr>
</tbody>
</table>

\( ^a \) Taken from experimental results compiled in Ref. 34.
Figure 2.9: Quasiparticle bandstructure of InAs, including the effects of spin-orbit. The valence band maximum is set at zero energy.
Figure 2.10: Quasiparticle bandstructure of InSb, including the effects of spin-orbit. The valence band maximum is set at zero energy.
Shirley discussed the difficulty of calculating this gap when post-transition elements are involved due to LDA’s strong overbinding of s and p states, with the s being more strongly bound. Since the transition at Γ has a strong p to s character, the calculated band gaps are expected to have a bias towards being smaller [63]. Additionally, core-polarization effects in As and Sb might slightly increase the direct transition at Γ, as we discussed in relation to AlAs. Our calculated band structures for GaP, GaAs, and GaSb are shown in Figures 2.11, 2.12, and 2.13.
Table 2.7: Quasiparticle energies for group III-V semiconductors GaX (X=P,As,Sb). Spin-orbit split values are shown on the same line separated by commas. In instances where differing experimental data was reported we have included them separated by a slash (/). Experimental data is from Ref. 61 unless otherwise specified. All energies are in eV.

<table>
<thead>
<tr>
<th></th>
<th>GaP</th>
<th>GaAs</th>
<th>GaSb</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LDA</td>
<td>GW</td>
<td>GW+SO</td>
</tr>
<tr>
<td>(\Gamma_{15}) (v)</td>
<td>0.0</td>
<td>0.0</td>
<td>-0.09,0.0</td>
</tr>
<tr>
<td>(\Gamma_1) (c)</td>
<td>1.59</td>
<td>2.79</td>
<td>2.75</td>
</tr>
<tr>
<td>(\Gamma_{15}) (c)</td>
<td>3.81</td>
<td>5.02</td>
<td>4.88,5.05</td>
</tr>
<tr>
<td>(X_{3}) (v)</td>
<td>-6.85</td>
<td>-6.54</td>
<td>-6.57</td>
</tr>
<tr>
<td>(X_{5}) (v)</td>
<td>-2.70</td>
<td>-2.65</td>
<td>-2.69,-2.67</td>
</tr>
<tr>
<td>(X_{1}) (c)</td>
<td>1.51</td>
<td>2.55</td>
<td>2.52</td>
</tr>
<tr>
<td>(X_{3}) (c)</td>
<td>1.69</td>
<td>2.87</td>
<td>2.84</td>
</tr>
<tr>
<td>(L_{1}) (v)</td>
<td>-10.44</td>
<td>-10.24</td>
<td>-10.27</td>
</tr>
<tr>
<td>(L_{1}) (v)</td>
<td>-6.71</td>
<td>-6.50</td>
<td>-6.53</td>
</tr>
<tr>
<td>(L_{3}) (v)</td>
<td>-1.23</td>
<td>-1.09</td>
<td>-1.16,-1.09</td>
</tr>
<tr>
<td>(L_{1}) (c)</td>
<td>1.50</td>
<td>2.71</td>
<td>2.68</td>
</tr>
<tr>
<td>(L_{3}) (c)</td>
<td>4.64</td>
<td>5.81</td>
<td>5.75,5.81</td>
</tr>
</tbody>
</table>

\(^a\) Taken from experimental results compiled in Ref. 34.
Figure 2.12: Quasiparticle bandstructure of GaAs, including the effects of spin-orbit. The valence band maximum is set at zero energy.
Figure 2.13: Quasiparticle bandstructure of GaSb, including the effects of spin-orbit. The valence band maximum is set at zero energy.
2.4 Conclusion

In summary, we have presented fully first principles quasiparticle band structures for the group IV and group III-V materials Si, Ge, AlP, AlAs, AlSb, InP, InAs, InSb, GaP, GaAs, GaSb. Our calculations are done using the planewave pseudopotential method and the “one-shot” GW, or $G_0W_0$, method. We have paid particular attention to the convergence aspects of the calculation which we have demonstrated in Appendix A. Semicore electrons were included in the calculation of the In- and Ga-containing compounds because of their shallow $d$ electrons which are typically left in the core. The spin-orbit interaction is calculated from first-principles as a perturbation and included in the results. Finally, using a Wannier interpolation of the GW eigenvalues and the spin-orbit matrix, we have quasiparticle band dispersions throughout the Brillouin zone. Our obtained results are generally in very good agreement with experiment and demonstrate the ability of the method to reliably predict quasiparticle energies in these materials.
Chapter 3

*Ab initio* survey of the electronic structure of tetrahedrally bonded phases of silicon

### 3.1 Introduction

Crystalline silicon in the cubic diamond (cd) phase has been the subject of a large number of theoretical and experimental studies because of its importance in electronic and photovoltaic devices. Less studied have been the other members of silicon’s rich phase diagram. This includes a large number of metastable silicon polytypes which are found upon decompression from the metallic $\beta$-Sn phase. Some of these phases have only been known for a little more than a decade. These phases, the BC8, hexagonal diamond, R8, and yet unobserved ST12 phase, are in many ways similar to their cubic counterpart. They are all characterized by four-fold coordination, distorted tetrahedral bonding, and are of semiconducting (or semi-metallic) nature. These similarities lead to the hope that the electronic features of the cubic phase found useful in applications might also be found in these phases, perhaps resulting in one of these phases being better suited for a particular application than its cubic counterpart. In particular we will be looking at the features in the electronic structure which would be relevant for application in high-mobility semiconductor devices and comparing these to those found in the cubic diamond phase.

The majority of previous theoretical work on the high-pressure phases of silicon have concentrated on their structural properties and characteristics of the phase transitions between them with results generally in good agreement with experiment [27, 75–80]. These calculations were done using density-functional theory (DFT) within the local-density approximation (LDA), which is known to give band gaps in disagreement with experiment [42]. This has been shown to arise from the discontinuity in the exchange-correlation potential upon the addition of an electron [30, 31].
As discussed in Chapter 2, strictly speaking the Kohn-Sham eigenvalues have no justification as the quasiparticle energies in a solid [32]. The true quasiparticle energies can be calculated from a Green’s function approach, allowing the full nonlocal, energy-dependent electron self-energy to be calculated. A successful approximation within this framework is the so-called GW approximation (GWA). In this chapter we present our findings from calculations of the quasiparticle spectrum within the GWA for materials whose electronic nature is in question with regards to LDA.

To evaluate the suitability of these materials for high-mobility applications we examine the carrier effective masses which allow for an estimate of the relative magnitude of the low-field mobility at room temperature. The mobility \( \mu \) of the carriers in a semiconductor depend strongly on their effective masses, as can be seen by simple scaling arguments for the scattering amplitudes which give [81]

\[
\mu \propto T^{-3/2} m_{DOS}^{* -3/2} m_t^{* -1}
\]  

(3.1)

where \( m_{DOS}^* \) is the density-of-states effective mass and \( m_t^* \) is the transport effective mass. Missing in the above simple expression is a detailed account of the scattering matrix elements. However, in this work the phases under study have similar bonding characteristics and atomic densities and so we assume that the electron-phonon scattering matrix elements are comparable. In order to get an estimate of the mobility of the carriers relative to those in cubic silicon we compare a thermally averaged density-of-states effective mass, given by

\[
\left( \frac{m^*}{m_0} \right)_{DOS}^{3/2} = \frac{\int f(E)N(E)dE}{\int f(E)N_0(E)dE}
\]  

(3.2)

where \( f(E) \) is the Boltzmann distribution given by \( f(E) = \exp[-E/(k_bT)] \) and \( N(E) \) and \( N_0(E) \) being the calculated density-of-states and the free electron density-of-states, respectively. The effective masses are determined to a very high precision by using a Wannier interpolation scheme which approximates 100x100x100 grids in the Brillouin zone.

The chapter is organized as follows. In Sec. 3.2 we briefly review the structures of the phases discussed in this paper and in Sec. 3.3. we detail the methods used in the calculations. The results of the electronic structure calculations are presented in Sec. 3.4. Finally, in Sec. 3.5 we conclude with a short summary of the results and some final remarks.

### 3.2 Structures

It is well known that cubic silicon (Si I) transforms upon compression at \( \sim 11.7 \) GPa [82] to the metallic \( \beta \)-Sn phase (Si II) and that upon release of pressure does not return to the cubic phase but instead goes into a series of high-density metastable
phases with distorted tetrahedral bonding. Calculation of the energetics of these phases confirm their metastable character and also correctly predict the ordering of the phases upon decompression [76, 83]. Since the structural characteristics of these phases have been studied previously [75, 76, 78] we will mention below only the features relevant to this study.

The first phase formed under decompression is the R8 phase (Si XI). This structure has a rhombohedral unit cell containing 8 atoms with the space group R3 [84]. The R8 structure has the interesting property of containing five-membered rings, which in addition to affecting the electronic properties [85] have also been used to explain why the BC8 analog has not been seen in III-V semiconductors. If these compound semiconductors were to follow the same transition path as silicon the existence of odd-membered rings would require the existence of energetically unfavorable same-species bonds [86].

Upon further decompression the R8 phase transforms into the BC8 phase (Si III) with body-centered cubic symmetry and 8 atoms in the primitive cell. Its space group classification is $T_d(Ia3)$. This structure is closely related to that of R8 and in fact can be formed by changing only one pair of bonds [76]. The internal structure is specified by a single parameter $x$, which experimentally has the value 0.1025 [84]. The relations connecting the internal parameter to bond lengths and angles can be found in the work of Crain et al. [75]

Upon moderate heating of the BC8 phase the hexagonal diamond structure, also referred to as lonsdaleite, is formed. The 4 atom primitive cell of lonsdaleite is classified with space group $P6_3/mmc$. Further details of this structure can be found in the literature [87, 88].

Another possible structure examined in this work is the tetragonal ST12 structure, which has a 12 atom unit cell given by space group $P4_{3}2_{1}2(D_4^1)$. The ST12 phase of silicon has been the study of a number of theoretical calculations although has yet to be experimentally observed in silicon. It is, however, seen in germanium upon slow decompression from the germanium $\beta$-Sn phase [89]. Work done by Clark et al. [77] using an empirical potential model suggest that the reason for this is that in silicon bond-bending is more costly than in germanium because of the additional electrons in the Ge core. The ST12 phase has bond angles further from the ideal diamond value than BC8, and it is this fact which results in ST12 being favored in Ge and BC8 in Si. From their model they also suggest that it might be possible to form ST12 silicon by decompressing from $\beta$-Sn at high temperature.

### 3.3 Method

As a starting point, we have performed ab initio pseudopotential calculations within density-functional theory using the parameterization by Perdew and Zunger [24] of the Ceperley-Alder [23] exchange-correlation functional in the local-density
approximation (LDA). The interaction of the valence electrons with the ion cores is described by a norm-conserving pseudopotential generated by the scheme proposed by von Barth and Car. The wave functions are expanded in plane waves [11] up to a cutoff of 40 Ry. Structural relaxation of the lattice parameters and internal degrees of freedom were performed unless otherwise specified using a quasi-Newton method [90].

As noted in the introduction, density-functional theory is unable to correctly predict the quasiparticle energies, and hence the band gap, in solids. In this chapter we thus employ the GW approximation to the self-energy, which results from setting the vertex function to unity in Hedin’s equations [40]. The self-energy then becomes a simple product of the Green’s function $G$, and the screened interaction $W$ [42]

$$
\Sigma(1,2) = iG(1,2)W(1^+,2)
$$

from which the name follows. The Green’s function and the screened interaction must in principle be calculated self-consistently, although this is rarely done in practice. We follow the technique of Hybertsen and Louie [42] in which the Green’s function is approximated by the wavefunctions and energies that result from a DFT calculation and the frequency-dependent dielectric matrix needed to compute the screened interaction is obtained by extending the static dielectric matrix to finite frequencies by using a generalized plasmon-pole model. The GW calculations are done using the PARATEC plane wave code, which implements this approach to the GWA [91].

Density-of-states and effective mass calculations were performed on a 100x100x100 fine mesh of Wannier-interpolated eigenvalues [92] calculated from the WANNIER90 code [58] used in conjunction with the Bloch states obtained from the Quantum ESPRESSO package [46].

3.4 Results

3.4.1 R8

Experimentally the R8 phase is formed upon decompression from the high-pressure metallic $\beta$-Sn phase at $\sim$10 GPa and measurements taken at 8.2 GPa find $\beta$-Sn to be only a small fraction of the experimental sample [86]. As the pressure is reduced R8 remains the dominant phase until approximately 2 GPa, when BC8 is formed. The R8 phase persists, albeit as a small minority, at ambient pressure. Upon increase of pressure the R8 phase is found to begin and complete its transition to the $\beta$-Sn phase at 10 and 12 GPa, respectively [84]. We have performed ab initio calculations over the range of pressures that R8 has been observed experimentally, from 0-12 GPa.

A central question left unresolved by previous theoretical studies of R8 is whether R8 should be semiconducting or metallic, the uncertainty being a result of the “band gap” problem of LDA. Our calculations showing the LDA overlap as a function of
external pressure are shown in Fig. 3.1. At ambient pressure we find an indirect overlap of 0.3 eV between the T and L points in agreement with Pfrommer et al. [76] This is somewhat lower than the 0.5 eV found by Piltz et al. [86] This value compares more favorably to our value of 0.47 eV at 8.2 GPa, the pressure of the x-ray diffraction profile. The LDA band structure for R8 at ambient pressure is shown in Fig. 3.2.

An overlap of 0.3 eV is small enough that it could conceivably be lifted by quasiparticle corrections to the LDA. The GW approximation for the electron self-energy generally yields gaps much closer to experiment than what one would get if using the Kohn-Sham DFT eigenvalues. Cubic silicon is a well-known example of this. Here LDA predicts an indirect gap of 0.52 eV while the gap computed using GWA is 1.21 eV, which compares much more favorably to the experimental value of 1.17 eV [42]. With this motivation we have performed calculations of the electron self-energy within the GWA on the R8 structure at ambient pressure. The usual application of the GWA is to ignore the fact that self-consistency is in principle required. This “one-shot GWA”, or $G^0W^0A$, was used in calculating the quasiparticle corrections and we find that it results in an indirect gap of 0.1 eV, resulting in R8 being semiconducting. However, since the screening is qualitatively different in a semiconductor than it is
in a metal, a one-shot GWA approach may be insufficient and it may be better to go to self-consistency in G and W. We approximate the self-consistency requirement by using updated quasiparticle energies from one iteration to construct G and W for the next iteration. The energies are updated by using a “scissor-shift” by which the quasiparticle energy shifts are approximated by a linear relation of the LDA energy [93]. By following this procedure until self-consistency is reached we find the indirect gap increasing to the value of 0.24 eV. If this value of the quasiparticle energy correction changes little with pressure [94], R8 should exhibit a gap over a substantial range of pressures for which it occurs. Noting the increase in the LDA overlap with increasing pressure, we find that the quasiparticle gap should be eliminated at \( \sim 11 \) GPa. This pressure lies between the onset and completion of the R8 to \( \beta \)-Sn transition upon recompression of the R8 phase. Inadequacies in applying the zero-pressure quasiparticle corrections to finite pressure or in the GW approximation itself could result in a lowering of this semiconductor-to-metal transition pressure. It may also be possible to experimentally adjust the gap by applying a strain. Applying a uniaxial strain equivalent to a 1% decrease in the \( c/a \) ratio of the equivalent hexagonal lattice we find that the overlap within LDA is reduced by 0.07 eV, a reduction of \( \sim 23\% \) of its unstrained value. This would increase the gap from the value found above when including self-energy effects. On the other hand, it may be possible to eliminate the

Figure 3.2: Band structure of silicon in the R8 phase.
gap by straining in the opposite sense. This could result in a material with a pressure-induced metal-semiconductor transition, which may have applications in fabricating modulators, polarizers, and microwave switches [95].

In order to get an estimate of what the relative mobility would be in the R8 phase compared to that in the cubic phase we examine the effective masses. Silicon in the cubic phase is characterized by 6 equivalent conduction band minima, which at 300K give a density-of-states mass of $1.09m_0$ [96]. The valence band maximum at Γ is double degenerate between a “heavy-hole” band and a “light-hole” band in addition to a “split-off” band slightly lower in energy as a result of the spin-orbit interaction. The density-of-states effective mass for this valence band is $1.15m_0$ [96].

In R8 the density-of-states within LDA does not exhibit a gap due to the indirect overlap. We separate out the states associated with the conduction and valence bands before integrating and find a thermally averaged density-of-states effective mass for the conduction band of $0.54m_0$. This is lower than unstrained cubic silicon, and is comparable to biaxially strained silicon, which lowers two of the 6 equivalent conduction band minima and reduces the DOS effective mass by approximately a factor of $3^{2/3}$. We calculate a value of $0.61m_0$ for the valence band at a temperature of 300K. This value is obtained neglecting spin-orbit, which may decrease the effective mass by splitting the degeneracy at T.

In R8 the L point in the Brillouin zone is threefold degenerate. This degeneracy can be lifted by applying a strain of 1% in the [0 ¯11] direction, taken with respect to the equivalent hexagonal lattice. This results in one of the previously equivalent minima being lowered by approximately 90 meV relative to the other two and a decrease in the conduction band DOS effective mass to the value of $0.27m_0$. For the holes, the valence band degeneracy at T is lifted by the strain. The consequence of this is that the valence band DOS effective mass is reduced to the value of $0.36m_0$.

### 3.4.2 BC8

Upon further decompression the R8 phase reversibly transforms to the BC8 phase at a pressure of 2 GPa, and remains metastable down to ambient pressure [84]. Previous theoretical work done on BC8 has found it to be a semimetal within LDA with a direct overlap of 0.8 eV at the H point in the bcc BZ [76]. Experimental measurements on BC8 agree with this classification, although the nature of the overlap was suggested to be indirect with a value of 0.3 eV [97]. Impurity effects can sometimes make it difficult to determine transport properties in experimental measurements accurately and previous theoretical work done with empirical pseudopotentials show BC8 to have a direct gap of 0.43 eV at the H point [98]. For these reasons the possibility that BC8 might still be a small band gap semiconductor has not been precluded. In addition to quasiparticle energy corrections that can be included, it may also be possible to eliminate the overlap by straining the structure.

As noted previously, BC8 is specified by a single internal parameter $x$.Calcula-
Figure 3.3: Band structure of silicon in the BC8 phase.

The calculations of the dependence of the LDA band overlap on the parameter $x$ show the band overlap being reduced upon reduction of the parameter from its experimental value of 0.1025. At $x=0.093$, for example, we find a direct gap of 0.23 eV at the bcc H point, resulting in an electron density-of-states effective mass of 0.07 $m_0$. The small value of effective mass can be related to the existence of the small direct gap by standard $\vec{k} \cdot \vec{p}$ arguments. If a strain could be found which effectively changed this internal parameter, it would allow for the tuning of the band gap and effective masses to situations where a small gap, high-mobility semiconductor was desirable to cases where a larger gap might be preferred at the expense of the mobility.

Our electronic structure calculations are done by relaxing the structure from the experimental values. We find an $x$ parameter of 0.1016, in good agreement with the experimental value of 0.1025. The calculated zero-pressure volume is 17.78 Å³ and is in good agreement with the experimental value of 18.26±0.04 Å³ per atom [99] and in excellent agreement with the calculated value of 17.724 Å³ per atom by Needs and Mujica [78]. As is typical with LDA calculations the lattice constant and volume are underestimated. The calculations of the electronic structure are in good agreement with the results of Pfrommer et al. [76] and we find an overlap of 0.77 eV at the bcc H point. This overlap can be seen in the band structure plotted in Fig. 3.3.

Motivated by the existence of a gap in previous empirical pseudopotential calcu-
lations [98], it is of interest to look at the effect of quasiparticle energy corrections to the direct gap within the GWA. However, this computation is complicated by the fact that within LDA BC8 has a direct overlap. This would require a detailed Brillouin zone summation to adequately represent the Fermi surface. To avoid this difficulty, we have used another approach to estimate the size of the quasiparticle corrections. Our approach makes use of the fact that the pressure coefficients for the band gap in cubic silicon have been found to be similar for both calculations done within the LDA and those done within the GWA [94]. Thus it may be reasonable to expect that the self-energy correction to the band gap doesn’t depend too strongly with strain. Using this approximation, we perform a GW calculation on the BC8 structure with an $x$ parameter that has been reduced such that the spectrum exhibits a small band gap. Choosing a value of $x=0.0947$ results in a vanishingly small band gap and taking the shift at the H point at this value of $x$ as representative of the shift in the original structure we estimate a reduction of the direct overlap by 0.33 eV due to self-energy corrections. This estimate might also be argued as an upper bound for the quasiparticle energy correction. This follows because even if the GW correction does depend strongly on the value of the $x$ parameter, changing the value to one in which we eliminate the gap should decrease the screening and thus enhance the screened interaction and consequently the electron self-energy correction $\Sigma$. Therefore we conclude that BC8 is indeed a semimetal judged by the quasiparticle energy spectrum calculated within the GWA.

In searching for a strain that would produce the effects of changing the internal parameter $x$ we have considered a number of strains. This includes simple volume strain, uniaxial strain up to 4%, and the substitutional doping of germanium and carbon atoms. The band overlap was found to be resilient to these changes. Through uniaxial strain and doping we were able to reduce, although not eliminate, the BC8 overlap. In calculating the volume dependence of the $x$ parameter, we find that for realistic volume strains the $x$ parameter doesn’t decrease to a value corresponding to one which would lift the band overlap.

### 3.4.3 Lonsdaleite

The hexagonal diamond, or lonsdaleite, structure is obtained from the heating of BC8 samples above 470K and is found to be stable up to $\sim$800K [97]. In addition, it has been formed by applying a shear stress to the cubic phase, by nonhydrostatic stress in indentation experiments, and with ultraviolet laser ablation with a cubic silicon target at lower pressures [100]. Experimental evidence suggests lonsdaleite being semiconducting with a band gap similar to that of the cubic silicon phase [97]. Previous theoretical work using empirical pseudopotentials have predicted an indirect band gap of 0.85 eV between the $\Gamma$ and $M$ points of the Brillouin zone [98]. Our calculations done within the LDA find an indirect gap of 0.33 eV at this point. Again, noting the large effect that self-energy corrections have on the indirect
Figure 3.4: Density-of-states per unit volume, per spin, and per eV for silicon in the lonsdaleite phase

gap in the cubic phase, we have also calculated the electronic spectrum within the GWA. This results in an indirect gap of 0.95 eV, similar to both the results derived from empirical methods and experimental observation. Calculations of the electronic density-of-states utilizing the Wannier-interpolated eigenvalues are shown in Fig. 3.4. These results are in excellent agreement with those found earlier by Joannopoulos and Cohen [98], including the sharp structure near the Fermi level. Calculations of the thermally averaged DOS effective mass in the absence of the spin-orbit interaction result in the values of $0.94m_0$ for the electrons and $0.58m_0$ for the holes. Similar to the cubic case, we find that applying a biaxial strain results in a reduction of the conduction band effective mass. A biaxial strain applied in the plane perpendicular to the optical axis causes the 3 equivalent conduction band minima located at M in the hexagonal Brillouin zone to be split in energy, resulting in an electron effective mass of $0.63m_0$. The hole effective mass is not significantly affected by this strain.

3.4.4 ST12

As was noted in the introduction, the ST12 phase has been seen upon decompression from $\beta$-Sn in germanium, but has yet to be found in silicon. Despite this, the ST12 structure has been the subject of numerous theoretical studies [85, 101] due to
its usefulness in studying the effects of disorder of amorphous materials.

Our calculations for silicon in the ST12 structure are done with fully relaxing the cell and the internal degrees of freedom. The band structure of ST12 calculated in LDA is shown in Fig. 3.5 and is in qualitative with that found by Joannopoulos [98] using empirical pseudopotentials, although we find the indirect gap to be somewhat smaller at 1.1 eV. In ST12 we find that the bands are characterized by a large number of extrema near the gap edges. This results in the large density-of-states near the band gap as seen in FIG. 3.6. The observed number of states near the gap edge decreases the mobility of the carriers by providing states with which to scatter into. Computing the DOS effective mass for the electrons we find a value of 0.89\(m_0\), which while smaller than the value of 1.09\(m_0\) for unstrained cubic silicon, is still larger than that occurring in the case of the biaxially strained cubic phase. The DOS effective mass of the holes in the unstrained structure takes the large value of 2.69\(m_0\).

The relative location of the extrema in the conduction and valence bands can however be altered by applying a strain to the structure. We have applied strains up to 4% on the structure in the [100] and [010] directions. A clear trend could be seen upon increase of strain in both cases. Strain is found to reduce \(m_{DOS}\) for the holes because of other states in the zone near the gap are decreased in energy with respect to those at \(\Gamma\). But this strain is also seen to result in the lowering of conduction band

Figure 3.5: Band structure of ST12 silicon.
Figure 3.6: Density-of-states per unit volume, per spin, and per eV for silicon in the ST12 phase.
states higher in energy which leads to a large increase in $m_{DOS}$ for the electrons and hence decreases their mobility.

Although the large density-of-states near the gap in ST12 makes it unpromising for high-mobility applications, it could have interesting consequences for superconductivity if it were possible to dope into one of the large peaks in the DOS. If we consider rigid-band doping, it would take an unrealistic amount of doping to dope into the largest peak in the valence band. The conduction band, however, can be reached with approximately 4% electron doping. In order to get an estimate of the effect that the observed density-of-states can have on $T_c$ we use ab initio results from a study on superconductivity in doped cubic silicon [102], in which they calculate a $\lambda$ of 0.3 for phosphorus n-doped cubic silicon, and employ the following relation connecting the electron-phonon coupling constant to the density-of-states at the Fermi level [103]

$$\lambda = \frac{N(0)\langle g^2 \rangle}{M\langle \omega^2 \rangle}$$

(3.4)

The electron-phonon matrix elements and phonon frequencies, being associated with the Si-Si sp$^3$ bond, should be similar for the cubic phase and ST12. This approximation allows us to obtain an estimate for $T_c$ by a scaling of $N(0)$, the density-of-states at the Fermi level. Scaling the 4.2% rigid-band doped ST12 to that of phosphorus doped cubic silicon we obtain a $\lambda$ of 0.79. Following the work of Bourgeois and Blase [102] we use a modified McMillan expression [104] and values of the Coulomb coupling constant, $\mu^*$, in the range 0.08-0.12. This results in a $T_c$ between 27-39 K. Though this is a rough estimate of the superconducting transition temperature, it does suggest that if silicon in the ST12 phase were experimentally available superconductivity might be an interesting property to study in more detail.

### 3.5 Conclusion

Ab initio calculations using DFT/LDA were performed on the silicon phases formed under decompression from $\beta$-Sn: R8 (Si XII), BC8 (Si III), hexagonal diamond (Si IV), and the unobserved phase ST12. Quasiparticle energy corrections were implemented using the GW approximation [42] for phases in which the electrical nature, metallic or semiconducting, could have been inaccurately determined in previous calculations due to the ‘band-gap’ problem inherent to DFT calculations.

Our calculations done on the electronic structure of R8 within the GW approximation find that LDA incorrectly predicts an indirect overlap in R8 and that the quasiparticle spectrum exhibits a gap. The effective masses found in R8 are smaller than those found in the cubic diamond phase, and can be made even smaller by the application of strain. This creates the possibility that R8 might be found useful in applications where high carrier mobility is needed.
In studying the BC8 phase we find a direct overlap in the quasiparticle spectrum, in qualitative agreement with calculations done within LDA. This overlap is found to be resilient to attempts at its elimination by the use of strain and doping. We find that the electron effective mass in the hexagonal diamond phase is reduced, as in the case of cubic silicon, with the application of a biaxial strain. Lastly, the yet unobserved ST12 phase is found to have a large number of electronic states near the band edges, which upon doping might provide a sufficient number of states at the Fermi level to result in a higher $T_c$ than what has previously been found in other silicon polytypes.
Chapter 4

*Ab initio* study of the optical properties of Si-XII

4.1 Introduction

The importance of silicon in electronic and photovoltaic devices has stimulated many studies of its electronic properties. While the cubic diamond phase is by far the most commonly studied, silicon has a large number of polytypes. A study of the structural and electronic properties of these phases was seen in Chapter 3 and additional work can be found in the literature [27, 75–80, 105]. One of these phases, Si-XII, also called R8 because of its rhombohedral unit cell containing 8 atoms, is the focus of this chapter.

Silicon in the R8 structure can be formed upon decompression from the high-pressure metallic $\beta$-Sn phase at $\sim$10 GPa. The R8 structure remains the dominant phase until approximately 2 GPa when the BC8 (Si-III) structure begins to form [86]. First obtained in angle dispersive x-ray powder diffraction experiments [84], Si-XII has more recently been found in nanoindentation experiments performed on silicon wafers [106–108]. Previous calculations [76, 105] found Si-XII to be a semimetal, exhibiting an indirect band overlap within the local-density approximation (LDA) of density-functional theory (DFT). However, in Chapter 3 we have shown that upon inclusion of quasiparticle self-energy corrections within the GW approximation [32, 40, 42] this indirect overlap is lifted and Si-XII exhibits an indirect band gap of approximately 0.24 eV at ambient pressure [105]. With the current extensive research being done on silicon-based photovoltaic (PV) devices, the presence of another semiconducting silicon polytype with small band gap motivates an interest in its optical properties. In this chapter we present calculations of the optical spectrum of Si-XII with the inclusion of electron-hole interactions. We then compare the obtained optical constants with those found for other forms of silicon.
4.2 Method

Accurate calculations of optical spectra from first-principles involves the inclusion of electron-hole interactions which takes the computation beyond the level of a single-particle picture. A calculation of the optical spectrum performed without taking into account the mutual attraction of quasielectron and quasihole excitations can show substantial deviations from experiment. In the calculation of the frequency-dependent dielectric function $\varepsilon(\omega)$ this can result in incorrect positions and amplitudes of characteristic peaks [33]. By incorporating the effects of the electron-hole interactions in the same manner as is done in this study, accurate optical spectra have been obtained for a wide variety of materials. Perhaps most relevant to the current study is the fact that for the optical spectra of silicon in the cubic phase, first studied by theorists over 40 years ago [109], this method reproduces the experimental data [33] to a high degree of accuracy.

The electron-hole interaction results in excitations, characterized by the state $|S\rangle$, that are a linear combinations of free quasielectron and quasihole pair configurations [110]:

$$|S\rangle = \sum_{k}^{\text{hole}} \sum_{v}^{\text{elec}} \sum_{c}^{\text{elec}} A_{vcck}^{S} \hat{a}_{vck}^{\dagger} \hat{b}_{vcck+Q}^{\dagger} |0\rangle$$

(4.1)

where $\hat{a}_{vc}^{\dagger}$ creates a quasihole in state $k$ and $\hat{b}_{vcck+Q}^{\dagger}$ creates a quasielectron in state $k + Q$ following the absorption of a photon with wavevector $Q$. The electron-hole excitations represented by $|S\rangle$ and their energies $\Omega_S$ can be calculated by solving the equation of motion for the two-body Green’s function using the the Bethe-Salpeter equation (BSE) [111]:

$$\left( E_{vcck+Q}^{QP} - E_{vcck}^{QP} \right) A_{vcck}^{S} + \sum_{k'}^{\text{hole}} \sum_{v'}^{\text{elec}} \sum_{c'}^{\text{elec}} \langle vck|K_{eh}^{\ast}|v'c'k'\rangle A_{v'c'k'}^{S} A_{vcck}^{S} = \Omega_S A_{vcck}^{S}$$

(4.2)

We apply the BSE within the framework described by Rohlfing and Louie [33], in which a DFT calculation for the electronic ground state is used together with a calculation for the electron self-energy within the GW approximation to obtain the quasiparticle spectrum. The BSE is then solved yielding the correlated electron-hole excitations $|S\rangle$ and their energies $\Omega_S$. Once the states describing the excitations and their associated energies have been solved for, it is then possible to evaluate the optical spectrum.
4.3 Results

4.3.1 Optical Spectrum

In our solution of the BSE in Eq. 4.2 we have included the highest 11 valence bands (v=6-16) and the lowest 12 conduction bands (c=17-28). The electron-hole interaction was calculated for 216 \( k \) points in the Brillouin zone. We then used an interpolation scheme [33] to obtain the matrix elements on a finer mesh of 1000 \( k \) points in the Brillouin zone. This fine mesh is not symmetric with respect to the Brillouin zone, but rather is shifted off the high-symmetry directions to obtain a finer sampling of the spectra. An artificial Lorentzian smearing of 150 meV is included in these calculations to account for the finite sampling of the Brillouin zone.

Once the BSE is solved, the imaginary part of the dielectric function, \( \varepsilon_2(\omega) \), is calculated from

\[
\varepsilon_2(\omega) = \frac{16\pi^2e^2}{\omega^2} \sum_S |\vec{\lambda} \cdot \langle 0 | \vec{v} | S \rangle|^2 \delta(\omega - \Omega_S) \tag{4.3}
\]

In the above expression \( \vec{\lambda} \) is the polarization of the incident light and \( \vec{v} \) is the single-particle velocity operator. In the absence of electron-hole interactions, Eq. 4.3 reduces to the following expression involving photon-induced vertical transitions between the independent electron and hole states

\[
\varepsilon_2^{(0)}(\omega) = \frac{16\pi^2e^2}{\omega^2} \sum_{v,c} |\vec{\lambda} \cdot \langle v | \vec{v} | c \rangle|^2 \delta(\omega - (E_c - E_v)) \tag{4.4}
\]

where the superscript is used to distinguish the fact that electron-hole interactions are not included.

In Fig. 4.1 we plot \( \varepsilon_2(\omega) \) both with and without the inclusion of electron-hole interactions. The differences between these two curves might be interpreted to arise from the attractive nature of the electron-hole interaction, resulting in the shift of the spectrum to lower energies. This explanation is seen to be incorrect upon the examination of the joint density of states (dotted line) and the density of excitonic states (solid line) as shown in Fig. 4.2. We have divided the joint density of states by \( \omega^2 \) to aid comparison with \( \varepsilon_2(\omega) \). These two density of states are seen to be nearly identical and are not related to each other by a shift in energy. This is not unexpected as the energy scale of the electron-hole interaction is related to the exciton binding energy in the material, which in Si-XII is on the order of meV and is thus small on the scale of our plot. Thus the difference between the interacting and the non-interacting spectrum arises from the constructive superposition of oscillator strengths at low energies and the destructive superposition at higher energy. This is precisely the behavior that has been found in calculations for other semiconductors [33, 112–115].
Figure 4.1: Calculated imaginary part of the dielectric function of Si-XII. The solid line (dotted line) is with (without) the inclusion of electron-hole interactions.
Figure 4.2: Calculated joint density of states (divided by $\omega^2$) for Si-XII. The solid line is the density of excitonic states, while the dashed line is joint density of states in absence of the electron-hole interaction.
4.3.2 Photovoltaic application

To facilitate the evaluation of Si-XII as an absorber material in a photovoltaic device we compare the optical constants relevant to photon absorption with some other forms of silicon: amorphous, polycrystalline, and the cubic crystalline phase. These three forms currently dominate the market for photovoltaic modules in commercial applications [116]. In Fig. 4.3 the imaginary part of the dielectric function of Si-XII has been compared with these other forms of silicon commonly used in solar applications. The measured dielectric functions for these materials is taken from Ref. 117 which are obtained from spectroscopic ellipsometry. The calculated value of $\varepsilon_2(\omega)$ for Si-XII clearly has more weight at lower energies. As mentioned previously, this is expected because of the smaller direct quasiparticle gap of Si-XII ($\sim 1.2$ eV) compared to that of cubic silicon ($\sim 3.4$ eV). This is advantageous for solar applications because the incident photon flux is concentrated at energies less than 3 eV. In Fig. 4.4 we show the optical absorption coefficient $\alpha$ for these four materials along with the AM 1.5 solar spectral irradiance [118] to highlight the energies relevant to photovoltaic applications. Silicon in the R8 phase is seen to absorb light more effectively than the other forms of silicon in this energy range. We point out that this result holds in spite of the fact that our calculated values for Si-XII do not include any indirect, i.e. phonon-assisted, transitions, whereas the experimental data that it is being compared to does include these transitions. Since the gap in R8 silicon is indirect, we should expect that if these indirect transitions were included in the calculation of the absorption coefficient that R8 would have even more weight in the photovoltaic relevant region of the energy spectrum.

Since Si-XII has a larger absorption coefficient at lower energies, it could in principle allow the use of photovoltaic absorber layers of smaller thickness to be used. This would result in less material being needed for photovoltaic devices of similar absorptive power. This difference can be seen in a calculation of the absorbed energy flux, $W$, as a function of the length of the absorber material,

$$W(L) = \int_0^\infty (1 - e^{-\alpha(E)L})I(E)dE$$

(4.5)

where $\alpha$ is the absorption coefficient, $I$ is the solar spectral irradiance, and $L$ the length of the absorber film. In this expression we have neglected the effects of reflection off the front and back surfaces of the film. The reason for this is that reflection often plays a small role in PV applications because of the use of anti-reflection coatings, often made of silicon nitride or titanium oxide. A coating of this type applied to a silicon surface can reduce the percentage of light reflected by the surface from the bare value of $\sim 30\%$ down to only a few percent [119]. In Fig. 4.5 we have compared this quantity among the forms of silicon studied. The data has been normalized to the incident energy flux ($L \to \infty$ in Eq. 4.5). Si-XII clearly absorbs a greater fraction of the incident flux, with a very marked contrast at small values of
Figure 4.3: Calculated $\varepsilon_2(\omega)$ for Si-XII along with the experimental values for silicon in the amorphous (a Si), polycrystalline (poly Si), and crystalline cubic phase (c Si). The experimental data is taken from Ref. 117.
Figure 4.4: Optical absorption coefficient $\alpha$ for for Si-XII and three other silicon forms commonly used in photovoltaic devices. Shown inset (in arbitrary units and linear scale) is the solar spectral irradiance for AM1.5. The absorption coefficients for c-Si, a-Si, and poly-Si are experimental and are taken from Ref. 117.
Figure 4.5: Percentage of incident energy flux which is absorbed as a function of film thickness for Si-XII and the other forms of silicon studied. Reflection at the surfaces has not been included.

the absorber thickness.

4.4 Conclusion

In conclusion we have calculated the optical absorption spectrum of the silicon polytype Si-XII (R8) using a first-principles method which is based on the GW approximation to solve for the independent particle quasiparticle spectrum followed by a solution of the Bethe-Salpeter equation to account for electron-hole interactions. We note that to our knowledge this is the first published calculation of the optical spectrum of Si-XII. We find that the imaginary part of the dielectric function, $\varepsilon_2(\omega)$, in addition to the absorption coefficient $\alpha(\omega)$ shows greater overlap with the solar spectrum than three other silicon forms used for comparison. These silicon forms are the cubic, amorphous, and polycrystalline forms which commonly find use in photovoltaic application. There are of course other features besides absorption which are relevant to determining the efficiency in a photovoltaic device. One of these is the band gap which places an upper bound on the open-circuit voltage $V_{oc}$. The small, indirect band gap of Si-XII of $\sim$240 meV might then limit its efficiency when used
for photovoltaic applications.
Chapter 5

Electronic and optical properties of body-centered tetragonal Si and Ge

5.1 Introduction

Silicon and germanium play an important role in countless electronic and photovoltaic devices that are at the heart of modern technological development. Their importance necessitates an understanding of their properties, in particular their electronic and optical characteristics. The cubic phases of both of these materials have been extensively studied over the years and have been the topic of a large number of publications. However, while much about the cubic phases is known, much less is known about the various polytypes that these elements form. The interest in obtaining a better understanding of the other polytypes that these materials form is not only interesting from a scientific perspective, but because a number of these phases have common characteristics with their cubic counterparts they may have possible applications in the same domains of use. Additionally, many of these phases are the subject of current experimental study and thus a good theoretical understanding of these materials is desired.

One of the most recent developments in the understanding of the phase diagram of silicon and germanium has been the prediction of a new four-fold coordinated phase in the body-centered tetragonal (bct) structure [120]. This phase had been recently discovered in studies of carbon through molecular-dynamics simulations as a crystalline phase that carbon nanotubes form under a pressure of 20 GPa. [121] Because of the similarities between the group-IVA materials, this phase was expected to occur for silicon and germanium. The \textit{ab initio} calculations performed in the first study of the bct Si and Ge structures suggest that this structure would be metastable with a total energy higher than the cubic structure by only $\sim 0.1$ eV/atom [120].
Upon the inclusion of quasiparticle corrections using the GW approximation (GWA) [40, 42] silicon in the bct structure was found to be semiconducting with an indirect band gap of 0.47 eV [120]. Germanium, on the other hand, was found to have an indirect overlap in the LDA which persists even after the quasiparticle corrections. While the bct phase in Si and Ge has yet to be observed experimentally, it has been suggested that a possible path for obtaining this structure is hetero-epitaxial growth on the (111) surface of a Ge substrate in the case of Si and the (111) surface of a Ge-Sn buffer layer in the case of Ge [120].

The discovery of a small band gap silicon polytype motivates an interest in its optical properties since silicon-based materials currently dominate the photovoltaics market. In Chapter 4 we investigated the optical properties of another silicon polytype, the high-pressure phase Si-XII [122]. It was found that the optical absorption coefficient showed a greater overlap with the incident solar spectra than that of three other forms of silicon used for comparison, namely the cubic, amorphous, and polycrystalline forms. This characteristic could result in the material finding use in photovoltaic applications. As another small band gap silicon semiconductor, the bct phase is also expected to have an optical spectrum conducive to its use in photovoltaic applications. Similar expectations are reasonable for bct germanium.

In this chapter we first examine the quasiparticle excitation spectra of the bct phases of Si and Ge using the GW approximation (GWA) [40, 42]. We then solve the Bethe-Salpeter equation for the optical spectra which incorporates the mutual attraction of quasielectrons and quasiholes [33]. Taking into account this mutual interaction can be crucial when comparing to experimental measurements [33, 123–126]. We then examine the optical spectra of these materials and compare the bct phases to their cubic counterparts.

5.2 Method

We have performed ab initio pseudopotential calculations within the framework of density-functional theory (DFT) in the local density approximation (LDA) to the exchange-correlation functional. The interaction of the valence electrons with the ion cores is represented by a norm-conserving pseudopotential [24]. These calculations are used to evaluate total energies, for structural optimization, and as inputs to the subsequent quasiparticle and many-body calculations. The electronic wave functions are expanded in a plane-wave basis [11, 29] with a kinetic energy cutoff of 30 Ry.

Quasiparticle spectra are calculated in the “one-shot” GW approximation to the electron self-energy following Hybertsen and Louie [42]. In this approach, the self-energy is approximated by the product of the single-particle Green’s function and the screened interaction [40]. The Green’s function is approximated using states and energies resulting from the LDA calculations and the frequency-dependent dielectric
Table 5.1: The minimum indirect gap $E_i$ and direct gap $E_d$ of bct Si and bct Ge, calculated within the local density approximation (LDA) and within the GW approximation (GWA). The results from the present work are compared with those found by Fujimoto et al. [120]

<table>
<thead>
<tr>
<th></th>
<th>$E_i$ (eV)</th>
<th></th>
<th>$E_d$ (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Ref. 120</td>
<td>Present Work</td>
<td>Ref. 120</td>
</tr>
<tr>
<td>bct Si (LDA)</td>
<td>0.10</td>
<td>0.15</td>
<td>0.25</td>
</tr>
<tr>
<td>bct Si (GWA)</td>
<td>0.47</td>
<td>0.86</td>
<td>0.74</td>
</tr>
<tr>
<td>bct Ge (LDA)</td>
<td>-0.39</td>
<td>-0.23</td>
<td>0.11</td>
</tr>
<tr>
<td>bct Ge (GWA)</td>
<td>-0.12</td>
<td>0.38</td>
<td>0.51</td>
</tr>
</tbody>
</table>

matrix needed to compute the screened interaction is obtained by extending the static dielectric matrix to finite frequencies using a generalized plasmon-pole model [42]. This approach has been seen to dramatically improve the agreement with experiment with regards to the band gap of materials than results from simply interpreting the DFT eigenvalues as the quasiparticle energies.

In order to calculate the optical spectra of materials accurately from first principles, the effects of the electron-hole interaction must be included. This necessitates going beyond the quasiparticle calculations discussed above to examine excitations that are characterized by linear combinations of free quasielectron and quasihole pair configurations. These excitations, denoted by $|S\rangle$, are given by

$$
|S\rangle = \sum_{\text{hole}} \sum_{\text{elec}} \sum_{c} \hat{a}_{vk}^{\dagger} \hat{b}_{c,k+\mathbf{Q}}^{\dagger} |0\rangle
$$

(5.1)

where $\hat{a}_{vk}^{\dagger}$ creates a quasihole in state $k$ and $\hat{b}_{c,k+\mathbf{Q}}^{\dagger}$ creates a quasielectron in state $\mathbf{k} + \mathbf{Q}$ following the absorption of a photon with wavevector $\mathbf{Q}$. These states and their corresponding energies $\Omega_S$ can be calculated by solving the equation of motion for the two-body Green’s function using the Bethe-Salpeter equation [111]:

$$
(E_{c,k+\mathbf{Q}}^{QP} - E_{v,k}^{QP}) A^{S}_{vck} + \sum_{k'} \sum_{v'} \sum_{c'} \langle vck | K^{eh} | v'c'k' \rangle A^{S}_{v'c'k'} = \Omega_S A^{S}_{vck}
$$

(5.2)

The solution of this equation in the limit of $Q \rightarrow 0$ is performed within the framework described by Rohlffing and Louie [33]. Once this equation is solved for the correlated electron-hole excitations $|S\rangle$ and their energies, it is possible to evaluate the optical spectrum.
5.3 Results and discussion

The structures of bct Si and Ge are described in the original work of Fujimoto et al. [120]. We have relaxed the structures from their original parameters and find that their original structural description is consistent with ours. The calculated gaps in the bct phase are shown in Table (5.1) where they are compared with the results of Fujimoto et al. [120]. The calculated values of the gaps within the local density approximation are in good agreement. We note, however, that our indirect LDA gap is somewhat larger that that calculated in Ref. 120 for bct Ge. As in Ref. 120, we find the direct gap to be at the Z point for both materials. The indirect gap is between the top of the valence band at Z, for both materials, and the bottom of the conduction band which is along a line connecting Γ to Z in the case of Si and at the P point in the case of Ge [120].

Despite the good agreement between the calculated values of the gaps within the LDA, the values of the gaps calculated within the GW approximation are noticeably different. The values calculated in the present work are larger by an average of 0.38 eV. This difference may be attributed to the different implementations of the GW approximation used in calculating the effect of the electron self-energy. As discussed earlier, in this work we utilize a planewave implementation of the GWA in which the static dielectric matrix is extended to finite frequencies with the use of a generalized plasmon-pole model [42]. We calculate the static dielectric matrix \( \epsilon^{-1}_{G,G'}(q, \omega = 0) \) up to a kinetic energy cutoff of 24 Ry and the self-energy \( \Sigma \) by summing over 59 \( q \) points in the irreducible Brillouin zone and 700 bands (8 occupied and 692 unoccupied). In contrast, the calculations done in Ref. 120 are implemented in an all-electron, augmented-wave implementation of GWA using eigenfunctions generated by the full-potential linear muffin-tin orbital method (FP-LMTO) [120, 127]. In addition to this difference, the calculations of Ref. 120 also involve the computation of the full-frequency dependence of the screened Coulomb interaction \( W \) and do not make use of the plasmon-pole approximation [127]. It is found that in the method of the present work, the calculated band gap of cubic silicon is 1.27 eV whereas that found in Ref. 120 is 1.03 eV (experimental measurement is 1.17 eV). This difference in the results of the two methods is also seen in other calculations in the literature, giving an indication of the precision of this approach. The original calculations of Hybertsen and Louie [42] find a indirect gap of 1.29 eV in the case of cubic silicon whereas calculations done by Faleev et al. using the FP-LMTO method find a one-shot GW energy gap of 0.84 eV [128]. Thus the fact that we find the bct quasiparticle gap to be somewhat larger in our pseudopotential plane-wave approach than that found in Ref. 120 using an all-electron implementation is consistent with previous results.

The difference in the magnitude of the quasiparticle corrections for the bct phases from the current work and that of Ref. 120 gives rise to a qualitative difference in the nature of the gap in the case of germanium. In Ref. 120 it was found that bct Ge is semimetallic with an indirect overlap of 0.12 eV. Our calculations suggest
that the indirect overlap present in the LDA is increased to an indirect gap of 0.38 eV, thereby predicting that bct Ge should be a small band gap semiconductor. It should be noted that this conclusion doesn’t rest on the fact that the calculations of Ref. 120 find a somewhat larger overlap in the LDA as our calculated quasiparticle corrections are larger than that of Ref. 120 by more than the difference between our LDA indirect gaps. However, it’s important to note that in the quasiparticle calculations for germanium, the occupancies of the states are as they would be in the semiconducting case. This avoids the complexity of representing the intraband transitions in the small region of overlap where the Fermi level crosses the band in the LDA as it would in a true metal.

Once the quasiparticle spectrum has been obtained, we are in a position to solve the Bethe-Salpeter equation (BSE) shown in Eq. 5.2. We have included all 8 valence bands (v=1-8) and the lowest 12 conduction bands (c=9-20) in our solution. The calculation of the electron-hole interaction matrix elements is a computationally intensive step and so they are calculated on a coarse grid of 512 k points before an interpolation procedure is used to obtain them on a finer grid of 1000 k points [33]. We then solve the BSE yielding the coupled excitations |S⟩ and the associated energies Ω_S.

Once these excitations have been solved for using the BSE, the optical spectrum can be evaluated. The imaginary part of the dielectric function, ε(ω), is calculated using

$$
ε_2(ω) = \frac{16π^2e^2}{ω^2} \sum_{S} |\vec{λ} \cdot \langle 0|\vec{v}|S⟩|^2 δ(ω - Ω_S) 
$$

(5.3)

In this expression $\vec{λ}$ is the polarization of the incident light and $\vec{v}$ is the single-particle velocity operator. In the absence of electron-hole interactions, Eq. 5.3 reduces to the following expression involving photon-induced direct transitions between the independent electron and hole states

$$
ε_2^{(0)}(ω) = \frac{16π^2e^2}{ω^2} \sum_{v,c} |\vec{λ} \cdot \langle v|\vec{v}|c⟩|^2 δ(ω - (E_c - E_v))
$$

(5.4)

where the superscript is used to distinguish the fact that electron-hole interactions are not included.

In Fig. 5.1 we plot $ε_2(ω)$ for silicon and germanium in the bct structure using the method described earlier. For both materials it is clear that the electron-hole interaction shifts the spectra to lower energies. This behavior is seen in other semiconductors and occurs not because of a shift to lower energies due to the attractive electron-hole interaction, but rather due to a constructive superposition at lower energies of the non-interacting matrix elements that make up the coupled excitations |S⟩ [33].

In comparing the absorption spectra between these two materials it is interesting that while both materials have direct gaps near 1 eV, only the germanium phase has
Figure 5.1: Calculated $\epsilon_2(\omega)$ of the bct phase of silicon (upper panel) and germanium (lower panel). The solid line is including electron-hole interactions (Eq. 5.3) while the dotted line is the non-interacting calculation (Eq. 5.4).
any substantial weight in this energy region. The cause of this can be understood
by examination of Fig. 5.2. In Fig. 5.2 we have plotted the joint density of states
(divided by $\omega^2$ to make it comparable to the absorption spectra in Fig. 5.1) as well as
the average squared matrix element, $|\vec{X} \cdot \langle \vec{v}|\vec{v}|c\rangle|^2$, as a function of energy. While the
joint density of states for the two materials are extremely similar, the average squared
matrix element for the silicon phase is very small up until after 2.5 eV, which explains
why the absorption curve in Fig. 5.1 doesn’t become substantial until around this
energy.

In order to obtain a measure of the possible utility these phases have for photo-
voltaic applications we compare the absorption spectra with their cubic counterparts.
The cubic phases of both silicon and germanium find widespread use in photovoltaic
applications. Silicon-based solar cells dominate the photovoltaics market while ger-
manium is a component in highly efficient multijunction solar cells [130]. While the
efficiency of a solar cell certainly depends on other characteristics, our analysis will
focus only on the overlap of the absorption coefficient with the incident solar spec-
trum. In Fig. 5.3 we plot $\epsilon_2(\omega)$ for silicon in the bct and cubic structures calculated
using the method described in this work. The experimental dielectric function for
cubic silicon is taken from Ref. 129 and shows the reliability of the method in calcu-
ling optical spectra from first principles. The calculations for cubic silicon also
show good agreement with others in the literature [124, 125]. The calculated $\epsilon_2(\omega)$ for
bct silicon shows more weight than cubic silicon at the lowest energies for which the
dielectric function is nonzero. However, above $\sim$3.3 eV the value for the cubic phase
has a greater magnitude. In terms of the relevance of these curves to photovoltaic
absorption in materials, the important energy range is that for which the incident
solar flux is appreciable.

In Fig. 5.4 we show the calculated absorption coefficients of silicon in the bct
and cubic phase. Shown also is the air mass (AM) 1.5 solar spectral irradiance [118].
It can be seen that the absorption coefficient of bct silicon is larger for energies
where the incident photon flux is greater. The more complete the overlap between
the absorption coefficient and the incident solar spectrum the less material that is
needed to capture a given quantity of light. It is also important to note that in
the calculations only direct transitions are taken into account. With the inclusion of
phonon-assisted, i.e. indirect, transitions we would expect the absorption coefficient
of silicon in the bct phase to have a finite values at lower energies than for the case of
cubic silicon arising from the smaller indirect band gap found in the bct phase. While
there are other considerations that must be taken into account when building a solar
device, the strong overlap between the absorption coefficient of bct silicon and the
solar spectrum owing to the smaller band gap of this form of silicon shows promise
for use in photovoltaic devices.

We now turn to the case of germanium in the bct phase. In Fig. 5.5 we show
the calculated $\epsilon_2(\omega)$ for germanium in the bct structure compared with experimental
data on its cubic phase from Ref. 131. Compared to its cubic counterpart, bct Ge
Figure 5.2: Upper panel: calculated joint density of states (JDOS), divided by $\omega^2$, for silicon and germanium in the bct phase. Lower panel: average squared matrix element $|\vec{\lambda} \cdot (v|\vec{v}|c)|^2$ for the two calculations. The size of the energy bins in the lower panel is 0.1 eV.
Figure 5.3: Calculated $\varepsilon_2(\omega)$ of silicon in the bct and cubic phases. The calculated curve for cubic silicon (c Si) is compared to the experimental data from Ref. 129 and indicates the reliability of the present method for calculating optical spectra. The calculated curves include an artificial broadening of 0.15 eV
Figure 5.4: Calculated optical absorption coefficient $\alpha$ of silicon in the bct and cubic structures. Shown also in arbitrary units is the solar spectral irradiance for AM 1.5.
appears to have substantially less weight at lower energies at which the incident solar flux is large. Thus even though germanium’s bct phase compares favorably to the bct phase of silicon as seen in Fig. 5.1, the fact that the cubic phase of Ge has a much smaller direct gap of 0.89 eV compared to the direct gap of 3.4 eV in cubic silicon [65, 132] results in the bct Ge phase comparing unfavorably in terms of overlap with the solar spectrum whereas the bct Si phase compares favorably in relation to their respective cubic counterparts.

### 5.4 Conclusion

In conclusion we have calculated the quasiparticle excitation and optical absorption spectra of the recently predicted bct phase of silicon and germanium. The quasiparticle spectra are calculated using a planewave implementation of the GW approximation which predict that both Si and Ge in the bct structure are semiconductors with indirect gaps of 0.86 eV and 0.38 eV, respectively. The optical absorption spectrum is obtained by solving the Bethe-Salpeter equation to take into account the effect of the electron-hole interactions. The obtained optical coefficients of silicon
in the bct structure show a better overlap with the incident solar spectrum than do those for the cubic structure. In addition to providing optical characterization of this predicted silicon and germanium polytype, the calculations suggest that this phase of silicon may find possible applications within the realm of photovoltaics.
Chapter 6

Electronic structure, equation of state, and lattice dynamics of low-pressure Ge polymorphs

6.1 Introduction

The phase diagrams of group IVa materials such as carbon, silicon, and germanium have generated substantial research interest not simply because of their status as prototypical insulators/semiconductors, but also because of their immense technological importance. The silicon and germanium phase diagrams have strong similarities in the structures reported both upon compression and decompression of experimental samples [79]. Both materials have the cubic diamond (cd) structure under ambient conditions and convert to the metallic $\beta$-Sn phase near a pressure of 10-12 GPa. Upon further compression both materials go through a similar sequence of high pressure metallic phases, with the possible exception of the highest pressure transition being hexagonal close-packed (hcp) to face-centered cubic (fcc) in Si while in Ge the highest pressure structure obtained thusfar remains the hcp phase [133].

If samples of Si or Ge are decompressed from the metallic $\beta$-Sn phase, they do not return to the cubic form at low temperatures, but instead go to a series of metastable phases. In Si, the slow decompression from the $\beta$-Sn phase results in the rhombohedral R8 phase at 9.4 GPa [134]. Further decompression results in the BC8 structure at 2 GPa [86]. In Ge, rapid release from the $\beta$-Sn structure to ambient pressure results in the BC8 structure whereas slower release of pressure has resulted in the ST12 structure being recovered [89]. The ST12 phase has not yet been observed in Si and the R8 phase has not yet been definitively observed in Ge. The R8 phase of Ge has been reported in a single experiment but the result was not reproducible [135]. The phase transition pressures in Si are well determined experimentally and have been corroborated with theoretical calculations [76, 136]. In Ge, on the other
hand, fewer experimental and theoretical studies have been carried out. In particular, experimental studies of Ge often quench the pressure to ambient and then study the resulting phases with x-ray diffraction [89, 137]. This is in contrast with experiments performed on Si in which the pressure has been reduced in small steps with the diffraction studies being performed at intermediate pressures in order to detect any resulting change in structure [84].

From a theoretical standpoint, early calculations on the phase stability of Ge polymorphs report that the ST12 phase has a lower enthalpy than the BC8 phase over the pressure range 0-20 GPa [138]. At the time of these calculations the R8 phase of Si had yet to be discovered and was not considered in the study on Ge. Later, after the discovery of R8 Si [84], DFT calculations predicted that the R8 phase of Ge was lower in enthalpy than that of the BC8 phase at moderate compression, and suggested that R8 might be obtained experimentally from compressing the BC8 phase [139]. The small differences in energy shown in the energy-volume relations for the three metastable phases made it difficult to estimate the transition pressure and thus no estimate was given.

The possibility of obtaining Ge in the R8 phase is an interesting one because R8 Si is believed to be a semiconductor [105, 140] with interesting optical properties [122, 141]. Additionally, the theoretical prediction of transition pressures between the metastable germanium phases would be of interest in helping to guide future experimental work in searching for metastable Ge structures, especially those which more carefully explored the pressure regime intermediate between ambient pressure and that where the $\beta$-Sn phase is stable. As noted earlier, the analogous theoretical transition pressures in Si are in good agreement with experimental observation [76, 136], and thus it might be expected for the same to be true in Ge.

In this chapter we focus on obtaining more information on the properties of Ge in the BC8, ST12, and R8 structures. In addition, we have performed calculations for the cubic, the hexagonal diamond, and $\beta$-Sn phases of Ge to have a complete description of the phases expected to be relevant below pressures of $\sim$ 10 GPa. We carry out detailed calculations on the structural properties, the electronic structure, the equations of state, and give estimates for the transition pressures between phases. Additionally, since except for the frequencies of the zone-center phonons for the BC8 and ST12 phases, little is known about the lattice dynamics of these phases [142]. Hence, we compute the full phonon dispersions for the phases ST12, BC8, R8, and hexagonal diamond.

### 6.2 Methods

Our calculations of the structural and electronic properties are done within the local density approximation (LDA) to density functional theory (DFT). The plane-wave pseudopotential method [11, 29] is used with a norm-conserving pseudopotential
utilizing a nonlinear-core correction (NLCC) \cite{143} to take into account the spatial overlap between the 3d electrons treated as core states and the 4s\(^2\)4p\(^2\) electrons that were treated as valence. A kinetic energy cutoff of 40 Ry was found to result in highly accurate total energies and phonon frequencies. When structural relaxations were being performed, a higher cutoff of 70 Ry was used in order to have a highly converged stress tensor. This methodology is implemented in the QUANTUM ESPRESSO package \cite{46}. Calculations of the phonon frequencies were also done within QUANTUM ESPRESSO using the density functional perturbation theory (DFPT) approach \cite{22}. We are very careful to ensure adequate sampling of the electronic and phonon Brillouin zones. Details of these samplings will be given later with the discussion of the corresponding results.

6.3 Results

6.3.1 Structural descriptions

We have relaxed all structures with respect to all degrees of freedom to obtain the relaxed structures at zero pressure. Tests have been performed on the cubic phase of germanium to evaluate the quality of the pseudopotential in providing a good structural description. For cubic Ge a lattice constant of 5.58 Å was found, which underestimates the experimental lattice parameter of 5.66 Å by 1.4% \cite{144}. The calculated bulk modulus is 77.2 GPa, which is in excellent agreement to the value of 75.8 GPa found experimentally \cite{145}. Below we will provide the structural descriptions obtained and used in this work. More extensive descriptions of the space groups, bond length and angle distributions, etc. can be found in the references.

The ST12 structure of Ge can be described as a tetragonal unit cell with a 12 atom basis. The basis is fully specified with four internal parameters \(x, y, z, \) and \(\alpha\). We take as our starting point the structural parameters of Mujica and Needs which result from their theoretical relaxation as given in Ref. 138. Structural relaxation from these parameters changes little. We have used a \(8\times8\times8\) grid to sample the Brillouin zone which ensures highly accurate forces and components of the stress tensor. Our final relaxed parameters for the tetragonal lattice are \(a=5.823\) Å with \(c/a=1.1812\) Å. These compare well with the reported experimental values of 5.93 Å and 1.17707 \cite{99}. Our internal parameters of \(x=0.1705, y=0.3704, z=0.2520,\) and \(\alpha=0.08679\) compare well with the experimental parameters of \(x=0.1730, y=0.3784, z=0.2486,\) and \(\alpha=0.0912\) \cite{99}. The bulk modulus of ST12 Ge is calculated to be 65.3 GPa, which is in excellent agreement with the value of 66 GPa calculated by Mujica and Needs \cite{138}.

The BC8 structure of Ge is a body-centered cubic lattice with 8 atoms in the unit cell. It is completely specified by its lattice constant \(a\) and a single internal parameter \(x\). We begin with the experimental lattice parameter as determined in Ref. 137, in
which \( a = 6.92 \) Å, and take the internal parameter \( x \) to be that of the BC8 structure in Si, which experimentally is found to be 0.1033 [99]. We then relax this starting structure with a mesh of size \( 12 \times 12 \times 12 \) in the Brillouin zone. Our relaxed parameters are \( a = 6.82 \) Å and \( x = 0.1019 \), in good agreement with both experiment and previous theory [138]. The calculated bulk modulus is determined to be 73.9 GPa, slightly smaller than the value for the cubic diamond phase slightly higher than the value of 68 GPa calculated in Ref. 138.

As mentioned in the introduction, no definitive experimental report has been made on the existence of the R8 phase in Ge and thus no experimental starting description is available. In this case we use the lattice constants known for Si in the R8 structure and scale them by the ratio of the Ge to the Si lattice constants parameters in the cubic phase. There are 4 internal parameters which specify the atomic positions in the R8 structure: \( u, x, y \), and \( z \). These values were given in Ref. 139 as a result of DFT calculations on the R8 structure in Ge and we take these values as our starting point (the lattice constants were not given in this work). As in the calculation of the BC8 structure, a mesh of \( 12 \times 12 \times 12 \) was used for the integration over the Brillouin zone. Our relaxed lattice parameters for R8 Ge are \( a_r = 5.909 \) Å for the rhombohedral lattice vector with an angle of 109.95°. The obtained internal parameters for the R8 structure are \( u = 0.28521, x = 0.47042, y = -0.02660, \) and \( z = 0.2771 \). The values are similar, although slightly different, from those obtained in Ref. 139. Finally, the calculated bulk modulus of Ge in the R8 structure is 70.5 GPa.

Finally, in this work we also examine the hexagonal diamond structure of Ge. The initial parameters of the hexagonal lattice were taken to be \( a = 3.96 \) Å and \( c = 6.57 \) Å [146] with an internal parameter \( u \) taking the “ideal” value of 0.0625 (i.e., 1/16). Our relaxed parameters of \( a = 3.93 \) Å, \( c = 6.49 \) Å, and \( u = 0.0631 \) are in excellent agreement with these values. The bulk modulus is obtained to be 78.2 GPa, in very close agreement to other LDA results in the literature [88]. The relaxation of this structure was performed with a mesh of \( 12 \times 12 \times 12 \) in the Brillouin zone.

### 6.3.2 Electronic structure

The band structure of the ST12 Ge is shown in Fig. 6.1. Previous density functional calculations obtain a direct gap of size 0.7 eV about 70% of the way along the Γ-M line [138], whereas those obtained via the empirical pseudopotential method (EPM) obtain a value of 1.47 eV [147]. Due to the well-known band gap problem inherent in DFT, the estimate provided by the EPM calculation is likely closer to the experimental value [148]. Our results are very similar to prior DFT results, although we find a direct gap of 0.56 eV just off the Γ-M line at \((0.3333,0.345,0)\). However, we also find that the fundamental gap is indirect. It is of magnitude 0.54 eV between the valence band maximum at \((0.31666,0.3333,0.08333)\) and the conduction band minimum at the location of the non-fundamental direct gap given above. This difference is simply attributed to the fact that we carried out a very fine sampling
Figure 6.1: Band structure of the ST12 phase of Ge plotted throughout the Brillouin zone. The zero is located at the valence band maximum (VBM) which is just off the Γ-M line (see text).
of the Brillouin zone (60×60×60) and therefore could resolve small deviations of the
extremum positions off of the high-symmetry lines. Additionally, it should be noted
that the valence band manifold in the vicinity of the valence band maximum has little
dispersion and so the precise position of this gap could vary slightly depending on
the details of the calculation.

The BC8 phase of Ge, like that of Si [76, 105], is found to be semimetallic within
DFT. The band structure of this phase is plotted in Fig. 6.2 throughout the high-
symmetry points in the equivalent rhombohedral Brillouin zone. There is a direct
overlap at the Z point (the H point in the body-centered cubic Brillouin zone). There
is also a conduction-band like state which drops below the Fermi level and has a
minimum around 50% of the way along the Γ - Z line. This result is in good agreement
with the results of Mujica and Needs [138]. The early results of Joammpoulos and
Cohen with the EPM method find this conduction band like state to be higher in
energy than that of the other conduction-like states at the Z point, which just touch
the valence band maximum there and result in a zero-gap material [147].

To our knowledge, the electronic structure of germanium in the R8 structure has
not been explored previously. Using the close correspondence to silicon [76], one
would guess that R8 Ge would be semimetallic within DFT with a indirect overlap.
Our calculations, shown in Fig. 6.3, confirm this expectation. The lowest conduction
band occurs at the point L, and overlaps with the highest valence band at the point
Z, by 0.57 eV. These are the same points where the band overlap occurs in the R8
phase of silicon. In the case of Si, both GW [105] and hybrid HSE [149] calculations
predict that the band overlap present within DFT is lifted to obtain a small band gap
semiconductor, and this prediction is consistent with recent experiments [140]. The
examination of the electronic structure of R8 Ge at a level of theory beyond DFT is
needed to evaluate this possibility, but lies outside the scope of the present work.

The hexagonal diamond phase is a phase which is believed to be typically recovered
upon annealing depressurized samples of Si and Ge [89]. The band structure of this
material is shown in Fig. 6.4 and we find a small overlap of 0.19 eV at Γ. This is
similar to previous DFT theory suggesting a zero band gap at Γ [88] as well as EPM
results which predict a direct gap of 0.55 eV at the zone center [147]. Again, because
of the band gap underestimation within DFT, the EPM estimate is likely closer to
what would be obtained experimentally.

### 6.3.3 Lattice dynamics

We have calculated the phonon dispersions for the ST12, BC8, R8, and hexagonal
diamond phases of Ge throughout the entire Brillouin zone as shown in Figs. 6.5-
6.8. The lattice parameters used in the calculations correspond to the zero-pressure
theoretical relaxed structures. As a test, we have computed the zone-center optical
phonon mode in the cubic phase of Ge and obtained a value of 298.2 cm⁻¹, which is
in excellent agreement with the experimental result of 300.6 cm⁻¹ [150].
Figure 6.2: Band structure of germanium in the BC8 phase. The path is labeled according to the equivalent rhombohedral description. The Fermi level is located at zero energy.
Figure 6.3: Band structure of germanium in the R8 phase. The Fermi level is located at zero energy.
Figure 6.4: Band structure of germanium in the hexagonal diamond (lonsdaleite) phase. There is a small direct overlap of 0.19 eV at $\Gamma$. 
Figure 6.5: Phonon dispersion of the ST12 phase of germanium. The phonon DOS is normalized to 1.
The phonon dispersion of ST12 Ge is shown in Fig. 6.5. The full phonon dispersion was obtained by Fourier interpolation of a 4×4 uniform grid of q-points in the Brillouin zone. The electronic sampling in these calculations was on a shifted 5×5×5 grid. The phonon dispersion of ST12 exhibits relatively flat bands in the region around 85 cm\(^{-1}\) and 280 cm\(^{-1}\) leading to peaks in the phonon DOS in those regions. An interesting feature is the presence of a slight discontinuity of approximately 3 cm\(^{-1}\) in the phonon frequency near \(\Gamma\) at \(\sim 135\) cm\(^{-1}\) as one goes from the M→\(\Gamma\)→Z direction. The source of this discontinuity is the nonanalytic part of the force constant matrix which is present due to macroscopic polarization associated with this phonon mode. Typically one does not expect such contributions related to polar materials in a phase composed of only one element, but here it occurs due to the specific structure present in ST12. Phonon calculations we have performed on silicon in the ST12 structure show a similar discontinuity at this point. The calculated Raman active modes at \(\Gamma\) are (all frequencies in cm\(^{-1}\)): 54(B\(_1\)), 75(E), 80(E), 85(A\(_1\)), 87(B\(_1\)), 88(B\(_2\)), 97(A\(_1\)), 152(E), 187(E), 194(B\(_2\)), 195(A\(_1\)), 216(B\(_1\)), 217(B\(_2\)), 226(E), 232(B\(_1\)), 249(E), 275(E), 276(A\(_1\)), 281(E), 284(B\(_1\)), and 295(B\(_2\)).

The phonon dispersion for BC8 was obtained throughout the zone via Fourier interpolation from a uniform grid of 6×6×6 phonon wavevectors in the Brillouin zone and a 10×10×10 shifted grid for the sampling of the electronic states and is displayed in Fig. 6.6. The Raman-active modes in the BC8 structure are obtained as (all frequencies in cm\(^{-1}\)): 87(T\(_g\)), 214(T\(_g\)), 227(A\(_g\)), 246(T\(_g\)), and 259(E\(_g\)).

The phonon dispersion for the R8 phase of Ge is shown in Fig. 6.7. The electronic integration mesh, like in BC8, was performed on a 10×10×10 shifted grid and a uniform grid of 6×6×6 phonons were calculated to obtain the interpolated dispersion. Qualitatively, the phonon spectra for the R8 phase is similar to that found in the BC8 phase, although the differences present manifest themselves clearly in the calculated phonon DOS where the difference in the peak structure can be seen. The zone-center Raman active modes are found to be (all frequencies in cm\(^{-1}\)): 83(A\(_g\)), 90(E\(_g\)), 203(A\(_g\)), 212(E\(_g\)), 223(A\(_g\)), 244(A\(_g\)), 247(E\(_g\)), and 278(E\(_g\)).

Finally, the phonon dispersion of the hexagonal diamond (lonsdaleite) phase of Ge is shown in Fig. 6.8. These calculations were performed for a uniform grid of 6×6×6 phonons with an electronic sampling on an 10×10×10 shifted grid. The phonon DOS exhibits a prominent peak near a frequency of 275 cm\(^{-1}\). The Raman-active modes for this phase are determined to be (all frequencies in cm\(^{-1}\)): 287(E\(_{2g}\)), 301(E\(_{1g}\)), and 302(A\(_{1g}\)).

### 6.3.4 Equation of state

In order to calculate coexistence pressures that may aid future experimental investigations, we have calculated the energy-volume relations for the cubic, BC8, R8, ST12, hexagonal diamond, and \(\beta\)-Sn structures of Ge. These calculations are performed by calculating the total energies of each structure while fully relaxing the
Figure 6.6: Phonon dispersion of the BC8 phase of Ge, plotted along the directions in the equivalent rhombohedral Brillouin zone. The phonon DOS is normalized as in Fig. 6.5.
Figure 6.7: Phonon dispersion of the R8 phase of germanium. The phonon DOS is normalized as in Fig. 6.5.
Figure 6.8: Phonon dispersion of the hexagonal diamond phase of germanium. The phonon DOS is normalized as in Fig. 6.5.
Figure 6.9: Energy-volume relations for low-pressure polymorphs of germanium. The markers correspond to the calculated data and the lines are fits to the Birch-Murnaghan equation of state. The equilibrium energy of the cubic phase is located at zero energy.

cell and ion positions at fixed volume. The resulting $E(V)$ curve is fit with a Birch-Murnaghan equation of state [151]. The results are shown in Fig. 6.9. Pressure-volume curves are shown in Fig. 6.10 and are obtained via numerical differentiation of the $E(V)$ relations. Knowledge of $E(V)$ and $V(P)$ allows for the determination of the enthalpy as a function of pressure, $H(P) = E(V(P)) + PV(P)$, which is shown in Fig. 6.11. It is simpler to obtain coexistence pressures from the enthalpy-pressure curves than from the equivalent “common tangent” approach to the energy-volume relations.

From the results of Fig. 6.11, we can calculate transition pressures between the various phases. The first of these we will examine is that of the cubic $\rightarrow \beta$-Sn transition that occurs experimentally at 10.5 GPa [152]. We find this transition at a pressure of 7.9 GPa, which underestimates the transition in comparison to the experimental value. This result is in reasonable agreement with that obtained in previous
Figure 6.10: Pressure-volume relations for low-pressure polymorphs of germanium. The markers correspond to the calculated data and the lines are taken from numerical differentiation from the E(V) curves shown in Fig. 6.9.
Figure 6.11: Enthalpy as a function of pressure for low-pressure polymorphs of germanium. All enthalpies are taken relative to that of the cubic phase, which is shown at zero. The inset is a zoomed-in view showing the BC8-R8-ST12 transition region.
theoretical calculations by Mujica et al. within the LDA, who also underestimate the experimental transition pressure, predicting the transition at 6 GPa [138]. The early LDA results of Yin and Cohen [153] also underestimate the transition pressure at a value of 9.6 GPa, although in this work the coexistence pressure is higher and closer to the experimental value partly because of the use of the Wigner formula [154] for the exchange-correlation energy [155]. The underestimation of the cubic $\rightarrow$ $\beta$-Sn transition pressure within LDA functionals occurs in both Si and Ge and is improved upon the inclusion of gradient corrections to the exchange correlation functional which increase the transition pressure and bring it closer to the experimental value [155, 156]. This behavior was explained as being the result of a greater lowering of the total energy for systems with more inhomogeneous charge densities upon going from the LDA to the GGA [155]. Since the cubic diamond phase has a more inhomogeneous charge density than that of the metallic $\beta$-Sn phase, its total energy is lowered by a greater amount upon going to the GGA. This results in a larger difference in energies at equilibrium between the two phases and thus a larger transition pressure [155].

An interesting observation, originally seen in the results of Mujica et al [138] is that if the cubic $\rightarrow$ $\beta$-Sn transition pressure were corrected to the experimental value of 10.5 GPa, that this would result in a region of stability for the ST12 phase because the enthalpy for the cubic diamond phase becomes equal to that of ST12 at 8.7 GPa. This is just under 2 GPa from the experimental cubic-$\beta$-Sn coexistence pressure. Although there have been reports recently in nanocrystalline samples of Ge that the ST12 phase appears to be more stable than previous experiments have suggested [157], we are not aware of any experimental results that have reported this possible region of stability at higher pressures.

With regards to the phases obtained upon decompression from $\beta$-Sn, namely the R8, BC8, and ST12 phases of Ge, we obtain regions of metastability (compared to the cubic phase) for all three phases. This can be seen from the inset of Fig. 6.11. The ST12 phase of Ge is found to transition to the R8 structure at 2.0 GPa, which remains the lowest enthalpy of these three phases until 0.65 GPa when it transitions to the BC8 phase.

Predictions of phase stability are known to be sensitive, in some cases strongly so, to the underlying treatment of exchange and correlation effects. This was discussed above in relation to the cubic $\rightarrow$ $\beta$-Sn transition. The small enthalpy differences between the BC8, R8, and ST12 phases near the predicted transitions as seen in Fig. 6.11 suggest that these transitions might also be sensitive to the functional used. In order to illustrate this, we have repeated the equation of state calculations with another pseudopotential which includes both the semicore 3d states explicitly and in addition treats the correlation-exchange energy in the PW91 GGA functional of Perdew and Wang [25, 158]. The purpose of this is not to systematically evaluate the effects of gradient corrections, the inclusion of semicore states, etc., but to simply obtain the results that would be expected if different choices were made in the pseudopotential construction. As expected with the GGA, the lattice constant
of cubic germanium is overestimated, in this case by 1.7%, in comparison to experiment. The bulk modulus obtained is 60.2 GPa, which compares less favorably to the experimental value of 75 GPa that we obtained with our calculations within the LDA. This underestimation of the bulk modulus in Ge within GGA is consistent with results elsewhere in the literature [88, 155]. With the GGA functional, the transition pressure of the cubic $\rightarrow$ $\beta$-Sn transition is pushed up to 10 GPa, in close agreement with the experimental value of 10.5 GPa, as expected due to the effect of the GGA on systems with large differences in their degree of charge homogeneity. In the GGA calculations the pressure region where R8 is favored over BC8 or ST12 is no longer present, and BC8 is found to have a coexistence pressure with ST12 at 3.6 GPa. The enthalpies of the ST12 and $\beta$-Sn phases become equal at a pressure of 8.4 GPa, which differs from the 6.8 GPa we find in the calculation within the LDA.

The fact that changing the exchange-correlation functional and altering the split between core and valence electrons changes the prediction of a metastable R8 phase in Ge means that we cannot draw firm conclusions that this is the case. This is not surprising because of the closeness in enthalpy of the three enthalpy curves in both of our calculations. However, it must be pointed out that GGA calculations do not uniformly improve the results in relation to the LDA [159]. The strong effect of simply including gradient corrections on the cubic-$\beta$-Sn transition due to the differences in charge homogeneity is not expected to exist in relation to the transitions between BC8, R8, and ST12, which all have similar bonding characteristics. Furthermore, the calculations performed with the LDA result in a much more accurate bulk modulus than that in the GGA, which has a direct and obvious relationship to the $E(V)$ relations and thus the calculated transition pressures. Finally, it is well-known that DFT has shortcomings in its treatment of localized states. In germanium this results in binding energies which are too shallow in relation to experiment by about 5 eV for the semicore 3$d$ states [160], and thus their inclusion into the valence might also induce some errors in the computed quantities.

### 6.4 Comparison to experiment

In section 6.3.3 we reported the Raman-active modes for the low pressure phases of Ge studied in this chapter. These theoretical predictions have recently been used to provide support for the existence of the R8 phase of Ge in indented samples of amorphous Ge [161]. In Raman spectra taken on an indented sample of amorphous Ge, a prominent line is found to occur at 202.7 cm$^{-1}$. This mode is in very good agreement with the Raman active mode $A_g$ mode predicted above at 203 cm$^{-1}$. Other modes characteristic of R8 are also present in the sample. For example, the theoretically predicted $E_g$ mode at 212 cm$^{-1}$ is well produced by a peak in the experimental Raman spectrum at 213.2 cm$^{-1}$.

However, there has been previous experimental work done on amorphous Ge in
diamond anvil cells (DAC) by Coppari et al.[142]. This work obtains a very similar Raman spectra as that of Ref. 161. In the work of Ref. 142, however, they attribute their results to that of the ST12 phase, which is known from previous studies on crystalline germanium to result in slow compression from the $\beta$-Sn phase [89]. This determination is made in Ref. 142 by comparing to first principles calculated phonon frequencies and their dependence on pressure. Yet, an examination of the comparison between the theoretical Raman frequencies and those determined experimentally in the work of Coppari et al. shows that the agreement between the two is actually quite poor. In the study of Ref. 142 only the ST12 and BC8 phases of Ge were considered. However, we have found that the phonon frequencies corresponding to the R8 phase of Ge, along with their pressure evolution, corresponds exceptionally well to the results in Ref. 142. This data is shown in Fig. 6.12, in which the experimental pressure evolution of 5 Raman-active modes is shown. The bottom two modes match exceptionally well with the theoretically predicted modes of R8, both in absolute value and in their trend of decreasing energy separation as pressure is increased. The ST12 modes in the vicinity, in addition to being either higher or lower in energy, also display the incorrect behavior as pressure is increased: the energy difference between the modes increases. The third and fourth highest energy modes seen experimentally could in principle be attributed to either the R8 or the ST12 phases, as the theoretical curves are very similar in those regions and thus a clear determination is not possible. However, when one looks at the pressure dependence of the highest energy experimental mode, it is apparent that its rapid rise in frequency as pressure is increased can only be explained as being either a mode corresponding to BC8 or one corresponding to R8. All theoretically calculated ST12 modes in that frequency range have much smaller pressure coefficients than the experimental mode exhibits, and thus it is highly unlikely that this mode corresponds to the ST12 phase.
6.5 Conclusion

In this chapter we have calculated the electronic structure, phonon dispersions, and the phase diagram of the low pressure phases of germanium, namely those of hexagonal diamond, ST12, R8, and BC8. Our electronic structures are in good agreement with previous calculations and suggest BC8 and R8 to be semimetallic, at least within DFT, while ST12 is semiconducting. Calculations of the lattice dynamics of these phases have been performed and Raman-active phonon frequencies have been identified. These frequencies were then used to support experimental evidence of the R8 phase of Ge occurring in indented samples of amorphous Ge [161]. Furthermore, prior experimental work which identified the obtained phase in DAC experiments as ST12 was likely mistaken, and it is more likely that they were actually seeing signatures of the R8 phase.

Calculations of the equation of state of these phases find regions of metastability of the BC8, R8, and ST12 phases of germanium which suggests that the R8 phase of Ge might be obtained from compression of the BC8 phase or a partial reduction of pressure upon obtaining ST12. However, because of the small energy differences involved, this result is sensitive to choices made in constructing the pseudopotential, and thus firm predictions on the metastability of the R8 structure in Ge are difficult to make at this time. Further experimental studies could help shed light on this
matter, and the Raman-active phonon modes calculated here will hopefully be of use in helping to identify these phases in those experiments.
Chapter 7

Prediction of a new metastable phase of silicon in the $Ibam$ structure

7.1 Introduction

The high-pressure phase diagram of silicon has been the focus of numerous experimental and theoretical studies because of its extreme technological importance. A major goal is to find new structural phases with desirable electronic properties such as direct band gaps and useful optical spectra for applications. High-pressure phases of Si have have been studied experimentally up to at least 248 GPa [162] and the observed phase transitions have in general been in good agreement with theoretical predictions [28, 78, 79, 82, 86, 134, 163–166]. It is also known that upon slow pressure release from the metallic $\beta$-Sn phase that Si does not return to the cubic diamond phase but instead transforms into a number of metastable phases with distorted tetrahedral bonding, namely the r8 and bc8 phases of Si [76, 79]. However, other phases have been reportedly obtained with different conditions of pressure release. Upon rapid release of pressure ($<100$ ms) two other phases of silicon were obtained, referred to as Si-VIII and Si-IX, however only incomplete structural information could be obtained from the x-ray diffraction pattern [167] and hence electronic structure calculations are not possible. Furthermore, nanoindentation experiments in silicon have resulted in the observation of another phase, Si-XIII, although little is known regarding its structure [168, 169].

The lack of information about the low-pressure phase diagram of Si is unfortunate because while cubic silicon has many characteristics which make it favorable for modern technological applications, it should be possible to improve on some of these by using a closely related silicon polytype. Because it is possible that one of the phases previously obtained but unidentified may have desirable electronic, optical, or other
properties that would be an improvement on existing silicon technology based on cubic silicon, several unidentified phases are being studied. This idea is behind recent theoretical studies of the optical spectra in both known metastable phases of Si as well as doped cubic silicon in the hope of obtaining better absorption characteristics relevant to photovoltaic devices [122, 170, 171].

7.2 AIRSS method details

In this chapter we use *ab initio* random structure searching (AIRSS) [172] to further explore the phase diagram of Si. In particular we target the phase Si-IX, which is one of the two phases obtained from rapid depressurization from 12 GPa in diamond anvil cell experiments [167]. The experimental x-ray diffraction lines could be indexed on the basis of a tetragonal unit cell with cell parameters \(a = 7.482 \text{ Å}\) and \(c = 3.856 \text{ Å}\). By assuming the same density as nearby metastable phases it was estimated that the unit cell contains 12 atoms, although the atomic positions were undetermined. It was noted that this phase is not equivalent to the known, metastable silicon phase st12.

We conduct our structure search by randomly generating 5000 structures with 12 atoms in the unit cell with the experimentally determined cell parameters. The atomic positions are then optimized to their lowest energy configuration using the local density approximation (LDA) to density functional theory (DFT) as implemented in VASP using the projector augmented wave method [173–175]. We employ a planewave cutoff energy of 350 eV and a Monkhorst-Pack Brillouin zone sampling grid with a resolution of \(2\pi \times 0.04 \text{ Å}^{-1}\). In order to evaluate the dynamical stability of the resulting structures we calculate phonon frequencies throughout the Brillouin zone using density-functional perturbation theory (DFPT) as implemented in the Quantum-ESPRESSO package [46]. Thermodynamic stability and the equation of states for the various polytypes of Si are also computed within Quantum-ESPRESSO using the planewave pseudopotential method [11, 29] with norm-conserving pseudopotentials and a kinetic energy cutoff of 40 Ry.

7.3 Results

The random structure search results in a single lowest energy structure [176]. Symmetry analysis reveals that the structure corresponds to the orthorhombic space group \(Ibam\) with atoms in the 8(j) and 4(a) Wyckoff positions. However, calculation of the stress tensor for this structure reveals that there is a slight nonuniform pressure which distorts the cell parameters from a tetragonal to an orthorhombic cell. The fully relaxed structure at 0 GPa retains the \(Ibam\) symmetry with \(a = 3.872 \text{ Å}, b = 7.887 \text{ Å},\) and \(c = 6.877 \text{ Å}\). The atomic positions are located at the 8(j) sites with \(x = 0.25201\).
and \( y = 0.16322 \) and the 4(a) sites with \( z = 0.25 \). This structure, shown in Fig. 7.1, has distorted tetrahedral bonding with the interesting feature of having four-fold rings. These four-fold rings are connected in a chain-like manner, similar to that found in SiS\(_2\) and SiSe\(_2\) which also take the \textit{Ibam} structure \([177]\). The presence of only even-membered rings opens up the possibility of this structure forming in III-V semiconductors because of the absence of energetically unfavorable same-species bonds.

The bond lengths in the \textit{Ibam} structure are similar to those found in the cubic phase of silicon. Around the 4(a) sites there is a single bond length of 2.359 Å, with three distinct angles of 86.4°, 113.9°, and 131.1°. The 8(j) sites have two distinct bond lengths of 2.359 Å bridging to the 4(a) sites and 2.371 Å between neighboring 8(j) sites. Around the 8(j) sites there are four distinct bond angles of 93.6°, 130.7°, 109.5°, and 88.7°. As already mentioned, the fully relaxed \textit{Ibam} structure is similar although not identical to the structural parameters experimentally determined by Zhao \textit{et al.} \([167]\) Relaxation of the cell stress alters the lattice constants by 0.4%, 5.4%, and -8.0%, although there is no change in the symmetry type or nature of the bonding. Simulations of the x-ray diffraction spectra for both the structure with a fixed cell and a relaxed cell show some agreement with the diffraction peaks found in experiment, however the agreement is insufficient to unambiguously identify Si-IX as being in the \textit{Ibam} structure. Phonon frequencies are also calculated for the \textit{Ibam} structure on a 6×3×3 grid of \( q \)-vectors in the Brillouin zone and all frequencies were found to be real, indicating that the structure is locally stable. The resulting phonon dispersion plotted throughout the Brillouin zone is shown in Fig. 7.2.

The bandstructure of \textit{Ibam} Si is shown in Fig. 7.3 plotted throughout the orthorhombic Brillouin zone. \textit{Ibam} Si is predicted within the LDA to be semimetallic as can be seen in Fig. 7.3 and from the small but finite density of states present at the Fermi level in Fig. 7.4. There is a slight direct overlap at \( \Gamma \) of approximately 0.275 eV, although the (occupied) band minimum of the would-be conduction manifold is located off the high-symmetry lines at the point \( P = (0.4,0,0.35) \) in reciprocal coordinates. This band minimum is located 0.35 eV below what would be the valence band maximum at \( \Gamma \) in the case of a band gap opening. Calculations based on LDA-DFT approaches are known to inadequately predict quasiparticle energies. However, generally agreement with experiment can be obtained by including quasiparticle self-energy corrections as calculated within the GW approximation \([42]\). Although such calculations are beyond the scope of the present study, these corrections are of sufficient magnitude in other phases of Si \([105]\) that it is expected that \textit{Ibam} Si would become semiconducting. It is also worth noting that the Si-IX structure obtained by Zhao \textit{et al.} was believed to be either semimetallic or a narrow-band semiconductor \([167]\). Finally, the sudden large increase in the density of states near the Fermi level as shown in Fig. 7.4 and the many-valley nature of the bandstructure as seen in Fig. 7.3 suggests that \textit{Ibam} Si be could be of interest as a superconductor if it were doped. Many-valley phonon scattering processes can give rise to superconductivity
as a result of the large number of states available for scattering in addition to the fact that intervalley processes involve large momentum transfers and thus tend to be screened less than intravalley processes [178].

In order to evaluate the thermodynamic stability of the \textit{Ibam} phase, we have performed total energy calculations on all experimentally observed silicon phases and have also included the predicted metastable phases st12 and the recently predicted bct phase [120]. For each phase, total energies are calculated while fully relaxing the cell under a fixed volume, and the resulting E(V) data is fit with a Birch-Murnaghan equation of state [151]. The resulting fits are shown in Fig 7.5. Pressure-volume curves were obtained by numerical differentiation of the total-energy curves (as shown in Fig. 7.6) and were used to produce the enthalpy versus pressure curves shown in Fig. 7.7.

For the range of pressures studied, the \textit{Ibam} phase of silicon is never the lowest enthalpy structure and so is always a metastable phase. This does not preclude the possible observation of the \textit{Ibam} structure however, as the conditions present in experiment and the activation barriers between phases play an important role. Although the r8 and bc8 phases also have higher enthalpy than cubic silicon for all pressures, they are present in experiments resulting from decompression from the $\beta$-Sn phase. There is also the possibility that germanium could form in the \textit{Ibam}
Figure 7.2: Phonon dispersion of \textit{Ibam} Si plotted along the high-symmetry lines of the Brillouin zone.
Figure 7.3: Bandstructure of \textit{Ibam} Si. The Fermi level is at zero energy.
Figure 7.4: Electronic density of states (DOS) of Si in the Ibam structure. The Fermi level is at zero energy.
structure because of the similar, but not identical, correspondence between the phase diagram of Si and Ge. For example, the bc8 and r8 phases are favored over st12 in Si, but in Ge the reverse is true and st12 is obtained at zero pressure.

From our calculations we can also compare the calculated coexistence pressures for the other known phase transitions in Si. The cubic silicon to $\beta$-Sn transition occurs within a pressure range of 8.8-12.5 GPa [78]. Our calculations predict this transition to occur at a pressure of 9.2 GPa in good agreement with the experimental data and in better agreement than previous theoretical results which lie between 7.8-8.8 GPa [78]. Experimentally, upon increasing the pressure from $\beta$-Sn, Si takes on the Imma structure at 13.2 GPa [82]. Our calculations predict that the cubic phase transforms to Imma at a pressure of 9.1 GPa, lower than that of $\beta$-Sn transition. This result is in agreement with the results of Lewis and Cohen [164] who find the total energy of the Imma structure to be lower than that of $\beta$-Sn for all volumes considered in their calculation. The Imma and $\beta$-Sn structures are very similar in this pressure region and have nearly degenerate enthalpy curves. It has been argued that this similarity might make them experimentally indistinguishable at finite temperatures which leads to the discrepancy between theory and experiment [164].

The Imma structure is found to transform to the simple-hexagonal (sh) structure at 15.4 GPa by McMahon et al. [82], although other theoretical calculations have shown that the Imma phase is lower in energy than sh for all but the smallest volumes [164]. Our calculations predict a transition from Imma $\rightarrow$ sh at a pressure of 30.5 GPa, although this value is extremely sensitive because of the merging of the Imma and sh curves at low volumes and high pressures. The sh phase is observed to transform to the Cmca phase at a pressure of 38 GPa [165]. We find a transition pressure of 41.4 GPa, which is in somewhat better agreement that of 33 GPa found in previous calculations [166]. From the Cmca phase silicon is found experimentally to transform to the hexagonal close-packed (hcp) phase at 42 GPa [165]. Our calculations predict a transition at 50.6 GPa, which is in slightly larger disagreement with the experimental measurement than a previous calculation by Christensen et al. of 41 GPa [166]. Finally, the hcp phase is found to transform at $\sim$80 GPa to fcc and remains in this structure up to the highest pressure explored of 248 GPa [162]. Our calculations predict a transition pressure of 87.5 GPa, which is both in good agreement with experiment and with the previous value of 84.3 GPa calculated by Needs and Mujica [78].

Our calculations also allow us to determine the transition pressures obtained upon decompression from the $\beta$-Sn phase. We find a transition from $\beta$-Sn to the r8 phase at 8.4 GPa, which compares well with the experimental transition at 9.4 GPa [134] and previous calculations from Pfommer et al. of 7.4 GPa [76]. We also calculate the transition from r8 to bc8 to occur at 1.8 GPa, in excellent agreement with experiment (2 GPa) [86] and prior theoretical calculations (1.9 GPa) [76].

An interesting new prediction from our enthalpy calculations is the fact that the previously predicted bct phase of Si [120] is found to have a lower enthalpy than the
Figure 7.5: Comparison of the energy-volume curves for observed and predicted phases of silicon. The markers correspond to calculated data points and the lines are fits to the equation of state.
bc8 phase at 0.65 GPa. This phase was recently discovered in molecular dynamics simulations on carbon [121] and subsequent calculations predicted its existence in Si [120]. Calculations by Fujimoto et al. [120] had compared the bct phase with cubic Si and predicted that cubic Si would transform to the bct structure at -11.2 GPa. This is in good agreement with our calculations suggesting the value of -13 GPa. While, to our knowledge, experiments have not obtained bct Si at ambient conditions upon depressurization, the positive coexistence pressure of 0.65 GPa indicates that bct Si may be easier to obtain than previous calculations have suggested.
Figure 7.7: Enthalpy-pressure curves for observed and predicted phases of silicon. The enthalpy differences are taken relative to silicon in the cubic diamond phase.

7.4 Evolutionary methods: The search for Si-VIII

As we noted in the introduction to this chapter, another unknown phase was obtained upon rapid pressure release in addition to Si-IX - the phase known as Si-VIII [167]. Experimentally it was believed to consist of a tetragonal cell with $a=8.627$ Å and $c=7.500$ Å. Again, the internal parameters were not able to be determined, but by assuming that the phase had a similar density to that of Si-III (BC8), it was estimated to contain 30 atoms.

Before we begin to approach this problem, it is worth reconsidering our method with which we explore the energy landscape. In the search for Si-IX we used the \textit{ab initio} random structure searching method. This approach was well suited because the unit cell was relatively small and we were able to brute-force explore the many structural arrangements that the atoms could take within the unit cell. However, as the number of atoms increases, the complexity of the problem increases exponentially [179, 180]. This implies that brute-force methods such as a random search may
take an unreasonably large number of attempts in order to find the minimum energy structure. In situations such as this, it is preferable to alter our approach and consider more sophisticated methods.

One approach which is currently widely used in these cases is that of an evolutionary algorithms. An evolutionary algorithm works by beginning with an initial set of structures (which can be taken as random). These structures then “evolve” over successive generations. Offspring are produced in a variety of ways, including heredity (in which new structures are obtained by joining together segments of structures from the previous generation), lattice mutation (where the lattice vectors are strained in some way in relation to those from the previous generation), atomic permutation (where atomic positions are swapped in a structure from the previous generation to form a new structure), and well as other mutations of the coordinate positions (e.g., using the concept of “local order” we could introduce random movements of the atomic positions, with the atoms in positions of lower symmetry – and thus generally higher energy – displaced by a larger amount) [179, 180]. By letting the population of structures evolve through the generations, giving a preferential bias towards structures of higher “fitness” (e.g., this is typically taken to be those with the lowest enthalpy), the population evolves towards the structures which have (typically) the lowest enthalpy in the complex space spanned by all possible structures.\footnote{While the experiment estimated 30 atoms in the unit cell by assuming the density of the BC8 phase, we found that an estimate of 32 atoms could be obtained if one assumed the density to be equal to that of the R8 phase, which was unknown at the time.}

In to examine structures that may correspond to that of experimentally observed Si-VIII we use an evolutionary structure predictor as described above. Specifically, we use the USPEX code [181], which interfaces with VASP [173–175] and other DFT codes. We perform an evolutionary structure search at the experimental lattice constants for cells with 30 or 32 atoms. We begin the search by generating 100 random structures at the experimental lattice constants. The structures are not generated completely randomly, which is known to leads to a population with very low diversity [180], but are generated randomly within some subcell of the (30 or 32) atom supercell and this subcell is then repeated to fill the cell size of interest. The results of our evolutionary algorithm run for the 30 atom cell is shown in Fig. 7.8. The enthalpy of the population moves throughout the generations to smaller values as we approach the minimum of the energy landscape. By the 10th generation, we have already obtained a lowest energy candidate which does not go to lower enthalpy as the simulation continues, suggesting that this structure is may be the lowest 30-atom cell consistent with the experimental lattice parameters. This lowest energy structure is then relaxed with no constraints on the cell shape within Quantum-ESPRESSO. The cell has a slight nonuniform stress which distorts the perfect tetragonal lattice slightly and the resulting structure has space group P1. The cell parameters are given, along with a Quantum ESPRESSO input file, in Appendix B. Calculations of the phonon frequencies for this Si-VIII candidate suggest that the material is locally stable. Fur-
Figure 7.8: Relaxed structures resulting from a 30 atom run at the Si-VIII experimental lattice constants. Vertical lines separate structures belonging to different generations. The lowest enthalpy structure obtained at the end of the run is highlighted.

Furthermore, calculations of the band structure reveal it to be semiconducting with a gap of 0.66 eV. As we did in the case of the Ibam structure, we can look at the equation of state of this structure and compare it with other forms of Si. The energy as a function of volume is shown in Figure 7.9 and the associated enthalpy as a function of pressure is in Figure 7.10. As can be seen, the energy of this structure is actually quite low and very similar to metastable phases of Si that are known to exist. In fact, in Figure 7.10 it is interesting to note that this Si-VIII candidate actually becomes very similar in enthalpy to BC8 Si, which is known to be the dominant phase upon decompression from β-Sn at ambient pressure. A simulation of the x-ray diffraction data for this structure shows some agreement with the x-ray diffraction profile obtained experimentally, although discrepancies remain which make a clear identification of this candidate as the experimentally observed phase difficult to make.

We now discuss the results of the evolutionary algorithm results on the 32 atom structural candidates. Our evolutionary run (figure not shown) results in two lowest
energy structures which are stable between generations\(^2\). The lowest energy of these structures turns out to simply be a supercell of the hexagonal diamond structure (lonsdaleite) that we discussed in Chapter 3 and thus we do not consider it as a structural candidate for Si-VIII. However, the idea that the Si-VIII phase was actually simply an observation of the hexagonal diamond phase is an interesting possibility. Instead, we turn our attention to the higher energy metastable phase with 32 atoms in the unit cell.

The obtained Si-VIII candidate with 32 atoms in the unit cell is actually a supercell of a 8 atom unit cell with space group 17 (\(P222_1\)), with four atoms at the 4(e)

---

\(^2\)One might wonder how this is possible, since it seems that all structures should eventually go to the lowest energy structure. The USPEX code can be forced to take a number of structures from the previous generation and keep them for the later generation without modification. This by itself would lead to all the structures going to the lowest energy structure. However, by the use of “fingerprinting” analyses, which are used to determine whether structures are essentially identical, identical copies of the lowest energy structure can removed from the population. This allows room for metastable structures to survive throughout the generations.
Figure 7.10: Enthalpy as a function of pressure for the 30 atom Si-VIII candidate. The enthalpy differences are taken relative to silicon in the cubic diamond phase.

sites with $x=0.25155$, $y=0.37306$, and $z=0.59475$, two atoms at the 2(c) sites with $y=0.19007$, and two atoms in the 2(a) sites with $x=0.33913$. The lattice parameters are orthorhombic with $a=3.9472$ Å, $b=8.678$ Å, and $c=4.0855$ Å. We contain a full Quantum ESPRESSO input file in Appendix B. A $2\times1\times2$ expansion of the unit cell of this structure is shown in Figure 7.11.

This structure turns out to also be semiconducting with a gap of 0.37 eV within LDA. Phonon calculations also suggest that this structure is locally stable. The equation of state of this structure is shown in Figure 7.12 and its enthalpy as a function of pressure in Figure 7.13. This structure is very similar from an energetic standpoint to the structure discussed more extensively above. As was the case with the 30 atom Si-VIII candidate, there is some agreement with the experimental x-ray diffraction data but not enough to make the identification conclusive.
Figure 7.11: Structure of the Si-VIII candidate obtained from the evolutionary algorithm run starting from a 32 atom unit cell. The shown structure is a $2 \times 1 \times 2$ expansion of the 8-atom unit cell to better illustrate the bonding arrangement.
Figure 7.12: Shown is the energy vs volume for the 32 atom candidate for the Si-VIII phase as determined from the evolutionary algorithm run.
Figure 7.13: Enthalpy as a function of pressure curves for the 32 atom Si-VIII candidate. The enthalpy differences are taken relative to silicon in the cubic diamond phase.
7.5 Conclusion

In summary, we predict a new phase of silicon in the \textit{Ibam} structure using \textit{ab initio} random structure searching. This phase may be accessible experimentally in samples of Si decompressed from the $\beta$-Sn phase. Calculations of the electronic structure reveal that it is semimetallic within LDA with a small band overlap of 0.35 eV. It is expected that quasiparticle corrections using the GW approximation would open up the gap and result in a semiconductor. Calculations regarding energetic stability suggest that this phase is metastable over the pressure range studied. In addition, our calculated transition pressures for other known phases of silicon are in good agreement with experimental observation, often improving on previous theoretical results. We also find that the bct phase of Si recently predicted by Fujimoto \textit{et al.} \cite{120} has a calculated coexistence pressure of 0.65 GPa with the bc8 phase of Si, which is known to exist at ambient conditions upon depressurization from the $\beta$-Sn phase. Finally, we also discuss the results of an evolutionary algorithm structure search for the undetermined phase Si-VIII.
Chapter 8

First principles study of phosphorus and boron substitutional defects in Si-XII

8.1 Introduction

Silicon has a very rich phase diagram, having been clearly observed to exist in at least ten different phases depending upon the experimental conditions [79]. Most of these phases are formed upon the application of pressure, some of which are metastable at ambient conditions. One such phase which has attracted recent attention is that of Si-XII, a rhombohedral phase of silicon formed upon decompression from silicon’s metallic \(\beta\)-Sn phase.

Si-XII has only recently been characterized, having been identified as a distinct phase a little over 15 years ago [84]. Since then there has been both theoretical and experimental interest in its properties. Early theoretical studies of its electronic structure [76] found that within the local density approximation (LDA) to density functional theory (DFT) Si-XII was semimetallic, exhibiting an indirect band gap between the T and the L points in the Brillouin zone. Calculations performed in Chapter 3 of the quasiparticle spectra using the GW approximation [32, 42] to the electron self-energy result in the prediction of Si-XII being a small band gap semiconductor, with an indirect band gap of approximately 0.24 eV[105]. In Chapter 4 it was shown that Si-XII, because of its large optical matrix elements at the low energies relevant to photovoltaics, might have promise for solar energy applications [122]. Early experimental work concentrated on the structural phase transformations induced by nanoindentation into c-Si or a-Si substrates without specifically resolving the metallic or semiconducting nature of Si-XII [107, 182–184]. However, recent experimental evidence has been presented supporting the prediction that Si-XII is semiconducting [140]. Another result from this experimental work is that Si-XII, like
conventional cubic Si (Si-I), can be doped both n- and p-type with phosphorus and boron dopants, respectively. The interesting difference, however, is that the dopants can be electrically activated at room temperature during the indentation process and do not need a subsequent annealing step at 600 °C as is the case with conventional polycrystalline Si-I [185]. Additionally, in hole-doped Si-XII, the carrier mobility is found to be higher than that of polycrystalline Si and more comparable to that of single-crystal cubic Si.

Because of the potential technological utility of a doping process that is possible at lower temperatures, there is interest to obtain more information on the properties of doping Si-XII with defects, in particular with phosphorus and boron. In this chapter, we address some of the basic properties of these dopants in Si-XII. Using the hybrid functional of Heyd, Scuseria, and Ernzerhof (HSE) [186, 187], we calculate the formation energies of substitutional P and B defects in Si-XII. From these formation energies we also estimate thermodynamic charge transition levels and classify the nature of the defects in Si-XII, as well as address any site preference of the substitutional defects to the two, distinct sites in Si-XII. Si-XII, which has the space group $R3$ with 8 atoms in the unit cell, has two atoms located on the 2(c) sites and six on the 6(f) sites (see Fig. 8.1). While all the atomic sites have a distorted tetrahedral bonding configuration, the 2(c) sites are characterized by two distinct bond lengths and angles whereas the 6(f) sites are more complex, having three distinct bond lengths and six different bond angles [84]. The degree to which this different bonding environment will affect the formation energies of substitutional defects is unknown and is investigated in this chapter.
8.2 Calculation of defect properties

The formation energy of a defect $D$ in charge state $q$ is calculated as

$$E_f(D, q) = E_T(D, q) - E_T(\text{pure}) - \sum_i n_i \mu_i + q(E_{VBM} + E_F + \Delta V)$$  \hspace{1cm} (8.1)

where $E_T(D, q)$ and $E_T(\text{pure})$ are the total energies of the supercell with and without the defect in charge state $q$. The defect is created by adding or removing $n_i$ atoms with chemical potentials $\mu_i$ from the defect-free “pure” supercell [188]. $E_F$ is the Fermi level referenced to the valence band maximum (VBM) in the pure cell. Because the VBM is referenced to the pure cell, an alignment term $\Delta V$ is added to align the electrostatic potentials between the defect and pure cells. In our calculations this term is taken as the difference in electrostatic potentials between the atomic site furthest from the defect in the defect cell with its equivalent site in the pure cell [38].

Despite the apparent simplicity of Eq. 8.1, the calculation of defect formation energies is made more difficult by two principle problems [37, 38, 189]: (i) band gap corrections to the DFT calculation and (ii) finite size effects caused by the use of the supercell approximation [190] and periodic boundary conditions (PBCs). The band gap corrections are caused by the well-known inability of DFT calculations
to reproduce the correct quasiparticle gap [30, 31]. This underestimation leads to problems in placing the defect transition levels relative to the band extrema and can also affect the occupations of the levels which will affect the relaxation of the defect in the host crystal.

In the case of Si-XII, the band gap problem manifests itself in an extreme way - the complete absence of a band gap within DFT. To overcome this problem, we have utilized the screened hybrid functional HSE, in which a fraction of Hartree-Fock (HF) exchange is mixed with the exchange potential of Perdew, Burke, and Ernzerhof (PBE) [26]. In contrast to PBE0, the HSE functional employs a screened Coulomb potential for the exchange interaction [191]. Our calculations were performed using the plane-wave projector augmented-wave (PAW) method with the HSE hybrid functional as implemented in the VASP code [173–175]. The screening parameter used in the splitting of the Coulomb parameter into short- and long-range parts is $\omega = 0.2 \text{ Å}^{-1}$ while the HF mixing constant is set to 25%, as determined by perturbation theory [192, 193]. In a study by Heyd et al., it was found that HSE improves the value of the band gap substantially over that of the pure DFT functionals [194]. Additionally, Batista et al., in their study of the silicon self-interstitial, found that the HSE functional produces self-interstitial formation energies as well as energy differences between silicon in the diamond and metallic $\beta$-Sn phases in very close agreement to diffusion Monte Carlo (DMC) results [195]. The experimental data surrounding the silicon self-interstitial is a matter of controversy, but it has been argued that the DMC results better explain the experimental data than that of the pure DFT functionals [195, 196]. As the bonding environment in Si-XII is similar to that of Si-I, it can be hoped that such an improvement in the calculation of energy differences between similar structures will also be present in the use of the HSE functional for Si-XII defects and may improve the accuracy of the calculated formation energies beyond what would be obtained from pure DFT functionals.

The other difficulty in using Eq. 8.1 to calculate the formation energy is that even though we are often interested in the properties of an isolated defect, computational necessity requires us to consider a single defect in a supercell of finite extent with the application of PBCs. The use of a finite cell can express itself in unphysical constraints on the lattice relaxation around a defect site, although in many cases these elastic errors to the total energy can be made sufficiently small by employing moderately-sized cells. A larger problem, in the case of charged defects, is the spurious electrostatic interactions between defects in one cell and its periodic images implied by the use of PBCs. These errors typically converge much less rapidly with cell size and are difficult to converge “brute-force” by going to extremely large cell sizes.

In order to account for these spurious electrostatic interactions, a number of correction schemes have been used in the literature [197, 198]. The most common is arguably that of Makov and Payne [199], in which the energy of a defect in a cubic supercell of length $L$ is used to extrapolate to the isolated defect limit ($L \rightarrow \infty$) using the expression
\[ E_T(L) = E_T(L \to \infty) - \frac{q^2 \alpha}{2\epsilon L} - \frac{2\pi qQ}{3\epsilon L^3} + \mathcal{O}(L^{-5}). \] (8.2)

In the above equation \( \alpha \) is the supercell dependent Madelung constant, \( \epsilon \) is the static dielectric constant of the embedding host medium, and \( Q \) is the second radial moment of the electron density difference between the defect and pure supercells. In previous works, Eq. 8.2 has been applied directly and has also been used as the justification for a fitting procedure in powers of \( 1/L \) \[189, 200, 201\]. In this work we use a variant of the fitting procedure introduced by Hine et al. \[202\] This method makes use of the fact that the first-order term of the expansion in Eq. 8.2 is the Madelung energy \( -q^2 \alpha/2L \) of a point charge \( q \) in a neutralizing background, divided by the dielectric constant \( \epsilon \). Thus if we neglect the higher order terms of the expansion in Eq. 8.2, which are expected to be small because of our large cell sizes, the electrostatic correction can be written as

\[ E_T(L) = E_T(L \to \infty) - b E_M \] (8.3)

\[ b = \frac{1}{\epsilon}. \]

Eq. 8.3 can then be fit using the total energies of the defect supercells along with the Madelung energy determined by that supercell’s particular geometry. This generalization of the scaling method for the electrostatic corrections has the advantage that arbitrary cell shapes can be treated, unlike the conventional application which assumes the same supercell geometry and hence Madelung constant \( \alpha \). Not only does using the Madelung energies directly allow for the electrostatic correction in non-cubic supercells, but allowing for different supercell geometries in the fitting procedure allows for a much larger number of data points to be considered than in the case where all dimensions of the primitive cell have to be scaled equally in the construction of the supercell. The fitting scheme results in the extrapolated total energy of the defect supercell in the isolated limit as well as the parameter \( b \), which is inversely related to the effective dielectric constant in the host material. Finally, it should be noted that phosphorus and boron substitutional defects in cubic silicon are found to be very shallow. Shallow defects are associated with very extended wavefunctions and result in a spurious interaction because of the overlap of these wavefunctions with their periodic images. We have calculated the properties of these defects in Si-XII with as large of supercells as is currently possible, while at the same time utilizing the HSE functional to correct for the bandgap underestimation, in order to minimize the spurious overlap of defect wavefunctions and provide the best estimate possible for the thermodynamic transition levels.
8.3 Results

Within the LDA, Si-XII has previously been calculated to have an indirect band overlap of \( \sim 0.3 \) eV [76, 105]. The calculation of the quasiparticle spectrum using the GW approximation for the electron self-energy results in a band opening to 0.24 eV [105]. Using the hybrid functional HSE we have calculated the Kohn-Sham single particle eigenvalues on a \( 6 \times 6 \times 6 \) Monkhorst-Pack grid centered on \( \Gamma \) with a plane-wave energy cutoff of 320 eV. We find that the band gap of Si-XII within HSE to be 0.234 eV, only 6 meV different from our prior GW result. This result is in agreement with the behavior found by Heyd et al. [194] in their study of 40 bulk semiconductors in which they found that HSE works remarkably well in the prediction of semiconductor band gaps, especially that of small band gap materials. It should be noted, however, that this HSE result is obtained on the Si-XII structure relaxed with the HSE functional whereas our previous GW results were done at the lattice constant determined by LDA. Using the hybrid HSE functional on the LDA-relaxed structure results in a lower band gap of 0.13 eV, as expected due to the smaller lattice constant in materials calculated with LDA (5.70 Å) as opposed to HSE (5.73 Å) [194, 203]. For the purposes of the defect calculations the fact that the relaxed HSE structure reproduces the prior GW result simplifies the matter as no ad-hoc band gap correction schemes are needed in the interpretation of the results [204]. This result is also important in that it represents an independent prediction that Si-XII is semiconducting.

For the calculation of the formation energy of the P and B substitutional defects we use a supercell of 216 atoms, which corresponds to a \( 3 \times 3 \times 3 \) expansion of the primitive unit cell of 8 atoms. We use a \( 2 \times 2 \times 2 \) \( \Gamma \)-centered Monkhorst-Pack grid of \( k \) points to represent the Brillouin zone integration, which is the equivalent sampling density used in the calculations of the primitive cell previously discussed. The P or B defect is placed at either the 2(c) or the 6(f) atomic position. The atomic positions are then allowed to fully relax with the hybrid HSE functional until the forces on the atoms are all smaller than 0.01 eV/Å. This supercell of 216 atoms is large enough to contain the relaxation of the defect in the host Si-XII crystal such that any additional elastic energy contributions from using larger cells are found to be insignificant.

As described in Sec. II, we use a variant of the finite-scaling scheme to account for the electrostatic error implied by the use of PBCs with charged defects. This approach requires the calculation of total energies for the defect in a number of host cells of varying size. These cells are constructed by placing the defect (either P or B) in the center of a 216-atom supercell (at either the 2(c) or 6(f) position) and relaxing the atomic positions until the forces are smaller than 0.01 eV/Å. Because of the relaxation, these supercells then have approximately the correct lattice relaxation around the defect. These “seed” supercells are then placed in larger supercells, as indicated in Table (8.1). Importantly, in these larger supercells the atomic positions are not relaxed. Thus, in the fitting procedure of Eq. 8.3 only electrostatic screening is
Table 8.1: The supercells used in the electrostatic scheme of Eq. 8.3. The supercell size is given as an expansion of the primitive cell of 8 atoms. The Brillouin zone (BZ) sampling is given in the final column, and is in all cases greater than or equal to density used in the converged calculations on the Si-XII unit cell.

<table>
<thead>
<tr>
<th>Supercell size</th>
<th>Number of atoms</th>
<th>BZ sampling</th>
</tr>
</thead>
<tbody>
<tr>
<td>3x3x3</td>
<td>216</td>
<td>2x2x2</td>
</tr>
<tr>
<td>3x3x4</td>
<td>288</td>
<td>2x2x2</td>
</tr>
<tr>
<td>3x3x5</td>
<td>360</td>
<td>2x2x2</td>
</tr>
<tr>
<td>3x3x6</td>
<td>432</td>
<td>2x2x1</td>
</tr>
</tbody>
</table>

present. The resulting electrostatic correction obtained by this means is then applied to the original 216-atom fully-relaxed supercell, which has already been determined to have only small elastic errors. This can be seen in Fig. 8.2 which shows the displacement of the atoms around each defect as a function of their unrelaxed distance from the substitutional defect site. The defect displacements decay to a very small value at the edges of the 216-atom “seed” cell. As is expected with boron substitution, the nearby displacements of the silicon atoms are large, although they too decay to small values far from the substitutional site. The results of the electrostatic fitting scheme are shown in Fig. 8.2 for the case of a P substitutional defect at the 2(c) atomic site of Si-XII. The data points do exhibit a reasonable linear trend, as expected from the dependence on the electrostatic error on the Madelung energy seen in Eq. 8.3. The curves for the P defect at the 6(f) site and the B defect at the 2(c)/6(f) sites are similar.

The formation energies resulting from the 216-atom relaxed supercells along with the electrostatic corrections from the fit are shown in Fig. 8.4, for defects placed at the 2(c) and 6(f) sites, respectively. The band gap of Si-XII is shown shaded, with the valence band maximum (VBM) being located at $E_F = 0$ and the conduction band minimum (CBM) located at $E_F = 0.234$ eV. The thermodynamic charge transition level is defined as the Fermi level position at which the formation energies between two different charge states are equal to each other [37, 38]. It can also be computed from the equation

$$\epsilon(q, q') = \frac{[E_{VBM}^f(D, q) - E_{VBM}^f(D, q')]}{q - q'},$$

(8.4)

where $q$ and $q'$ correspond to two different charge states and the formation energies are evaluated at $E_F = E_{VBM}$. Without the electrostatic corrections of Eq. 8.3 the thermodynamic transitions levels, between the neutral and +1 state for P and between the neutral and −1 state for B, are resonant with the conduction and valence bands, respectively. After correcting for the electrostatic error, however, these levels become are placed inside the band gap of Si-XII. The thermodynamic transition levels and
the formation energies evaluated in the middle of the band gap are given in Table (8.2). Also shown is the effective dielectric constant, $1/b$, from each fit. For P, a shallow donor level between 67 and 69 meV is found, which is very similar to the 45 meV that is found experimentally for cubic Si [3]. For B, we find acceptor levels which differ more strongly depending on the atomic site, located at 94 and 165 meV above the valence band. This greater dependence on the substitutional site may be due to the much larger displacement of silicon neighbors with boron substitution which amplifies differences in the local environment. The effective dielectric constants obtained from the fitting procedure are similar when compared between sites of the same substitutional defect. For P defects, a value is obtained which is somewhat larger than what is known for silicon in the cubic phase. This would be expected because of the smaller gap of Si-XII. For boron defects, however, the effective dielectric constant from the fit is lower for both sites. It is not clear why this should be the case. It could be that for the boron substitutional defect electrostatic corrections beyond the monopole term become important or perhaps that the much larger lattice distortion in the case of boron affects the estimated dielectric constant. Finally, we note that using a Makov-Payne correction for shallow defects will likely overestimate the degree of electrostatic correction. For a perfectly delocalized defect state (i.e, a constant background charge) there is an electrostatic energy correction that exactly cancels that of the leading term in the Makov-Payne expansion [205], although this effect may be minor in our case because of the use of the inverse of $\epsilon$ as a fitting parameter instead of using the presently unknown, experimental dielectric constant.

As seen in the table, there is a slight preference, both for the B and the P substitutional defect, to go into the 6(f) atomic site of the lattice, with preferences for the 6(f) site of 0.13 eV and 0.07 eV for B and P, respectively. Also seen in the table is that, for the choice of reference chemical potentials taken here, that the formation energy for B substitutional defects is higher than that of P. This difference is of similar magnitude as what has been found in B- and P-doped cubic silicon nanocluster

Table 8.2: Summary of the formation energy data in the neutral charge state and thermodynamic charge transition levels shown in Figs. 8.3 and 8.4. For each defect the formation energy is calculated at the center of the gap. $\epsilon(q, q')$ is the charge transition level between the relevant charge states, including the electrostatic corrections. $1/b$ is the effective dielectric constant determined from the fitting of Eq. 8.3. All energies listed are in eV.

<table>
<thead>
<tr>
<th>Defect</th>
<th>$E_f$ ($E_F=0.5E_g$)</th>
<th>$\epsilon(q, q')$</th>
<th>$1/b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>P @ 2(c)</td>
<td>0.18</td>
<td>0.067 below CBM</td>
<td>14.0</td>
</tr>
<tr>
<td>P @ 6(f)</td>
<td>0.11</td>
<td>0.069 below CBM</td>
<td>15.4</td>
</tr>
<tr>
<td>B @ 2(c)</td>
<td>0.82</td>
<td>0.094 above VBM</td>
<td>6.7</td>
</tr>
<tr>
<td>B @ 6(f)</td>
<td>0.69</td>
<td>0.165 above VBM</td>
<td>4.2</td>
</tr>
</tbody>
</table>
calculations which used the same reference phases of $B_{50}$ and black phosphorus [206].
Figure 8.2: Shown are the displacements of the atoms around the defect in relation to their unrelaxed distance from the defect site in the 216-atom relaxed “seed” cells for the phosphorus and boron substitutional defects at the 2(c) and 6(f) atomic sites.
Figure 8.3: The data for the P defect at the 2(c) site in Si-XII used in the electrostatic correction scheme. Blue circles correspond to the total energy differences between the defect and pure supercells shown in Table (8.1) as a function of the Madelung energy. The solid line is a linear fit to the data as given by Eq. 8.3. Red squares denote the same supercells but shifted by the linear corrections. The infinite cell limit is obtained at zero Madelung energy.
Figure 8.4: Formation energies of the P and B substitutional defects at the 2(c) (left) and 6(f) (right) atomic sites of Si-XII. Shown are both the data with and without electrostatic corrections $E_{es}$. The energy range of the band gap is shown shaded.
8.4 Conclusion

In conclusion, we have performed a first-principles study of substitutional P and B defects in Si-XII, a high-pressure polytype of silicon metastable at ambient temperature and pressure. We have used the hybrid functional HSE to evaluate formation energies and thermodynamic transition levels. We find P to have shallow donor levels, similar to the case of P in cubic silicon. Substitutional B in Si-XII is estimated to have somewhat deeper levels in relation to what is experimentally found in cubic silicon and depend more strongly on the atomic site. We find a slight preference for the defects to go into the 6(f) atomic site of Si-XII. Additionally, the HSE functional predicts Si-XII to be semiconducting, at odds with DFT-LDA calculations but in agreement with recent experimental evidence [140] and with previously calculated GW results [105].
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Appendix A

Convergence data for GW calculations in Chapter 2

Contained in this Appendix is all of the convergence tests that were done in association with the work of Chapter 2. For each phase we have carried out convergence tests regarding the number of bands in the Coulomb-hole part of the self-energy (Eq. 2.2), the number of bands in the polarization (Eq. 2.7), as well as the size of the dielectric matrix. The steps taken in evaluating the convergence is given in detail in Section 2.2.2.

A.1 Si
Figure A.1: Testing of the number of bands needed for the $\Sigma_{CH}$ summation in Si. From this plot it is determined that 600 bands is enough to obtain an error less than 5 meV.
Figure A.2: Testing of the energy cutoff for the dielectric matrix in Si. From this plot it can be determined that 25 Ry is enough to converge the resulting quasiparticle energies to less than 5 meV.
Figure A.3: Testing of the number of bands needed for the $\chi$ summation in Si. From this plot it is determined that 300 bands is sufficient to obtain an error less than 5 meV.
A.2 Ge
Figure A.4: Testing of the number of bands needed for the $\Sigma_{CH}$ summation in Ge. From this plot it is determined that 700 bands is enough to obtain an error less than 5 meV.
Figure A.5: Testing of the energy cutoff for the dielectric matrix in Ge. From this plot it can be determined that 25 Ry is enough to converge the resulting quasiparticle energies to less than 5 meV.
Figure A.6: Testing of the number of bands needed for the $\chi$ summation in Ge. From this plot it is determined that 400 bands is sufficient to obtain an error less than 5 meV.
A.3 AlP
Figure A.7: Testing of the number of bands needed for the $\Sigma_{CH}$ summation in AlP. From this plot it is determined that 700 bands is enough to obtain an error less than 5 meV.
Figure A.8: Testing of the energy cutoff for the dielectric matrix in AlP. From this plot it can be determined that 28 Ry is enough to converge the resulting quasiparticle energies to less than 5 meV.
Figure A.9: Testing of the number of bands needed for the $\chi$ summation in AlP. From this plot it is determined that 500 bands is sufficient to obtain an error less than 5 meV.
A.4 AlAs
Figure A.10: Testing of the number of bands needed for the $\Sigma_{CH}$ summation in AlAs. From this plot it is determined that 800 bands is enough to obtain an error less than 5 meV.
Figure A.11: Testing of the energy cutoff for the dielectric matrix in AlAs. From this plot it can be determined that 30 Ry is enough to converge the resulting quasiparticle energies to less than 5 meV.
Figure A.12: Testing of the number of bands needed for the $\chi$ summation in AlAs. From this plot it is determined that 500 bands is sufficient to obtain an error less than 5 meV.
A.5 AlSb
Figure A.13: Testing of the number of bands needed for the $\Sigma_{CH}$ summation in AlSb. From this plot it is determined that 800 bands is enough to obtain an error less than 5 meV.
Figure A.14: Testing of the energy cutoff for the dielectric matrix in AlSb. From this plot it can be determined that 23 Ry is enough to converge the resulting quasiparticle energies to less than 5 meV.
Figure A.15: Testing of the number of bands needed for the $\chi$ summation in AlSb. From this plot it is determined that 500 bands is sufficient to obtain an error less than 5 meV.
A.6 InP
Figure A.16: Testing of the number of bands needed for the $\Sigma_{CH}$ summation in InP. From this plot it is determined that 1400 bands is enough to obtain an error less than 5 meV.
Figure A.17: Testing of the energy cutoff for the dielectric matrix in InP. From this plot it can be determined that 35 Ry is enough to converge the resulting quasiparticle energies to less than 5 meV.
Figure A.18: Testing of the number of bands needed for the $\chi$ summation in InP. From this plot it is determined that 400 bands is sufficient to obtain an error less than 5 meV.
A.7 InAs
Figure A.19: Testing of the number of bands needed for the $\Sigma_{CH}$ summation in InAs. From this plot it is determined that 1300 bands is enough to obtain an error less than 5 meV.
Figure A.20: Testing of the energy cutoff for the dielectric matrix in InAs. From this plot it can be determined that 33 Ry is enough to converge the resulting quasiparticle energies to less than 5 meV.
Figure A.21: Testing of the number of bands needed for the $\chi$ summation in InAs. From this plot it is determined that 400 bands is sufficient to obtain an error less than 5 meV.
A.8 InSb
Figure A.22: Testing of the number of bands needed for the $\Sigma_{CH}$ summation in InSB. From this plot it is determined that 1300 bands is enough to obtain an error less than 5 meV.
Figure A.23: Testing of the energy cutoff for the dielectric matrix in InSb. From this plot it can be determined that 33 Ry is enough to converge the resulting quasiparticle energies to less than 5 meV.
Figure A.24: Testing of the number of bands needed for the $\chi$ summation in InSb. From this plot it is determined that 400 bands is sufficient to obtain an error less than 5 meV.
A.9 GaP
Figure A.25: Testing of the number of bands needed for the $\Sigma_{CH}$ summation in GaP. From this plot it is determined that 1500 bands is enough to obtain an error less than 5 meV.
Figure A.26: Testing of the energy cutoff for the dielectric matrix in GaP. From this plot it can be determined that 64 Ry is enough to converge the resulting quasiparticle energies to less than 5 meV.
Figure A.27: Testing of the number of bands needed for the $\chi$ summation in GaP. From this plot it is determined that 500 bands is sufficient to obtain an error less than 5 meV.
A.10 GaAs
Figure A.28: Testing of the number of bands needed for the $\Sigma_{CH}$ summation in GaAs. From this plot it is determined that 1600 bands is enough to obtain an error less than 5 meV.
Figure A.29: Testing of the energy cutoff for the dielectric matrix in GaAs. From this plot it can be determined that 65 Ry is enough to converge the resulting quasiparticle energies to less than 5 meV.
Figure A.30: Testing of the number of bands needed for the $\chi$ summation in GaAs. From this plot it is determined that 600 bands is sufficient to obtain an error less than 5 meV.
A.11 GaSb
Figure A.31: Testing of the number of bands needed for the $\Sigma_{CH}$ summation in GaSb. From this plot it is determined that 1500 bands is enough to obtain an error less than 5 meV.
Figure A.32: Testing of the energy cutoff for the dielectric matrix in GaSb. From this plot it can be determined that 67 Ry is enough to converge the resulting quasiparticle energies to less than 5 meV.
Figure A.33: Testing of the number of bands needed for the $\chi$ summation in GaSb. From this plot it is determined that 600 bands is sufficient to obtain an error less than 5 meV.
Appendix B

Structural descriptions of Si-VIII candidates

In this section we give Quantum ESPRESSO input files for the obtained 30 and 32 atom structural candidates for Si-VIII discussed in Chapter 7 in order to facilitate further study on these materials.

B.1 30 atom candidate

The 30 atom candidate is a structure with $P1$ symmetry (i.e., no symmetry). The input file for this material is shown below. Note that the Brillouin sampling is likely larger than required to converge most quantities of interest.

```
&control
  calculation='scf'
  restart_mode='from_scratch',
  prefix='si'
  pseudo_dir = './',
  outdir='./'
/
&system
  ibrav= 0
  celldm(1)= 1.88972687777743552
  nat= 30
  ntyp= 1
  ecutwfc=40.0
/
&electrons
  conv_thr = 1.0d-10
  mixing_beta = 0.7
```
startingwfc='atomic+random'
/
CELL_PARAMETERS {cubic}
 8.560964823 -0.263476152 -0.000048179
-0.257126924 9.187091473 0.000029574
-0.000044769 0.000045295 7.511112458
ATOMIC_SPECIES
  Si  28.086 Si.vbc.UPF
ATOMIC_POSITIONS {crystal}
  Si  0.149018121 0.642213443 0.786314836
  Si  0.076295408 0.392334496 0.184816730
  Si  0.076355088 0.387558739 0.684808269
  Si  0.138454806 0.646085019 0.288062478
  Si  0.047540711 0.764958085 0.034639113
  Si  0.041849524 0.762795904 0.541785498
  Si  0.322626135 0.342502777 0.067279902
  Si  0.110865212 0.017085847 0.041766723
  Si  0.105171365 0.014923137 0.534634265
  Si  0.320504229 0.338943653 0.555368495
  Si  0.014228261 0.133796050 0.788046011
  Si  0.003687432 0.137656513 0.286296660
  Si  0.699491558 0.359251162 0.310491474
  Si  0.453192976 0.420674494 0.810510446
  Si  0.832161175 0.440979386 0.055337765
  Si  0.830026884 0.437432901 0.567277052
  Si  0.450780446 0.442116257 0.312626788
  Si  0.701889878 0.337779507 0.812609673
  Si  0.356617563 0.099365829 0.461605346
  Si  0.418510135 0.685603097 0.298609260
  Si  0.732356378 0.109043826 0.298386509
  Si  0.598166383 0.014516897 0.546718337
  Si  0.554717274 0.764458073 0.551306151
  Si  0.796076066 0.680573028 0.961596203
  Si  0.554523207 0.765417637 0.046718324
  Si  0.597970872 0.015476696 0.051340425
  Si  0.794924613 0.679116776 0.638468836
  Si  0.734172945 0.094293900 0.798620676
  Si  0.357766306 0.100826359 0.138470568
  Si  0.420353891 0.670885791 0.798368214
K_POINTS automatic
6 6 6 1 1 1
B.2 32 atom candidate

As mentioned in the text of Chapter 7 the 32 atom candidate is actually a supercell of an 8 atom per unit cell structure with space group \( P2_12_1 \). The input file for this material is shown below. Note that the Brillouin sampling is likely larger than required to converge most quantities of interest.

```
&control
  calculation='scf'
  restart_mode='from_scratch',
  prefix='si'
  pseudo_dir = './',
  outdir='.'/
  tstress=.true.
  tprnfor = .true.
/
&system
  ibrav= 0
  celldm(1)= 1.8897268777743552
  nat= 8
  ntyp= 1
  ecutwfc=40.0
/
&electrons
  conv_thr = 1.0d-10
  mixing_beta = 0.7
/
CELL_PARAMETERS {cubic}
  3.957165976 0.000000000 0.000000000
  0.000000000 8.678004394 0.000000000
  0.000000000 0.000000000 4.085544736
ATOMIC_SPECIES
  Si 28.086 Si.vbc.UPF
ATOMIC_POSITIONS {crystal}
  Si 0.000000000 0.190072541 0.250000000
  Si 0.000000000 -0.190072541 0.750000000
  Si 0.251554178 0.373063077 0.594746662
  Si -0.251554180 -0.373063076 1.094746658
  Si -0.251554180 0.373063076 -0.094746658
  Si 0.251554178 -0.373063077 -0.594746662
  Si 0.339135261 0.000000000 0.000000000
  Si -0.339135260 0.000000000 0.500000000
K_POINTS automatic
```