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This dissertation is focused on the development of the optimal design and analysis for cluster randomized trials. Specifically, we tackle three common questions: whether or not to pair-match clusters, which causal parameter best captures the intervention effect, and how to select the adjustment set for the analysis. We begin by introducing a formal framework for causal inference in Chapter 1. Throughout, the Sustainable East Africa Research in Community Health (SEARCH) trial serves as the motivating example (NCT01864603). SEARCH is an ongoing community randomized trial to evaluate the impact of immediate and streamlined antiretroviral therapy on HIV incidence in rural East Africa.

In Chapter 2, we consider pair-matching, an intuitive design strategy to protect study validity and to potentially increase power in randomized trials. In a common design, candidate units are identified, and their baseline characteristics are used to create the best \( \frac{n}{2} \) matched pairs. Within the resulting pairs, the intervention is randomized, and the outcomes are measured at the end of follow-up. We consider this design to be adaptive, because the construction of the matched pairs depends on the baseline covariates of all candidate units. As a consequence, the observed data cannot be considered as \( n/2 \) independent, identically distributed (i.i.d.) pairs of units, as common practice assumes. Instead, the observed data consist of \( n \) dependent units. Chapter 2 explores the consequences of adaptive pair-matching in randomized trials for estimation of the conditional average treatment effect (CATE): the intervention effect, given the measured covariates of the \( n \) study units. We contrast the unadjusted estimator with TMLE and show substantial efficiency gains from matching and further gains with adjustment.

In Chapter 3, we compare three causal parameters: the population, conditional and sample average treatment effects. Using a structural causal model, we explicitly define each parameter, discuss interpretation, and formally examine identifiability. To the best of our knowledge, Chapter 3 is the first to propose using TMLE for estimation and inference of the sample effect. In most settings, the sample parameter will be estimated more efficiently.
than the conditional parameter, which will, in turn, be estimated more efficiently than the population parameter. Finite sample simulations illustrate the potential gains in precision and power from selecting the sample effect as the target of inference.

Finally in Chapter 4, we discuss adjustment for measured covariates during the analysis to reduce variance and increase power in randomized trials. To avoid misleading inference, the analysis plan must be pre-specified. However, it is often unclear a priori which baseline covariates (if any) should be included in the analysis. In the SEARCH trial, for example, there are 16 matched pairs of communities and many potential adjustment variables, including region, HIV prevalence, male circumcision coverage and measures of community-level viral load. In Chapter 4, we propose a rigorous procedure to data-adaptively select the adjustment set, which maximizes the efficiency of the analysis. Specifically, we use cross-validation to select from a pre-specified library the candidate TMLE that minimizes the estimated variance. For further gains in precision, we also propose a collaborative procedure for estimating the known exposure mechanism. Our small sample simulations demonstrate the promise of the methodology to maximize study power, while maintaining nominal confidence interval coverage. Our procedure is tailored to the scientific question (sample vs. population treatment effect) and study design (pair-matched or not) and alleviates many of the common concerns.
To Pops and Nick - Thank you.
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Chapter 1

Introduction: A Roadmap for Causal Inference

This chapter introduces the methods, as well as their limitations, to learn causal relationships from data. Consider, for example, the following questions:

1. What proportion of patients taking drug X suffered adverse side effects?
2. Which patients taking drug X are more likely to suffer adverse side effects?
3. Would the risk of adverse effects be lower if all patients took drug X instead of drug Y?

The first question is purely descriptive; the second can be characterized as a prediction problem, while the last is causal. Causal inference is distinct from statistical inference in that it seeks to make conclusions about the world under changed conditions [1]. In the third example, our goal is to make inferences about how the distribution of patient outcomes would differ if all patients had taken drug X vs. if the same patients, over the same time frame and under the same conditions, had taken drug Y. Purely statistical analyses are sometimes endowed with causal interpretations. Furthermore, many of our non-causal questions have causal elements. For example, Geng et al. [2] sought to assess whether sex was an independent predictor of mortality among patients initiating drug therapy (i.e. describe a non-causal association) but in the absence of loss to follow up (i.e. a change to the existing conditions).

In this chapter, we review a formal framework for causal inference to (1) state the scientific question, (2) express our causal knowledge and limits of that knowledge, (3) specify the causal parameter, (4) specify the observed data and their link to the causal model, (5) assess identifiability of our causal parameter as some function of the observed data distribution, (6) estimate the corresponding statistical parameter, and (7) interpret our results [3–5]. As illustrated in Figure 1.1, there are many sources of association between two variables, including direct effects, indirect effects, measured confounding, unmeasured confounding and selection bias [6]. Methods to delineate causation from correlation are perhaps more pressing now than ever [7, 8].
1.1 The Scientific Question

The first step in the causal “roadmap” is to specify the scientific objective. As a running example, we will consider the timing of antiretroviral therapy (ART) initiation and its impact on outcomes among HIV+ individuals. Early ART initiation has been shown to improve patient outcomes as well as reduce transmission between discordant couples [9–11]. Suppose we want to learn the effect of immediate ART initiation (i.e. irrespective of CD4+ T cell count) on mortality. Large consortiums, such as the International epidemiologic Databases to Evaluate AIDS (IeDEA) and Sustainable East Africa Research in Community Health (SEARCH), are providing unprecedented quantities of data to answer this and other questions [12, 13].

To sharply frame our scientific aim, we need to further specify the system, including the target population (e.g. patients and context), the exposure (e.g. criteria and timing), and the outcome. As a second try, consider our goal as learning the impact of initiating ART within
one month of diagnosis on five-year all-cause mortality among adults, recently diagnosed with HIV in Sub-Saharan Africa. This might seem like an insurmountable task, and it may seem safer to frame our question in terms of an association. Indeed, there seems to be a tendency to shy away from causal language when stating the scientific objective. However, we are not fundamentally interested in the correlation between early ART initiation and mortality among HIV+ adults. Instead, we want to isolate the effect of interest from the spurious sources of dependence (e.g. confounding, selection bias, informative censoring) as shown in Figure 1.1. The framework, discussed in this chapter, provides a pathway from our scientific aim to estimation of a statistical parameter that best approximates our causal effect, while keeping any assumptions transparent.

1.2 The Causal Model

The second step of the roadmap is to specify our causal model. Causal inference is distinct from statistics in that it requires something more than a sample from the observed data distribution. In particular, causal inference requires specification of background knowledge, and causal models provide a rigorous language for expressing this knowledge and its limits. In this chapter, we introduce structural causal models \[14\] to formally represent which variables potentially affect one another, the roles of unmeasured factors, and the functional form of those relationships. Structural causal models unify causal graphs \[15, 16\], structural equations \[17, 18\] and counterfactuals. We also briefly introduce the Neyman-Rubin potential outcomes framework \[19–21\] and discuss its relation to the structural causal model.

Consider again our running example. Let \(W\) denote the set of baseline covariates, including socio-demographics, clinical measurements and social constructs. The exposure \(A\) is an indicator, equalling 1 if the patient initiated ART within one month of diagnosis and equalling 0 otherwise (i.e. initiation took longer than one month). Finally, the outcome \(Y\) is an indicator that the patient did not survive five years of follow up. These factors have scientific meaning to the question and comprise the set of endogenous variables: \(X = \{W, A, Y\}\). They can be measurable (e.g. age and sex) or unmeasurable and are affected by other variables in the model.

Each endogenous variable is associated with a set of background factors \(U = (U_W, U_A, U_Y)\) with some joint distribution \(P_U\). These represent all the unmeasured factors, affecting other variables in the model but not included in \(X\). For example, \(U_A\) could include unknown clinic-level factors, influencing whether or not a patient initiates early ART. Likewise, \(U_Y\) may include a patient’s genetic risk profile. Furthermore, there might be shared unmeasured causes between the endogenous variables. For example, socio-economic status may impact both whether a patient initiates early ART as well as his/her five-year mortality.

Each endogenous variable is also associated with a structural equation. These functions help encode our causal knowledge. Suppose, for example, we believe that the set of baseline covariates possibly impact whether a patient initiates early ART, and that both the covariates and exposure may affect subsequent morality. Then we write each endogenous variable as a
deterministic function of its “parents”, variables that may impact its value:

\[
\begin{align*}
W &= f_W(U_W) \\
A &= f_A(W, U_A) \\
Y &= f_Y(W, A, U_Y)
\end{align*}
\] (1.1)

These functions \( F = \{f_W, f_A, f_Y\} \) are left unspecified (non-parametric). For example, the third equation \( f_Y \) encodes that the covariates \( W \) and the exposure \( A \) may have influenced the value taken by the outcome \( Y \). We have not, however, restricted their relationships: \( A \) and any member of \( W \) may interact on an additive (or any other) scale to affect \( Y \) and the impacts of \( A \) and \( W \) on \( Y \) may be nonlinear.

The structural causal model, denoted \( \mathcal{M}^F \), is defined by all possible distributions of \( P_U \) and all possible sets of functions \( F \), which are compatible with our assumptions (if any). For the above example, there is some true joint distribution \( P_{U,0} \) of health care access, personal preferences for ART use, socio-economic factors, etc. Randomly sampling a patient from the population corresponds to drawing a particular realization \( u \) from \( P_{U,0} \). Likewise, there are some true structural equations \( F_0 \) that would deterministically generate the endogenous variables \( X = x \) if given input \( U = u \). For a given distribution \( P_U \) and set of functions \( F \), the structural causal model \( \mathcal{M}^F \) describes the following data generating process for \((U, X)\):

1. Drawing the background factors \( U \) from some joint probability distribution \( P_U \),
2. Generating the baseline covariates \( W \) as some deterministic function \( f_W \) of \( U_W \),
3. Generating the exposure \( A \) as some deterministic function \( f_A \) of covariates \( W \) and \( U_A \),
4. Generating the outcome \( Y \) as some deterministic function \( f_Y \) of covariates \( W \), the exposure \( A \) and \( U_Y \).

Thus, the model \( \mathcal{M}^F \) is the collection of all possible probability distributions \( P_{U,X} \) for the exogenous and endogenous variables \((U, X)\). The true joint distribution is an element of the causal model: \( P_{U,X,0} \in \mathcal{M}^F \). The structural causal model is also sometimes also called a non-parametric structural equation model (NPSEM) [14, 16].

In other settings, we may have more in-depth knowledge about the data generating process. This knowledge is generally encoded in two ways. First, excluding a variable from the parent set of \( X_j \) encodes that this variable does not directly impact the value \( X_j \) takes. These assumptions are known as exclusion restrictions. Second, restricting the set of allowed distributions for \( P_U \) encodes that some variables do not have any unmeasured common causes. These assumptions are known as independence assumptions. Suppose, for example, that patients were randomized \( R \) to early ART initiation, but adherence \( A \) was imperfect. Then the treatment assignment \( R \) would only be determined by chance (e.g. a coin flip) and not influenced by baseline covariates \( W \). The unmeasured factors determining treatment assignment would be independent from all other unmeasured factors:

\[
U_R \perp \perp (U_W, U_A, U_Y)
\]
This is an independence assumption that restricts the allowed distribution of background factors $P_U$. Furthermore, suppose that randomization $R$ only affects the mortality $Y$ through its effect on adherence $A$. The resulting structural equations are then

\begin{align}
W &= f_W(U_W) \\
R &= f_R(U_R) \\
A &= f_A(W, R, U_A) \\
Y &= f_Y(W, A, U_Y)
\end{align}

We have made two exclusion restrictions: (1) the baseline covariates $W$ do not influence randomization $R$, and (2) randomization $R$ has no direct effect on the outcome $Y$. The structural causal model is then defined by all probability distributions for $U$ that are compatible with our independence assumptions and all sets of functions $F = (f_W, f_R, f_A, f_Y)$ that are compatible with our exclusion restrictions.

A causal graph can be drawn from the structural causal model [14]. Each endogenous variable (node) is connected to its parents and background error term with a directed arrow. The potential dependence between the background factors are encoded by the inclusion of a node representing any unmeasured common cause. Exclusion restrictions are encoded by absence of a directed arrow. Likewise, independence assumptions are encoded with the absence of a node representing an unmeasured common cause. The corresponding causal graphs for the two examples are given in Figure 1.2.

### 1.3 The Target Causal Quantity

The structural causal model $M^F$ describes not only the system as it currently exists but also as it would exist under changed conditions. The structural equations are autonomous; an intervention on one equation does not affect the remaining ones. Therefore, we can modify a function and see how changes are transmitted through the system. For example, modifying the treatment decision does not change the effect of the treatment on the outcome. Thereby, we can make a targeted modification to represent our intervention of interest. In our running example (Eq. 1.1 and Figure 1.2a), a self-selected group of patients initiated early ART. To answer our scientific question, we need to modify how this exposure variable was generated. Specifically, we can intervene to start all patients on ART within one month of testing HIV+ (i.e. deterministically set $A = 1$), and we can intervene to delay all patients from starting ART until one month after testing HIV+ (i.e. deterministically set $A = 0$):

\begin{align}
W &= f_W(U_W) & W &= f_W(U_W) \\
A &= 1 & A &= 0 \\
Y_1 &= f_Y(W, 1, U_Y) & Y_0 &= f_Y(W, 0, U_Y)
\end{align}
Alternative exposure mechanisms include dynamic interventions [22–25], which are responsive to patient characteristics, and stochastic interventions\(^1\) [26], which are non-deterministic.

The *counterfactual outcome* \(Y_a\) is then the outcome a patient would have had, if possibly contrary to fact, he or she had received exposure level \(A = a\). More formally, \(Y_a = Y_a(u)\) is defined as the solution to the equation \(f_Y\) under an intervention to set \(A = a\) (with input \(U = u\)). Thereby \(Y_a(U)\) is a post-intervention random variable, whose probability distribution is induced by the set of structural equations \(F\) and the joint distribution of the background factors \(P_U\). In other words, the structural causal model \(\mathcal{M}^F\) is also a model on the distribution of counterfactuals. In the Neyman-Rubin causal framework, these quantities are known as *potential outcomes* and are assumed to exist for all units under the treatment levels of interest [19–21, 27]. For this example, the “full data” would consist of baseline covariates and the outcomes under all possible exposures: \(X^F = (W, (Y_a : a \in \{0,1\}))\). The structural causal model \(\mathcal{M}^F\) also serves as a model for the set of possible full data distributions, each corresponding to a different intervention on the endogenous variables.

The distribution of these counterfactuals (potential outcomes) can then be used to define

\(^1\)For simplicity, we have been considering the time scale to be in months. Depending our scientific question and the data resolution, we might be interested in shorter or longer intervals. If our time interval were days, then an intervention to start by day 30 (i.e. within one month) is actually stochastic intervention. Alternatively, we could consider an intervention to initiate therapy on each day or not. For further discussion of longitudinal treatment regimes, see Appendix A.
the target causal parameter. Consider, for example, the average treatment effect:

\[ \Psi^F(P_{U,X}) = \mathbb{E}_{U,X}(Y_1) - \mathbb{E}_{U,X}(Y_0) \]

where the subscript \((U, X)\) denotes the expectation over the distribution \(P_{U,X}\) (which implies the distribution of the counterfactual random variables \((Y_1, Y_0)\)). In words, \(\Psi^F(P_{U,X})\) is the difference in the expected counterfactual outcome if everyone in the population were exposed and the expected counterfactual outcome if everyone in the population were not exposed. Formally, \(\Psi^F\) is a mapping from a distribution \(P_{U,X}\) in the causal model \(\mathcal{M}^F\) to the real number line. For our example, \(\Psi^F(P_{U,X})\) is the difference in the counterfactual risk of mortality if all patients immediately initiated ART and if all patients delayed ART initiation. For a binary outcome, this causal quantity corresponds the causal risk difference. We could also specify this contrast on the relative scale, within a certain strata of the population (e.g. those with baseline CD4 counts above 350 cells/mm\(^3\)), for the actual study units (i.e. the sample average treatment effect [19]), or for some other population (i.e. transportability [28–30]).

**Marginal structural models** provide an alternative way to define our target parameter [31]. They are a summary measure of how the counterfactual outcome changes as a function of the exposure and possibly pre-treatment covariates. Consider, for example, the impact of reducing the time (in months) between HIV diagnosis and treatment initiation. The intervention variable \(A\) would then be continuous. (An alternative approach would be to treat the exposure as a time-dependent binary variable as discussed in Appendix A.) To generate the relevant counterfactual outcomes\(^2\), we would repeatedly intervene on the structural causal model to set \(A = a\) for all levels of \(a\) in the exposure set of interest \(\mathcal{A} = \{1, 2, 3, \ldots\}\). If we knew the true shape of the relationship between the expected counterfactual outcome \(\mathbb{E}_{U,X}(Y_a)\) and the treatment level \(a\), we could summarize it with a parametric model [31], such as the following

\[
\text{logit}\left[\mathbb{E}_{U,X}(Y_a)\right] = m(a|\beta)
\]

with \(m(a|\beta) = \beta_0 + \beta_1 a\)

where \(\text{logit}(x) = \log(x/(1 - x))\). This model assumes that the counterfactual mortality risk is a function linear on the logistic scale of time to treatment initiation \(a\). This marginal structural model restricts the set of possible counterfactual distributions and thereby places an assumption on our causal model \(\mathcal{M}^F\).

In many cases, we do not have sufficient information to confidently specify a parametric model for this dose-response curve. Instead, we can use a working marginal structural model as a summary of the causal relationship of interest [32]. The target causal parameter is then the projection of the true causal curve onto a working model. Consider for example

\[
\beta(P_{U,X}|m) = \arg\min_{\beta} \mathbb{E}_{U,X} \left[ \sum_{a\in A} -\log[m(a|\beta)^{Y_a}(1 - m(a|\beta))^{(1-Y_a)}] \right]
\]

\(^2\) Under the Neyman-Rubin framework, we would assume the existence of the potential outcomes \(Y_a\) for all exposures \(a \in \mathcal{A}\).
where our projection is the negative log-likelihood loss function. Intuitively, we can think of this projection as summarizing the full data (i.e., all counterfactuals) with a parametric regression curve. As usual, the quality of the summary depends on the underlying causal curve and the question of interest.

### 1.4 The Observed Data and their Link to the Causal Model

Thus far, we have not specified the data that will be or have been collected in our study. Instead, we have discussed endogenous variables $X$ (observable and possibly unobservable), background factors $U$ (unobservable), and set of counterfactuals $(Y_a : a \in A)$. In this step, we specify the observed data, their link to the causal model and the resulting statistical model.

Suppose we have a simple random sample of $n$ patients from our target population. On each patient, we measure some baseline covariates $W$, including sex, age and CD4 count, the exposure $A$ (whether or not the patient initiates ART within one month of diagnosis), and the outcome $Y$ as the patient’s five-year mortality. Then the observed data for a given patient are $O = (W, A, Y)$, which have some true, but unknown distribution $P_0$. We assume that the observed data are generated by sampling $n$ times from a distribution compatible with (contained in) the structural causal model. Recall the structural causal model provides a description of the data generating system under existing conditions as well as under specific interventions. The distribution of the background factors $P_U$ and the structural equations $F$ identify the distribution of the endogenous variables $X$ as well as the distribution of the observed data $O$. The observed data $O$ are a subset of $(U, X)$. Suppose, for example, we observe all the endogenous nodes (i.e., $O = X$). Then we have

$$P(O = o) = \sum_u P_{U,X}(X = x | U = u)P_U(U = u) = \sum_u I(X(u) = x)P_U(U = u)$$

where the summation generalizes to an integral for continuous valued variables. This framework naturally accommodates more complicated links, such as case-control sampling and matched sampling [33, 34].

Thereby, the structural causal model $\mathcal{M}^F$, which is the set of possible distributions for $(U, X)$, implies our statistical model $\mathcal{M}$, which is the set of possible distributions for the observed data $O$. The true distribution of the observed data $P_0$ is implied by the true distribution $P_{U,X,0}$ of $(U, X)$ and is an element of the statistical model: $P_0 \in \mathcal{M}$. The causal model may, but often does not, place any restrictions on the statistical model. For example, the causal model, describing the data generating process for our observational study (Figure 1.2a), implies a non-parametric statistical model. There are no restrictions on the possible observed data distributions. In contrast, the causal model, corresponding to the randomized trial (Figure 1.2b), will only generate distributions where the randomization $R$ is
independent of the baseline covariates $W$. This is a testable assumption and implies a semi-parametric statistical model. We refer the reader to Pearl [14, 15] for further discussion of a graphical criteria to evaluate independence between two variables as implied by a structural causal model or its corresponding directed acyclic graph.

Suppose that instead of specifying a structural causal model, we chose to follow the Neyman-Rubin framework. Specifically, we assumed the existence of the potential outcomes $Y_a : a \in A$ in Step 3. To relate these potential outcomes to the observed data, we need the stable unit treatment value assumption (SUTVA) [35]. First, the potential outcomes for one unit must not be impacted by the treatment assignment of another unit (i.e. no interference)\(^3\). Secondly, there must not be multiple versions of the treatment $A = a$. With this assumption, we can map the potential outcomes to the observed outcomes:

$$Y_i = A_i Y_{i,1} + (1 - A_i) Y_{i,0}$$

For unit $i$, we only get to see the outcome $Y_i$, corresponding to his or her observed exposure $A_i$. As a result, causal inference can be treated as a missing data problem.

### 1.5 Assessment of Identifiability

In Step 3, we specified our scientific question as a causal parameter $\Psi^F(P_{U,X})$, a function of the distribution of counterfactuals (potential outcomes). In Step 4, we specified the observed data $O$ and the statistical model $M$. In this step, we establish whether our causal parameter can be written as some function of the observed data distribution. More formally, for each $P_{U,X}$ compatible with the structural causal model $M^F$, we want to establish the equivalence between the causal parameter $\Psi^F(P_{U,X})$ and the statistical parameter $\Psi(P)$. If so, we state that the causal parameter is identified. If not, we explicitly state the additional assumptions needed to make inferences about the causal parameter using the observed data distribution. We keep these convenience-based assumptions separate from our knowledge-based assumptions, reflected in the structural causal model $M^F$.

Consider a simplified example, where we want to learn the five-year mortality risk if, possibly contrary to fact, all HIV+ adults initiated ART within one month of diagnosis: $P_{U,X}(Y_1 = 1)$. Suppose we have not collected any baseline covariates; thereby, the observed data are simply $O = (A, Y)$. Then the causal parameter will only equal the observed mortality risk among exposed if the only source of association is due to the effect of interest:

$$P(Y = y | A = 1) = P_{U,X}(Y_1 = y | A = 1)$$

\(^3\)The structural causal model, given in Eq. 1.1, implicitly assumes independence between study units. Recent work relaxing this assumption and considering a network of interacting units is given in van der Laan [36].
The first equality is by the definition of counterfactuals and then second holds if the
counterfactual outcome \( Y_a \) is independent of the exposure \( A \). In the absence of measured base-
line covariates, the outcome is only a function of the exposure and its background factors:
\( Y = f_Y(A, U_Y) \). Once we intervene to set \( A = a \), then the counterfactual outcome is only
a function of its error: \( Y_a(U) = f_Y(a, U_Y) \). If the unmeasured factors contributing to the
outcome \( U_Y \) are independent of those contributing the exposure \( U_A \), then the randomization
assumption holds \( Y_a \perp \perp A \), and the counterfactual risk \( P_{U,X}(Y_1 = 1) \) is identified as
the observed risk among those exposed \( P(Y = 1|A = 1) \). The randomization assumption
is equivalent to stating that there are no unmeasured confounders of the exposure-outcome
relation. Intuitively, this assumption holds by design a randomized trial.

In most observational settings, the assumption of no common (measured or unmeasured)
causes of the exposure and the outcome will not hold. We can weaken the randomization
assumption by conditioning on a set of measured baseline covariates: \( Y_a \perp \perp A|W \). The
adjustment set \( W \) needs to block all spurious sources of association without creating any
new sources of dependence or blocking any of the effect of \( A \) on \( Y \). As illustrated in Figure 1.3,
the back-door criterion can aid the evaluation of the randomization assumption [14]. A set of
variables \( W \) satisfies the back-door criterion for the relationship of \( (A, Y) \) if (1) no node in \( W \)
is a descendant of \( A \) and (2) \( W \) blocks all back-door paths from \( A \) to \( Y \), where “back-door”
refers to a path with an arrow into \( A \). The rationale for condition 1 is to avoid blocking
the path of interest or introducing spurious associations (i.e. conditioning on a collider).
The rationale for condition 2 is to block any remaining spurious sources of association. For
the basic structure (Figure 1.3), the randomization assumption will hold if the following
independence assumptions are true

\[
U_A \perp \perp U_Y \text{ and } U_A \perp \perp U_W \text{ or } U_Y \perp \perp U_W
\]

There must not be any unmeasured common causes of the exposure and the outcome, and of
the exposure and covariates or of the outcome and covariates. As illustrated in Figure 1.4,
this graphical criteria can aid in the selection of an appropriate adjustment set.

When the randomization assumption holds, we can identify the distribution of counter-
factuals within strata of covariates. Specifically, we have that for each \( P_{U,X} \in \mathcal{M} \)

\[
P_{U,X}(Y_a = y|W = w) = P_{U,X}(Y_a = y|A = a, W = w) = P(Y = y|A = a, W = w)
\]

where the distribution \( P \) of the observed data is implied by \( P_{U,X} \). This gives us the G-
computation identifiability result [27] for the true distributions \( P_{U,X,0} \) and \( P_0 \):

\[
E_{U,X,0}(Y_a) = \sum_w E_0(Y|A = a, W = w)P_0(W = w)
\]

where the summation generalizes to an integral for continuous covariates. Likewise, we can
identify the difference in the expected counterfactual outcomes (i.e. the average treatment
Figure 1.3: Considering the back-door criterion for the basic structure: For all the graphs, the exposure $A$ and the outcome $Y$ do not share an unmeasured common cause. (a) The covariates $W$ are not sufficient to block all back-door paths. Conditioning on the covariates $W$ blocks the path $Y \rightarrow W \rightarrow A$. However, conditioning on $W$ (a collider of $U$ and $U^*$) opens a new path: $Y \rightarrow U^* \rightarrow U \rightarrow A$. (b) The covariates $W$ and the outcome $Y$ also do not share an unmeasured common cause. The covariates $W$ are sufficient to block all back-door paths. (c) The exposure $A$ and the covariates $W$ also do not share an unmeasured common cause. The covariates $W$ are sufficient to block all back-door paths. (d) All the unmeasured background factors are independent. The covariates $W$ are sufficient to block all back-door paths.

Identifiability also relies on having sufficient support in the data. The G-computation formula requires that the conditional mean $E_0(Y|A = a, W = w)$ is well-defined for all possible values of $w$ and levels of $a$ of interest. In a non-parametric statistical model, each exposure of interest must occur with some positive probability for each possible covariate strata:

$$\min_{a \in A} P_0(A = a|W = w) > 0, \text{ for all } w \text{ for which } P_0(W = w) > 0$$

This condition is known as the positivity assumption and as the experimental treatment assignment assumption.

Suppose, for example, that the randomization assumption held conditionally on a single binary baseline covariate. Then our statistical estimand could be rewritten as

$$\Psi(P_0) = \left[ E_0(Y|A = 1, W = 1) - E_0(Y|A = 0, W = 1) \right] P_0(W = 1) + \left[ E_0(Y|A = 1, W = 0) - E_0(Y|A = 0, W = 0) \right] P_0(W = 0)$$
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Figure 1.4: Considering the back-door criterion: (a) The set of covariates $W_2$ are sufficient to block the back-door path from $Y \rightarrow W_2 \rightarrow A$. Further adjustment for $W_1$ is unnecessary and potentially harmful. (b) The randomization assumption holds conditionally on $\emptyset$. Adjusting for $W$ (i.e. conditioning on a collider of $U$ and $U^*$) open a back-door path and induces a spurious association between $A$ and $Y$. (c) The randomization assumption holds conditionally on $(W, L)$. The covariates $L$ are needed to block the back-door path from $Y \rightarrow L \rightarrow U \rightarrow A$, even though $L$ occurs temporally after the exposure $A$.

As an extreme, suppose that in the population, there are zero exposed patients with this covariate: $P_0(A = 1 | W = 1) = 0$. Then there would be no information about outcomes under the exposure for this subpopulation. To identify the treatment effect, we could consider a different target parameter (e.g. the effect among those with $W = 0$) or consider additional modeling assumptions (e.g. the effect is the same among those with $W = 1$ and $W = 0$). Both options are a bit dissatisfying and other approaches may be taken \cite{37}. The risk of violating the positivity assumption is exacerbated with higher dimensional data (i.e. as the number of covariates or their levels grow).

In many cases, our initial assumptions, encoded in the structural causal model $\mathcal{M}^F$, are not sufficient to identify the causal effect $\Psi^F(P_{U,X})$. Indeed, for our running example (Figure 1.2a), the set of baseline covariates are not sufficient to block the back-door paths from the outcome to the exposure. The question then becomes how to proceed? Possible options include giving up, gathering more data, or continuing to estimation while clearly acknowledging the lack of identifiability during the interpretation step. To facilitate the third option, we can use $\mathcal{M}^{F*}$ to denote the structural causal model augmented with additional convenience-based assumptions needed for identifiability. This gives us a way to proceed, while separating our real knowledge $\mathcal{M}^F$ from our wished identifiability assumptions $\mathcal{M}^{F*}$.

Overall, identifiability assumptions and the resulting estimands are specific to the causal parameter $\Psi^F(P_{U,X})$. We are focusing on a point treatment effect (i.e. distribution of counterfactuals under interventions on a single node or variable). Different identifiability results are needed for interventions on more than one node (e.g. longitudinal treatment effects and direct effects) and interventions responding to patient characteristics (e.g. dynamic regimes). Furthermore, a given causal parameter may have more than one identifiability result (e.g.
1.6 Estimation and Inference

In the previous step, we defined the parameter of interest as a mapping from the statistical model to the parameter space: \( \Psi : \mathcal{M} \rightarrow \mathbb{R} \). In other words, the statistical parameter is a function, whose input is any distribution \( P \) compatible with the statistical model and whose output is a real number. The parameter mapping applied to the true observed data distribution \( P_0 \) is called the estimand and denoted \( \Psi(P_0) \). Recall we have \( n \) independent, identically distributed (i.i.d.) copies of the random variable \( O = (W, A, Y) \). The empirical distribution \( P_n \) corresponds to putting a weight \( 1/n \) on each copy of \( O_i \). An estimator is a function, whose input is the observed data (a realization of \( P_n \)) and output a value in the parameter space.

In this chapter, we consider substitution estimators based on the G-Computation identifiability result [27]:

\[
\Psi(P_0) = E_0[E_0(Y|A = 1, W) - E_0(Y|A = 0, W)]
\]  

A simple substitution estimator for \( \Psi(P_0) \) can be implemented as follows.

1. Estimate of the conditional expectation of the outcome, given the exposure and covariates, denoted \( \hat{E}(Y|A, W) \).
2. Use this estimate to generate the predicted outcomes for each unit, setting \( A = 1 \) and \( A = 0 \).
3. Take the sample average of the difference in these predicted outcomes:

\[
\hat{\Psi}(P_n) = \frac{1}{n} \sum_{i=1}^{n} \left( \hat{E}(Y_i|A_i = 1, W_i) - \hat{E}(Y_i|A_i = 0, W_i) \right)
\]

The last step corresponds with estimating the marginal covariate distribution \( P_0(W) \) with the sample proportion: \( \frac{1}{n} \sum_i I(W_i = w) \).

There are many options available for estimating the conditional expectation \( E_0(Y|A, W) \). Often, parametric models are used to relate the conditional mean outcome to the possible predictor variables and the exposure. Suppose, for example, we knew that the conditional expectation of a continuous outcome could be described by the following parametric regression model:

\[
E_0(Y|A, W) = \beta_0 + \beta_1 A + \beta_2 W_1 + \beta_3 W_2 + \beta_4 A^* W_1 + \beta_5 A^* W_2
\]

where \( W = \{W_1, W_2\} \) denotes the set of covariates, needed for identifiability. Then this knowledge should have been encoded in our structural causal model \( \mathcal{M}^F \) with implied restrictions on our statistical model \( \mathcal{M} \). (In other words, we avoid introducing new assumptions during the analysis.) The coefficients in this regression model could be estimated with maximum likelihood or with ordinary least squares regression. The estimate \( \hat{\beta}_1 \) does not, however,
provide an estimate of the G-computation identifiability result. The exact interpretation of \( \hat{\beta}_1 \) depends on which variables and which interactions are included in the parametric model.

To obtain an estimate of \( \Psi(P_0) \), we need to average the predicted outcomes with respect to the distribution of covariates:

\[
\hat{\Psi}(P_n) = \frac{1}{n} \sum_{i=1}^{n} \hat{E}(Y|A = 1, W_i) - \hat{E}(Y|A = 0, W_i)
\]

\[
= \frac{1}{n} \sum_{i=1}^{n} (\hat{\beta}_1 + \hat{\beta}_4 W_{1i} + \hat{\beta}_5 W_{2i})
\]

As a second example, suppose we knew that the conditional risk of a binary outcome could be described by the following parametric model:

\[
\text{logit}[E_0(Y|A, W)] = \beta_0 + \beta_1 A + \beta_2 W_1 + \ldots + \beta_{10} W_9
\]

where \( W = \{W_1, \ldots, W_9\} \) denotes the set of covariates, needed for identifiability. Then the estimate \( \hat{\beta}_1 \) would provide an estimate of the logarithm of the conditional odds ratio. An estimate of the G-computation identifiability result is given by averaging the expected outcomes under the exposure \( A = 1 \) and the control \( A = 0 \):

\[
\hat{\Psi}(P_n) = \frac{1}{n} \sum_{i=1}^{n} \left( \frac{1}{1 + \text{exp}^{-(-\hat{\beta}_0 + \hat{\beta}_1 A + \hat{\beta}_2 W_1 + \ldots + \hat{\beta}_{10} W_9)_{i}}} - \frac{1}{1 + \text{exp}^{-(-\hat{\beta}_0 + \hat{\beta}_1 A + \hat{\beta}_2 W_1 + \ldots + \hat{\beta}_{10} W_9)_{i}}} \right)
\]

In most cases, our background knowledge is inadequate to describe the conditional expectation \( E_0(Y|A, W) \) with such parametric models. Indeed, with high dimensional data, the sheer number of potential covariates will likely make it impossible to correctly specify the functional form. If the assumed parametric model is incorrect, the point estimates will often be biased and inference misleading. In other words, the structural causal model \( \mathcal{M}_\mathcal{F} \), representing our knowledge of the underlying data generating process, often implies a non-parametric statistical model \( \mathcal{M} \). Our estimation approach should respect the statistical model.

To avoid unsubstantiated assumptions about functional form, it is sometimes possible to estimate \( E_0(Y|A, W) \) with the empirical mean in each exposure-covariate strata. Unfortunately, even when all covariates are discrete valued, non-parametric maximum likelihood estimators quickly become ill-defined due to the curse of dimensionality; the number of possible exposure-covariate combinations far exceed the number of observations.

Various regression model selection routines can help alleviate these problems. For example, stepwise regression will add and subtract variables in hopes of minimizing the Akaike information criterion (AIC) or the Bayesian information criterion (BIC). Other data-adaptive methods, based on cross-validation, involve splitting the data into training and validation sets. Each possible algorithm (e.g. various parametric models or semiparametric methods) is then fit on the training set and its performance assessed on the validation set. The measure of performance can be defined by a loss function, such as the L2-squared error or the
negative log-likelihood. Super learner, for example, uses cross-validation to select the candidate algorithm with the best performance or to build the optimal (convex) combination of estimates from candidate algorithms [38, 39]. A point estimate could then be obtained by averaging the difference in predicted outcomes for each unit under the exposure and under the control.

While these data-adaptive methods avoid betting on one a priori specified parametric regression model and are amenable to semiparametric algorithms, there is no reliable way to obtain statistical inference for parameters, such as the G-Computation estimand \( \Psi(P_0) \). Treating the final algorithm as if it were pre-specified ignores the selection process. Furthermore, the selected algorithm was tailored to maximize/minimize some criterion with regards to the conditional expectation \( E_0(Y|A,W) \) and will, in general, not provide the best bias-variance tradeoff for estimating the statistical parameter \( \Psi(P_0) \). Indeed, estimating the conditional mean outcome \( Y \) in every strata of \((A,W)\) is a much more ambitious task than estimating one number (the difference in conditional means, averaged with respect to the covariate distribution). Thus without an additional step, the resulting estimator will be overly biased relative to its standard error, preventing accurate inference.

Targeted maximum likelihood estimation (TMLE) provides a way forward [3, 40]. TMLE is a general algorithm for the construction of double robust, semiparametric, efficient, substitution estimators. TMLE allows for data-adaptive estimation while obtaining valid statistical inference. For the G-computation estimand, the TMLE algorithm uses information in the estimated exposure mechanism \( \hat{P}(A|W) \) to update the initial estimator of the conditional mean \( E_0(Y|A,W) \). The targeted estimates are then substituted into the parameter mapping. The updating step achieves a targeted bias reduction for the parameter of interest \( \Psi(P_0) \) and serves to solve the efficient score equation. As a result, TMLE is a double robust estimator; it will be consistent for \( \Psi(P_0) \) if either the conditional expectation \( E_0(Y|A,W) \) or the exposure mechanism \( P_0(A|W) \) is estimated consistently. When both functions are consistently estimated at a fast enough rate, the TMLE will be efficient in that it achieves the lowest asymptotic variance among a large class of estimators. These asymptotic properties typically translate into lower bias and variance in finite samples. The advantages of TMLE have been repeatedly demonstrated in both simulation studies and applied analyses (e.g. [37, 41–43]). The procedure is available with standard software such as the `tmle` and `ltmle` packages in R [44–46].

Thus far, we have discussed obtaining a point estimate from a simple or targeted substitution estimator. To create confidence intervals and test hypotheses, we also need to quantify uncertainty. A simple substitution estimator based a correctly specified parametric model is asymptotically linear, and its variance can be approximated by the variance of its influence curve, divided by sample size \( n \). It is worth emphasizing that our estimand \( \Psi(P_0) \) often does not correspond to a single coefficient, and therefore we usually cannot read off the reported standard error from common software. Under reasonable conditions, the TMLE is also asymptotically linear, and inference can be based on an estimate of its influence curve. Further discussion of influence curve-based inference is given in subsequent chapters.

Overall, we focused on substitution estimators (simple and targeted) of the G-computation
identifiability result [27]. The simple substitution estimator only requires an estimate of the marginal distribution of baseline covariates \( P_0(W) \) and the conditional expectation of the outcome, given the exposure and covariates \( E_0(Y|A,W) \). TMLE also requires an estimate of the exposure mechanism \( P_0(A|W) \). There are many other algorithms available for estimation of \( \Psi(P_0) \). A popular class of estimators rely only on estimation of the exposure mechanism [22, 47–51]. Inverse probability of treatment weighting (IPTW) estimators, for example, control for measured confounders by up-weighting exposure-covariate groups that are under-represented and down-weighting exposure-covariate groups that are over-represented (relative to what would be seen were the exposure randomized). Its double robust counterpart, augmented-IPTW, shares many of the same properties as TMLE [52–55]. A key distinction is that IPTW and augmented-IPTW are solutions to estimating equations and thereby respond differently in the face of challenges due to strong confounding and rare outcomes [37, 56]. Throughout, we maintain that estimators should respect the knowledge encoded in the statistical model and not introduce new assumptions. An estimator should be selected for analysis based on its performance (e.g. bias, variance, robustness) as opposed to convenience or habit.

1.7 Interpretation of the Results

The last step of the roadmap is interpreting the results. In our running example, the identifiability assumptions did not hold. Nonetheless, the statistical estimand (Eq. 1.3) always has a statistical interpretation as the difference in the expected outcome, given the exposure and covariates in the adjustment set, and the expected outcome, given the control and covariates in the adjustment set, standardized with respect to the covariate distribution in the population. For our example, \( \Psi(P_0) \) can be interpreted as the marginal risk difference: the difference in the mortality risk among patients with early vs. delayed ART initiation but the same values of the measured covariates (e.g. baseline CD4 count, age and sex), averaged with respect to the distribution of these covariates. This estimand can be considered as the best approximation to the causal quantity of interest, given the limitations in the observed data. If the identifiability assumptions hold, our estimate would be endowed with a causal interpretation: a summary of how the distribution of the data would change under a specific intervention. For our example, the causal interpretation would be the difference in the five-year counterfactual mortality risk if all patients initiated early ART vs. if all patients delayed ART initiation. Further interpretation in terms of the impact of a “real world” intervention or in terms of a randomized trial requires additional assumptions.

1.8 Discussion

In this chapter, we introduced a formal framework for causal inference [3, 4]. Our running example was to estimate the effect of early ART initiation (within one month of diagnosis) on...
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the five-year mortality risk among HIV+ adults in Sub-Saharan Africa. Our structural causal model $\mathcal{M}_F$ only reflected the causal-ordering of our variables; we did not make any exclusion restrictions, independence assumptions or functional form assumptions. Counterfactuals were generated by deterministically intervening on the data generating system, described by the structural causal model, to set $A = 1$ (i.e. early initiation) and also to set $A = 0$ (i.e. delayed initiation). We focused on the average treatment effect for this static exposure. The observed data $O = (W, A, Y)$ were assumed to be generated by sampling $n$ independent times from a probability distribution compatible with the structural causal model $\mathcal{M}_F$, which implied a non-parametric statistical model $\mathcal{M}$. Although our identifiability assumptions did not hold, we still defined a statistical estimand $\Psi(P_0)$ as a best approximation of our wished for causal quantity. We briefly discussed a simple (parametric) substitution estimator and a targeted substitution estimator (TMLE), which allows for data-adaptive estimation while obtaining valid inference. Since our needed identifiability assumptions were not met, we interpreted our estimate as the marginal difference in the mortality risk, given early ART initiation and the measured covariates, and the mortality risk, given delayed ART initiation and the measured covariates, standardized with respect to the covariate distribution.

This framework is easily extended to more complicated data structures. Consider, for example, the following scientific questions, corresponding to interventions on multiple exposure nodes and to alternate counterfactual treatment assignment mechanisms:

- **Longitudinal treatment effects** [31, 55, 57–69]: How does cumulative time until ART initiation affect mortality among recently diagnosed HIV+ adults? What is the effect of routine HIV RNA viral load monitoring, as compared to routine CD4+ T cell count monitoring, on mortality among patients initiating early ART? What would be impact of early ART initiation on the five-year mortality if there were no losses to follow up?

- **Dynamic regimes** (individualized treatment rules) [22–25, 60, 70–72]: How would mortality of have differed if HIV+ adults initiated ART based on HIV RNA viral loads as opposed to CD4+ T cell counts?

- **Direct and indirect effects** [73–76]: What is the direct effect of early ART initiation on five-year mortality that is not mediated through changes in HIV RNA viral load?

- **Stochastic interventions** (non-deterministic interventions) [26]: What would be the five-year mortality if the distribution of time until ART initiation shifted towards shorter wait times? What is the impact of early ART initiation on five-year mortality if HIV RNA viral load, the intermediate, remained at the value it would have been in the absence of the exposure (i.e. the natural direct effect [77–79])?

Overall, access to unprecedented amounts of data does not undo the age-old adage: “correlation is not causation”. Indeed, there are numerous sources of association (dependence) between two variables: direct effects, indirect effects, measured confounding, unmeasured confounding and selection bias. The methods, introduced here, allow researchers to move
from saying drug $X$ is associated with an adverse side effect to saying (under the necessary and transparently stated assumptions) an adverse side effect is caused by drug $X$. Even if the needed identifiability assumptions are not expected to hold, this framework helps us to estimate a statistical parameter, coming as close to the wished causal parameter. In other words, this framework ensures that the scientific question is driving the analysis and not the other way around.
Chapter 2

Adaptive Pair-matching in Randomized Trials with Unbiased and Efficient Effect Estimation

Pair-matching helps balance treatment groups with respect to important determinants of the outcome at baseline [80, 81]. In observational studies, matching can help control for confounding. In randomized trials, there is no confounding; the probability of receiving the intervention or the control is a known constant. Nonetheless, covariate imbalance is common in small trials, and data sparsity may limit our ability to adjust for these characteristics during the analysis. Thereby, matching is sometimes implemented in randomized trials to protect study credibility. For example, the “face validity” [82] of a randomized trial for violence prevention could be compromised if neighborhoods with highest baseline violence were all randomized, by chance, to the control level of the intervention. Matching is also implemented to improve study power. By decreasing variation in the outcome within pairs, matching may, but is not guaranteed to, increase study efficiency. The conflicting recommendations on pair-matching have inspired a heated debate in the literature for over sixty years [82–96].

Much of the work in the design and the analysis of pair-matched trials has assumed that the observed data consist of \( n/2 \) independent and identically distributed (i.i.d.) units (e.g. [82, 96–100]). Such a data structure could arise by randomly sampling \( n/2 \) matched pairs from some target population of pre-existing matched units. Often, however, there may be substantial logistical or financial barriers to practical implementation of this design. Alternatively, this data structure could arise by (i) sampling a unit from an infinite target population, (ii) measuring its baseline covariates, (iii) repeatedly sampling units until the baseline covariates of the second were sufficiently close to the first, (iv) randomizing the intervention within the matched pair, (v) measuring the outcomes, and (vi) repeating this process \( n/2 \) times. This pair-matching scheme may also be impractical and is likely to be resource intensive. Theoretically, this design also yields less information for estimating the (population) average treatment effect than a design randomly pairing two sampled units.
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A different pair-matching scheme was implemented in the Sustainable East Africa Research in Community Health (SEARCH) trial (NCT01864603) [13, 102]. SEARCH is a multinational, multidisciplinary consortium to evaluate the health, economic and educational impacts of a community-based strategy for immediate and streamlined antiretroviral therapy (ART) for all HIV-positive persons. In the trial, 54 candidate communities were identified from rural Uganda and Kenya. These clusters satisfied the study’s inclusion criteria, which included community size, health care infrastructure and sufficient distance from other potential study units. Thirty-two communities were then pair-matched within region and on baseline predictors of HIV transmission and health care delivery. The intervention has been randomized within the resulting 16 matched pairs and the 5-year cumulative incidence of HIV will be measured at the conclusion of the trial. We consider this design to be adaptive, because partitioning of the study communities into matched pairs was a function of the baseline covariates of all candidates. Thereby, the observed data do not consist of \( n = 32 \) i.i.d. random variables or of \( n/2 = 16 \) i.i.d. paired random variables. Instead, the observed data consist of \( n \) dependent units. For examples of other types of adaptive designs, see [103–106].

To the best of our understanding, adaptive pair-matching has been implemented in several other cluster randomized trials. Examples include the Mwanza trial to prevent HIV [107], the PRISM trial to prevent postpartum depression [108], and the SPACE study to promote physical activity [109]. The process of selecting \( n/2 \) pairs based on the covariates of \( n \) candidates is also known in other literature as “nonbipartite matching” [93, 110] and has motivated the development of “optimal multivariate matching” algorithms to pair units based on several covariates simultaneously [111–114]. Previously, van der Laan et al. [115] explored the consequences of adaptive pair-matching for estimation of the population average treatment effect. This chapter explores the consequences of adaptive pair-matching for estimation of the average treatment effect, conditional on the measured baseline covariates of the \( n \) study units. For brevity, we will refer to this causal parameter as the conditional average treatment effect (CATE). This parameter was initially proposed in Abadie and Imbens [116], can be interpreted as the intervention effect, given the measured covariates of the sample at hand, and often leads to more precise estimators [95, 117, 118].

Adjustment for baseline covariates during the analysis can help control for chance imbalances in important determinants of the outcome and can also increase study efficiency (e.g. [119–125]). Nonetheless, the recommendations on whether and how to adjust in pair-matched trials have been conflicting (e.g. [82, 94–96, 100, 126, 127]). The intervention effect can be estimated with the average of the differences in the outcomes within matched pairs. Alternatively, one could take a multi-step approach of first fitting a regression model with terms for the pairs and covariates (but not the intervention) and then contrasting the observed versus predicted outcomes within matched pairs [96, 107, 128]. In all cases, the estimation approach should be tailored to the parameter of interest (i.e population vs. conditional average treatment effect). To the best of our knowledge, this is the first work to propose targeted minimum loss-based estimation (TMLE) for the CATE in a randomized
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Without risking bias due to regression model misspecification [122, 124, 125], TMLE allows for further adjustment for baseline characteristics (beyond that attained by matching alone) and thereby can provide an efficient estimate of the intervention effect.

The remainder of the chapter is outlined as follows. We first describe the adaptive design and the resulting data structure. Second, we motivate the use of the CATE as the causal parameter of interest. Third, we discuss two estimators of the corresponding statistical parameter: the unadjusted difference in outcomes within matched pairs and targeted minimum loss-based estimation (TMLE). The latter estimator allows for further adjustment of important baseline covariates, beyond that attained with matching, and is thereby more powerful under reasonable scenarios. We also provide asymptotically conservative variance estimators and finite sample simulations. We conclude with some practical recommendations. While the SEARCH trial serves as the motivating example, our conclusions are applicable to other randomized trials and also general to other study outcomes beyond incidence. Moreover, we focus on data at the level of the experimental unit (i.e. the unit of randomization). Thereby, our results are applicable to both individually randomized trials as well as cluster randomized trials. Detailed proofs are given in the Appendix B. This chapter was reproduced with permission from Balzer et al. [129].

2.1 The Estimation Problem

The SEARCH consortium will estimate the impact of immediate antiretroviral therapy (ART), initiated at all CD4+ T cell counts and delivered by a streamlined care system, on the 5-year cumulative incidence of HIV [13]. The trial began enrolling communities in 2013, and data collection is ongoing. In communities randomized to the intervention, all individuals testing positive for HIV will be immediately eligible for ART with streamlined delivery, which includes enhanced services for initiation, linkage and retention in care. In communities randomized to the control, all individuals testing positive for HIV will be offered ART according to in-country guidelines, which are primarily based on CD4+ T cell counts. HIV incidence, as well as other health, economic and educational outcomes, will be measured among approximately 320,000 individuals, followed longitudinally for the 5 years of the trial. The SEARCH study aims to understand the impact this community-based “test-and-treat” program on both HIV-positive individuals and their greater communities [9, 10, 130–135].

For the purposes of understanding the adaptive design, we focus on the cluster-level data. Let \( N \) denote the number of candidate communities considered for inclusion in the study, \( n \) denote the number of communities selected for the SEARCH trial, and \( n/2 \) denote the number of matched pairs. Let \( W \) represent the pre-intervention community-level covariates, which include region, proximity to trucking routes, occupational mix and baseline population HIV RNA levels [136]. A subset of these baseline covariates were used to select the \( n/2 \) best matched pairs of communities from the \( N \) possible candidates. Within the resulting pairs, the intervention was randomized. The treatment variable \( A \) is a binary indicator, equaling one if the community was assigned to the intervention (all individuals testing positive for
CHAPTER 2. ADAPTIVE PAIR-MATCHING IN RANDOMIZED TRIALS WITH UNBIASED AND EFFICIENT EFFECT ESTIMATION

HIV are immediately offered ART with streamlined care delivery) and equalling zero if the community was assigned to the control (all individuals testing positive for HIV are offered ART according to in-country guidelines). Finally, the outcome \( Y \) is the 5-year cumulative incidence of HIV, which will be measured through longitudinal follow-up. Thereby, the data structure for a SEARCH community is \( O = (W, A, Y) \).

The adaptive design has important implications for estimation and inference [115]. Mainly, the partitioning of the sample into \( n/2 \) pairs is a function of the baseline covariates of all \( N \) candidates. Adaptive pair-matching results in \( n \) dependent copies of \( O \). Nonetheless, given the covariates of all candidate communities \( W^N = (W_1, \ldots, W_N) \), the observed data can be represented as \( n/2 \) conditionally independent random variables:

\[
\bar{O}_j = (O_{j1}, O_{j2}) = ((W_{j1}, A_{j1}, Y_{j1}), (W_{j2}, A_{j2}, Y_{j2}))
\]

where the index \( j = 1, \ldots, n/2 \) denotes the partitioning of the candidates \( \{1, \ldots, N\} \) into matched pairs according to similarity on their baseline covariates \( W^N \). Throughout the subscripts \( j1 \) and \( j2 \) denote the first and second communities within matched pair \( j \). We place no assumptions on the joint distribution of covariates \( P_0(W^N) \), where subscript 0 denotes the true but unknown distribution. The treatment assignment mechanism is known; with probability 0.5, the first unit is randomized to the intervention and the second to the control:

\[
P_0(A_{j1} = 1, A_{j2} = 0 \mid W^N) = P_0(A_{j1} = 0, A_{j2} = 1 \mid W^N) = 0.5
\]

Study communities are assumed to be causally independent (i.e. no contamination or spillover effects). In other words, we assume that the baseline covariates and intervention assignment of one community do not affect the outcome of another study community. Recent work, relaxing these assumptions and considering a network of interacting units, is elaborated in van der Laan [36]. Under these assumptions, the conditional distribution of the observed data, given the baseline covariates of the candidate units, factorizes as

\[
P_0(O_1, \ldots, O_n \mid W_1, \ldots, W_N) = \prod_{j=1}^{n/2} \left\{ P_0(A_{j1}, A_{j2} \mid W^N)P_0(Y_{j1} \mid A_{j1}, W_{j1})P_0(Y_{j2} \mid A_{j2}, W_{j2}) \right\}
\]

\[
= 0.5 \prod_{j=1}^{n/2} \left\{ P_0(Y_{j1} \mid A_{j1}, W_{j1})P_0(Y_{j2} \mid A_{j2}, W_{j2}) \right\}
\]

\[
= P_0(O_1, \ldots, O_n \mid W_1, \ldots, W_n) = P_0^n(O^n \mid W^n)
\]

Throughout, \( P_0^n \) denotes the true conditional distribution of the observed data, given the baseline covariates of the \( n \) study units \( W^n = (W_1, \ldots, W_n) \). There are no other restrictions on the set of possible observed data distributions, and the resulting statistical model \( \mathcal{M} \) is semiparametric.
CHAPTER 2. ADAPTIVE PAIR-MATCHING IN RANDOMIZED TRIALS WITH UNBIASED AND EFFICIENT EFFECT ESTIMATION

2.2 The Conditional Average Treatment Effect (CATE)

The goal of the SEARCH trial is to estimate the effect of a strategy for immediate and streamlined ART for all HIV diagnosed persons on the 5-year cumulative HIV incidence in rural East African communities. A common target of inference is the population average treatment effect $E[Y(1)] - E[Y(0)]$ or its relative counterpart $E[Y(1)]/E[Y(0)]$, where $Y(a)$ denotes the counterfactual cumulative incidence under treatment level $A = a$. This causal parameter is the difference in the expected outcomes if all communities (in some hypothetical target population) were to receive the intervention and if all communities (in some hypothetical target population) were to receive the control.

An alternative estimand involves conditioning on the measured baseline covariates of the study communities [95, 116–118]:

$$\psi_F = \frac{1}{n} \sum_{i=1}^{n} E[Y_i(1) - Y_i(0) \mid W_i]$$

where $Y_i(a)$ denotes the counterfactual cumulative incidence under treatment level $A = a$ for unit $i$. This parameter is the difference in the expected counterfactual outcomes, treating the baseline covariates of the study communities as fixed. As a result, the parameter is data-adaptive; its value changes with the sample of study units. Nonetheless, $\psi^F$ can be interpreted as the intervention effect, given the covariates the sample units. Greater generalizability is up to the reader and not implicitly assumed in the parameter specification. Furthermore, by obviating estimation of the covariate distribution, estimators of the conditional parameter will also often be more precise than those of the population parameter [95, 116–118].

2.3 Estimation

Since the intervention is randomized within matched pairs, the causal parameter is readily identifiable from the conditional distribution of the observed data. The statistical estimand is

$$\Psi(P^*_0) = \frac{1}{n} \sum_{i=1}^{n} \left[ E_0(Y_i \mid A_i = 1, W_i) - E_0(Y_i \mid A_i = 0, W_i) \right]$$

$$= \frac{1}{n} \sum_{i=1}^{n} \left[ \bar{Q}_0(1, W_i) - \bar{Q}_0(0, W_i) \right]$$

where $\bar{Q}_0(A, W)$ denotes the conditional mean outcome, given the intervention $A$ and covariates $W$. In other words, the target parameter is the average difference in the strata-specific expected HIV incidence under the intervention and control for the $n$ study communities.
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This estimand is still random through the vector of covariates $W^n = (W_1, \ldots, W_n)$. The true value $\psi_0$ depends on the sample of $n$ units.

An intuitive estimator of $\psi_0$ is the average difference in outcomes within matched pairs:

$$\hat{\psi}_{\text{unadj}} = \frac{1}{n/2} \sum_{j=1}^{n/2} (Y_{j1} - Y_{j2})$$

where the observations within matched pair $j$ have been ordered such that the first corresponds to the intervention, $A_{j1} = 1$, and the second the control, $A_{j2} = 0$. This estimator is equivalent to taking the difference in the average outcomes among intervention units $\bar{Q}_n(1) = E_n(Y|A = 1)$ and the average outcomes among control units $\bar{Q}_n(0) = E_n(Y|A = 0)$. Since the intervention is randomized, the unadjusted estimator is unbiased for the parameter of interest, given the vector of covariates $W^n$. (See Appendix B.1 for the accompanying proof.) When the measured covariates are predictive of the outcome, this simple difference-in-means estimator tends to be inefficient as it fails to adjust for measured covariates. Despite recent advances in matching algorithms [93, 113, 114], there is likely to be some residual imbalance on pre-intervention determinants of the outcome within matched pairs. Furthermore, even if we succeeded in matching well on all available characteristics, there might be additional baseline covariates that are predictive of the outcome, but were unavailable during the matching process. In the SEARCH trial, for example, baseline population HIV RNA levels are thought to be a major driver of incidence but were unavailable during matching.

An alternative approach is to use TMLE, which can provide an unbiased and efficient estimate of the intervention effect. A TMLE for $\Psi(P^n_0)$ is given by the following substitution estimator:

$$\hat{\psi}_{\text{adj}} = \frac{1}{n} \sum_{i=1}^{n} \left[ \bar{Q}^*_n(1, W_i) - \bar{Q}^*_n(0, W_i) \right]$$

where $\bar{Q}^*_n(A, W)$ denotes a targeted estimate of the conditional mean function $E_0(Y|A, W)$. In general, this targeting step is used to achieve the optimal bias-variance trade-off for the parameter of interest and to solve the efficient score equation [40]. We refer the reader to van der Laan and Rose [3] for a detailed discussion and worked examples of TMLE. In an adaptive pair-matched trial, a TMLE for $\Psi(P^n_0)$ can be implemented as follows.

1. Estimate the conditional mean function $\bar{Q}_0(A, W)$ by regressing the outcome $Y$ on the treatment $A$ and covariates $W$, while ignoring the dependence in the data.

   - For a binary outcome or a bounded continuous outcome, the negative log likelihood is a valid loss function and provides stability in the context of sparsity [137]. Specifically, the boundedness property of the logistic function guarantees the predicted outcomes are within the appropriate range (e.g. $[0,1]$ for a proportion).
   - For a continuous outcome, initial estimation of the conditional mean $\bar{Q}_0(A, W)$ can also be based on linear regression, which can yield more power than non-linear (logistic) regression in randomized trials. In particular, Rubin and van der Laan...
detail the use of least squares regression to optimize the fit of $Q_0(A, W)$ to achieve the lowest possible variance.

- Initial estimation can also be based on an a priori specified data-adaptive method, such as Super Learner [39]. In all cases, there is no risk of bias due to model misspecification [122, 124, 125].

2. If the initial regression model included an intercept and a main term for the exposure, the estimator of the conditional mean outcome $\bar{Q}_n(A, W)$ is already targeted. Skip to step 3. Otherwise, update the initial estimator as follows.

- If logistic regression was used for initial estimation, then the following fluctuation sub-model is appropriate:

$$
\logit[\bar{Q}_n(A, W)(\epsilon)] = \logit[\bar{Q}_n(A, W)] + \epsilon H(A),
$$

where $H(A) = \left( \frac{I(A = 1) - I(A = 0)}{P_0(A = 1) - P_0(A = 0)} \right)$

and $\epsilon$ is the univariate parameter. If linear regression was used, then the following fluctuation sub-model is appropriate:

$$
\bar{Q}_n(A, W)(\epsilon) = \bar{Q}_n(A, W) + \epsilon H(A)
$$

with $\epsilon$ and $H(A)$ are defined as above. In practice, run logistic (linear) regression of the outcome $Y$ on the covariate $H(A)$, using the initial estimate as offset. Then plug the estimated coefficient $\epsilon_n$ into the fluctuation model to yield the targeted estimates $\bar{Q}^*_n(A, W) = \bar{Q}_n(A, W)(\epsilon_n)$.

3. Take the sample average of the differences in the expected outcomes:

$$
\hat{\psi}_{adj} = \frac{1}{n} \sum_{i=1}^{n} \left[ Q^*_n(1, W_i) - Q^*_n(0, W_i) \right]
$$

where $\bar{Q}^*_n(1, W_i)$ denotes the expected outcome for unit $i$ under the intervention and $\bar{Q}^*_n(0, W_i)$ denotes the expected outcome for unit $i$ under the control. It is worth emphasizing that empirical mean, here, is part of target parameter mapping; we are not estimating the covariate distribution as would be required for the population average treatment effect.

In practice, many cluster randomized trials have a limited number of (conditionally) independent units. For example, there are only 16 conditionally independent pairs in the SEARCH trial. As a result, the number of parameters in the regression model for $Q_0(A, W)$ can quickly approach the number of observations. Therefore, the curse of dimensionality can prevent adjustment for all the measured covariates $W$ or the inclusion of multiple interaction terms. Nonetheless, it is often possible to adjust for a single or few covariates and obtain
efficiency gains without risk [124, 125]. Furthermore, when the regression model for \( \bar{Q}_0(A, W) \) includes an intercept and the exposure \( A \) as a main term, the initial estimator is already targeted. Thus, we can obtain an unbiased and more efficient estimator in two steps: estimate \( \bar{Q}_0(A, W) \) with main terms linear or logistic regression, and take the sample average of the differences in the expected outcomes under the treatment and control.

### 2.4 Statistical Inference

As established in Appendix B.2, both the unadjusted estimator and the TMLE are asymptotically linear and normally distributed. Briefly, an estimator is asymptotically linear if the difference between the estimator and the estimand behaves (in first order) as an empirical mean of a function, known as the influence curve, of the unit data [3]. Then the limit distribution of the standardized estimator is normal with mean 0 and variance given by the variance of its influence curve. With an estimate of the influence curve and thereby an estimate of the variance, the standard normal distribution can be used for confidence interval construction and hypothesis testing in large studies. For trials with limited numbers of (conditionally) independent units, the Student’s \( t \)-distribution with \( n/2-1 \) degrees of freedom is an appropriate alternative to the standard normal distribution. Randomization inference, in contrast, may not be appropriate, as it is testing a different null hypothesis of a constant treatment effect (e.g. \( Y \equiv Y(1, \forall i) \)) [138, 139]. The causal and statistical estimands, considered here, are in terms of a sample average effect over the study units.

The influence curve for the TMLE of \( \Psi(P_0^n) \) in a trial with adaptive pair-matching is the following function of the paired data (proof in Appendix B.2):

\[
IC(\bar{O}_j) = \bar{D}^*(\bar{O}_j) - E_0[\bar{D}^*(\bar{O}_j)|W^n]
\]

\[
\bar{D}^*(\bar{O}_j) = \frac{1}{2}\left\{D^*(O_{j1}) + D^*(O_{j2})\right\}
\]

\[
D^*(O_i) = \left(\frac{I(A_i = 1)}{P_0(A_i)} - \frac{I(A_i = 0)}{P_0(A_i)}\right)\left(Y_i - \bar{Q}(A_i, W_i)\right)
\]

where \( \bar{Q}(A, W) \) denotes the limit of the targeted estimator of the conditional mean function \( \bar{Q}_0(A, W) \) and where the marginal probability of being assigned the treatment or the control is known: \( P_0(A) = 0.5 \). Through the conditional expectation of \( \bar{D}^*(\bar{O}_j) \), given the vector of covariates \( W^n \), the influence curve relies on the true but unknown conditional mean outcome \( \bar{Q}_0(A, W) \):

\[
E_0[\bar{D}^*(\bar{O}_j)|W^n] = \frac{1}{2}\left\{(\bar{Q}_0(1, W_{j1}) - \bar{Q}(1, W_{j1})) - (\bar{Q}_0(0, W_{j1}) - \bar{Q}(0, W_{j1})) + (\bar{Q}_0(1, W_{j2}) - \bar{Q}(1, W_{j2})) - (\bar{Q}_0(0, W_{j2}) - \bar{Q}(0, W_{j2}))\right\}
\]
This term captures deviations between the true and estimated mean outcomes for observations within a matched pair. The influence curve for the unadjusted estimator $\hat{\psi}_{\text{unadj}}$ is analogous, but with $\bar{Q}(A, W)$ replaced with the limit of the treatment-specific mean $\bar{Q}_n(A) = E_n(Y | A)$. For either estimator, there is no contribution from the covariate distribution, which is considered fixed.

The asymptotic variance of the unadjusted estimator or the TMLE is then given by the variance of its influence curve, divided by $n/2$. Improved estimation of the conditional mean outcome $\bar{Q}_0(A, W)$ leads to more precise estimators of intervention effect $\Psi(P_n^0)$. Specifically, if this conditional mean is consistently estimated (i.e. if $\bar{Q}(A, W) = \bar{Q}_0(A, W)$), then the term, involving deviations between the true and estimated means, is zero, and the estimator of $\Psi(P_n^0)$ is asymptotically efficient. In other words, the estimator’s influence curve equals the efficient influence curve, and the estimator has lowest possible variance among a large class of estimators [3]. Otherwise, the estimator is still unbiased, but does not achieve the efficiency bound. When the baseline covariates $W$ impact the outcome, the targeted estimator of the conditional mean outcome $\bar{Q}_n^*(A, W)$ is expected to be closer to the true mean $\bar{Q}_0(A, W)$ than the unadjusted estimator $\bar{Q}_n(A)$. As a result, the asymptotic variance of the TMLE $\hat{\psi}_{\text{adj}}$ is often smaller than that of the unadjusted estimator $\hat{\psi}_{\text{unadj}}$. Thus, for both individual and cluster randomized trials, TMLE is often a more efficient estimator of the CATE than the unadjusted estimator.

Consistent estimation of the influence curve and thereby the asymptotic variance rely on consistent estimation of this conditional mean $\bar{Q}_0(A, W)$, which might be particularly challenging when $n$ is small, as common in cluster randomized trials. Nonetheless, we can conservatively approximate the influence curve of the unadjusted estimator $\hat{\psi}_{\text{unadj}}$ or the TMLE $\hat{\psi}_{\text{adj}}$ by the difference in residuals within matched pairs (proof in Appendix B.2):

$$\hat{IC}_{\text{unadj}}(\bar{O}_j) = (Y_{j1} - \bar{Q}_n(1)) - (Y_{j2} - \bar{Q}_n(0))$$

$$\hat{IC}_{\text{adj}}(\bar{O}_j) = (Y_{j1} - \bar{Q}_n^*(1, W_{j1})) - (Y_{j2} - \bar{Q}_n^*(0, W_{j2}))$$

respectively. Again, $\bar{Q}_n(A)$ denotes an unadjusted estimate of the treatment-specific mean, $\bar{Q}_n^*(A, W)$ denotes a targeted estimate of the conditional mean outcome, and observations in matched pair $j$ have been ordered such that the first corresponds to intervention ($A_{j1} = 1$) and the second to the control ($A_{j2} = 0$). An asymptotically conservative variance estimator is then given by the sample variance of the estimated influence curve, divided by $n/2$. For $\hat{\psi}_{\text{unadj}}$, this is equivalent to the sample variance of the within pair differences, divided by $n/2$, and is commonly recommended for pair-matched randomized trials [96] even though it is known to be conservative if the conditional parameter is the target of inference [95, 116–118]. To obtain a less conservative variance estimator for $\hat{\psi}_{\text{unadj}}$, Abadie and Imbens [118] proposed a matching estimator, involving the variance of pairs-of-pairs with similar covariates. Our approach to reduce the true variance of the estimator and obtain a less conservative variance estimate is through adjustment with TMLE. In most practical settings, the sum of squared adjusted residuals is smaller than the sum of squared unadjusted residuals. Thereby, the estimated variance of the TMLE is often smaller than the estimated variance of
the unadjusted algorithm. In summary, this implies that covariate adjustment with TMLE results in a more precise estimator (i.e. smaller true variance) and a less conservative variance estimator.

We also briefly note that a randomized trial with adaptive pair-matching will often be more efficient for estimation of the CATE than a randomized trial without matching. The designs will only have the same efficiency bound if the conditional mean outcome is consistently estimated (i.e. $\hat{Q}(A,W) = Q_0(A,W)$). In practice, we expect there to be some deviations between the true and estimated means. If these deviations are positively correlated within matched pairs, the asymptotic variance of the TMLE will be smaller in the adaptive trial than in the completely randomized trial. In finite samples, we also expect there to be an efficiency gain from adaptive pair-matching. Mainly, if we succeed in matching pairs on predictive covariates, then the sample covariance of the residuals within matched pairs will be positive and the adaptive design will yield more power. We refer the reader to Appendix B.3 for further details and associated proofs.

### 2.5 Simulation Study

We present the following set of simulations to demonstrate (1) implementation of the above estimators, (2) the potential gain in efficiency with adaptive pair-matching, and (3) the further gain with adjustment during the analysis due to having a more precise estimator and a less conservative variance estimator. These simulations are not intended to represent the full complexities of a cluster randomized trial. (To be clear, these simulations were not the ones used when developing the design and analysis of the SEARCH trial.) Nonetheless, they explore some of the challenges faced, such as rare outcomes, the inability to match on all baseline covariates, and limited numbers of conditionally independent units. All simulations were done in R v3.0.1 [46].

**Data Generating Process & Estimators**

For $n = 32$ units, three baseline covariates $W = (W_1, W_2, W_3)$ were independently drawn from a normal distribution with mean 0 and standard deviation 1. A fourth covariate $Z$ was generated as a function of these baseline covariates and random noise $U_Z$:

$$Z = \expit\left[-0.25 + 0.5*W_1 + W_2 + 2*W_3 + 0.5*U_Z\right]/4$$

where the \textit{expit} function is the inverse of the \textit{logit} function and $U_Z$ was drawn independently from a normal with mean 0 and standard deviation 1. To imitate adaptive pair-matching, the nonbipartite matching algorithm (\texttt{nbpMatching} v1.3.6 [111]) was applied to the set of $n$ covariates $W^n = (W_1, \ldots, W_n)$ with $W_i = (W_{1i}, W_{2i}, W_{3i})$. Within the resulting 16 matched pairs, the exposure $A$ was randomized. As before, $A$ is binary indicator, equaling 1 if the unit was randomized to the intervention and 0 otherwise. Finally, the outcome $Y$ was
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generated as

\[ Y = \expit[\beta_0 + 0.5*W_1 + 0.5*W_2 + 0.5*W_3 + 7*Z - A + 0.25*A*Z]/15 + U_Y \]

where random noise \( U_Y \) was drawn independently from a uniform distribution with minimum 0 and maximum 0.025. Dividing by 15 was done to scale the outcome \( Y \), representing a proportion, to be within plausible ranges for the cumulative incidence of HIV. The term \( \beta_0 \) was set to either -2 or 0.5 to examine the performance of the estimators when the outcome was rare (“Simulation A”) or more common (“Simulation B”). To simulate the null scenario, the treatment was randomly assigned within pairs but the outcomes generated as if all communities received the control (\( A = 0 \)). For comparison, we also simulated equivalent data for a non-matched randomized trial with balanced allocation of the treatment.

Over 5000 data sets, we examined the performance of the unadjusted estimator and TMLE. For the latter, we compared linear to logistic main terms regression with various adjustment sets. Linear regression can result in more efficient estimation, by minimizing the empirical variance of the influence curve [122]. With rare outcomes, however, logistic regression can provide stability, by guaranteeing the predicted outcomes respect the model bounds (i.e. are in \([0,1]\)). Therefore, we expected the TMLE with logistic regression to result in better performance when the outcome was rare (Simulation A) and the TMLE with linear regression to result in better performance when the outcome was more common (Simulation B). In terms of adjustment sets, we compared regression models with main terms for the exposure \( A \) and the covariate \( Z \) as well as regression models with main terms for the exposure \( A \), the matching covariates \( W \) and the remaining covariate \( Z \). Recall \( Z \) was an important determinant of the outcome but not used in matching. We expected that the fully adjusted estimator (TMLE with main terms for \((A,W,Z)\)) would suffer from over-fitting. Since main terms regression models were used, the fluctuation step of the TMLE algorithm did not provide an update. In all cases, there was no risk of bias due to regression model misspecification [124, 125]. Inference was based on the sample variance of the estimated influence curve and the Student’s \( t \)-distribution with 15 degrees of freedom. The corresponding TMLE implementation and proof of statistical inference for the non-matched randomized trial are given in Appendix B.3.

Results

Recall the true value of the statistical estimand depends on the \( n = 32 \) communities in the sample. Table 2.1 shows the minimum, mean and maximum value of the intervention effect \( \psi_0 \) over the 5,000 simulated data sets. For comparison, the table also gives the corresponding summaries of the exposure-specific effects: \( \psi_0(a) = \frac{1}{n} \sum_{i=1}^{n} E_0(Y|A_i = a, W_i, Z_i) \). This estimand is the sample average of the conditional mean outcome, setting the exposure \( A = a \) and given the covariates \((W,Z)\). For Simulation A, representing a rare outcome, the average values of the effect under the exposure \( \psi_0(1) \) and the control \( \psi_0(0) \) were 0.024 and 0.032, respectively. The corresponding mean value of the intervention effect \( \psi \) was
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Table 2.1: Summary of the true value of the exposure-specific effects $\psi_0(a) = 1/n \sum_i E_0(Y_i | A_i = a, W, Z_i)$ and the target parameter $\psi_0$ over 5,000 simulations of $n = 32$ communities. The rows indicate the setting with Simulation A corresponding to a rare outcome and Simulation B corresponding to a more common outcome. Recall the true value is dependent on the sample.

<table>
<thead>
<tr>
<th></th>
<th>$\psi_0(1)$ min</th>
<th>$\psi_0(1)$ mean</th>
<th>$\psi_0(1)$ max</th>
<th>$\psi_0(0)$ min</th>
<th>$\psi_0(0)$ mean</th>
<th>$\psi_0(0)$ max</th>
<th>$\psi_0 = \psi_0(1) - \psi_0(0)$ min</th>
<th>$\psi_0 = \psi_0(1) - \psi_0(0)$ mean</th>
<th>$\psi_0 = \psi_0(1) - \psi_0(0)$ max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simulation A</td>
<td>0.018</td>
<td>0.024</td>
<td>0.031</td>
<td>0.023</td>
<td>0.032</td>
<td>0.043</td>
<td>-0.012</td>
<td>-0.009</td>
<td>-0.005</td>
</tr>
<tr>
<td>Simulation B</td>
<td>0.038</td>
<td>0.050</td>
<td>0.061</td>
<td>0.050</td>
<td>0.061</td>
<td>0.069</td>
<td>-0.013</td>
<td>-0.011</td>
<td>-0.007</td>
</tr>
</tbody>
</table>

-0.009, translating to 26.41% reduction in the incidence of the outcome (on average). For Simulation B, representing a more common outcome, the average values of the conditional effect under the exposure $\psi_0(1)$ and the control $\psi_0(0)$ were 0.05 and 0.061, respectively. The corresponding average value of the target parameter $\psi_0$ was -0.011, translating to a 17.90% reduction in the incidence of the outcome (on average).

For Simulation A, Table 2.2 illustrates the performance of the estimators over 5,000 simulated data sets. All estimators were unbiased. As expected, there was an efficiency gain with matching. The standard deviation (square root of the variance of the point estimates) of the unadjusted estimator was 1.58 times higher without matching than with matching. Likewise, the attained power (proportion of simulated trials where the null hypothesis was correctly rejected) jumped from 34% to 64% with matching. As expected, adaptive pair-matching on the three covariates $W$ reduced variability in the outcomes within matched pairs. The coefficient of variation, measuring of the variability in outcomes between units in the absence of the intervention, was $k = 0.53$, while the matched-pair coefficient of variation, measuring of the variability in outcomes within matched pairs in the absence of the intervention, was $k_m = 0.29$ [96].

There was also an efficiency gain from adjustment. For the non-matched design, the standard deviation of the unadjusted estimator was 1.58 times higher than the standard deviation of the TMLE, using linear regression to adjust for $Z$. The corresponding power increased from 34% to 72%. For the adaptive design, the standard deviation of the unadjusted estimator was 1.13 times higher than the standard deviation of the TMLE, using linear regression to adjust for $Z$. The corresponding attained power increased from 64% to 74%. For both designs, there was a further precision gain by using logistic regression to adjust for $Z$. Under sparsity, logistic regression can be more stable than linear regression and is guaranteed to yield parameter estimates within the appropriate range (i.e. [0,1] for proportions) [137]. While there was some power gain from adjusting for all four covariates ($W, Z$), there was also a risk in over-fitting the regression model and under-estimating the variance. Recall the variance estimators in Section 2.3 are asymptotically conservative, and the simulations represent finite samples. Indeed, with a main terms regression model for the conditional mean outcome, there were 5 parameters with only 16 conditionally indepen-
### Table 2.2: For Simulation A (rare outcome) and Simulation B (more common outcome), summary of the estimator performance over 5,000 simulations of \( n = 32 \) communities. The rows indicate the estimator and the columns the performance metric: bias as the average deviation between the point estimate and sample-specific true value; standard deviation as the square root of the variance of the point estimates; standard error as the average standard error estimate based on the influence curve; \( t\)-statistic as the average value of the test statistic (point estimate divided by standard error estimate); confidence interval coverage as the proportion of intervals containing the true parameter value (in %), and power as the proportion of studies correctly rejecting the null hypothesis (in %).

<table>
<thead>
<tr>
<th>Simulation</th>
<th>Bias</th>
<th>Std. Dev.</th>
<th>Std. Error</th>
<th>( t)-stat</th>
<th>CI Cov.</th>
<th>Power</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unadj.</td>
<td>-0.00011</td>
<td>0.0054</td>
<td>0.0053</td>
<td>-1.6</td>
<td>96</td>
<td>34</td>
</tr>
<tr>
<td>TMLE linear for ( Z )</td>
<td>-0.00008</td>
<td>0.0034</td>
<td>0.0032</td>
<td>-2.7</td>
<td>94</td>
<td>72</td>
</tr>
<tr>
<td>TMLE logit for ( Z )</td>
<td>-0.00008</td>
<td>0.0033</td>
<td>0.0030</td>
<td>-2.9</td>
<td>94</td>
<td>78</td>
</tr>
<tr>
<td>TMLE linear for ((W,Z))</td>
<td>-0.00011</td>
<td>0.0033</td>
<td>0.0027</td>
<td>-3.2</td>
<td>91</td>
<td>82</td>
</tr>
<tr>
<td>TMLE logit for ((W,Z))</td>
<td>-0.00013</td>
<td>0.0031</td>
<td>0.0024</td>
<td>-3.6</td>
<td>90</td>
<td>88</td>
</tr>
<tr>
<td>B</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unadj.</td>
<td>-0.00007</td>
<td>0.0063</td>
<td>0.0062</td>
<td>-1.8</td>
<td>95</td>
<td>38</td>
</tr>
<tr>
<td>TMLE linear for ( Z )</td>
<td>-0.00009</td>
<td>0.0035</td>
<td>0.0033</td>
<td>-3.4</td>
<td>94</td>
<td>88</td>
</tr>
<tr>
<td>TMLE logit for ( Z )</td>
<td>-0.00013</td>
<td>0.0037</td>
<td>0.0036</td>
<td>-3.1</td>
<td>95</td>
<td>84</td>
</tr>
<tr>
<td>TMLE linear for ((W,Z))</td>
<td>-0.00015</td>
<td>0.0032</td>
<td>0.0026</td>
<td>-4.2</td>
<td>91</td>
<td>96</td>
</tr>
<tr>
<td>TMLE logit for ((W,Z))</td>
<td>-0.00037</td>
<td>0.0036</td>
<td>0.0031</td>
<td>-3.7</td>
<td>91</td>
<td>91</td>
</tr>
<tr>
<td>A</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unadj.</td>
<td>-0.00007</td>
<td>0.0036</td>
<td>0.0036</td>
<td>-3.1</td>
<td>96</td>
<td>80</td>
</tr>
<tr>
<td>TMLE linear for ( Z )</td>
<td>-0.00008</td>
<td>0.0030</td>
<td>0.0030</td>
<td>-3.8</td>
<td>96</td>
<td>92</td>
</tr>
<tr>
<td>TMLE logit for ( Z )</td>
<td>-0.00011</td>
<td>0.0031</td>
<td>0.0033</td>
<td>-3.4</td>
<td>97</td>
<td>89</td>
</tr>
<tr>
<td>TMLE linear for ((W,Z))</td>
<td>-0.00010</td>
<td>0.0029</td>
<td>0.0028</td>
<td>-4.1</td>
<td>95</td>
<td>95</td>
</tr>
<tr>
<td>TMLE logit for ((W,Z))</td>
<td>-0.00023</td>
<td>0.0031</td>
<td>0.0032</td>
<td>-3.6</td>
<td>96</td>
<td>90</td>
</tr>
</tbody>
</table>

Table 2.2: For Simulation A (rare outcome) and Simulation B (more common outcome), summary of the estimator performance over 5,000 simulations of \( n = 32 \) communities. The rows indicate the estimator and the columns the performance metric: bias as the average deviation between the point estimate and sample-specific true value; standard deviation as the square root of the variance of the point estimates; standard error as the average standard error estimate based on the influence curve; \( t\)-statistic as the average value of the test statistic (point estimate divided by standard error estimate); confidence interval coverage as the proportion of intervals containing the true parameter value (in %), and power as the proportion of studies correctly rejecting the null hypothesis (in %).

As a result, the confidence interval coverage (proportion of studies containing the true parameter value) was less than the nominal rate of 95% for the fully adjusted estimator. Likewise, the type I error rate (proportion of studies falsely rejecting the null hypothesis) was greater than \( \alpha = 0.05 \) for the fully adjusted estimator, as shown in Table 1 of Appendix B.4.
Conversely, for both the unadjusted estimator and the TMLE only adjusting for $Z$, there was good confidence interval coverage and control of type I error rates. Indeed, there was some evidence of over-coverage of confidence intervals and conservative Type I error rates for the unadjusted estimator in both designs, as predicted by theory.

The results for Simulation B, representing a more common outcome, are also given in Table 2.2 and largely echoed the above findings. Because the exposure was randomized, all estimators were unbiased. As before, there was a substantial efficiency gain with matching. Adaptive matching on the three covariates $W = (W_1, W_2, W_3)$ reduced variability in the outcomes within pairs. The coefficient of variation was $k = 0.27$, while the matched-pair coefficient of variation was $k_m = 0.14$. Again, there was also a substantial precision gain from adjustment. With a more common outcome, however, there was a greater gain in power from adjusting for $Z$ with linear regression than logistic regression for both designs. Here, minimizing the sum of squared residuals helped to minimize the empirical variance of the influence curve and thereby maximize the empirical efficiency [122]. With the fully adjusted estimator, again there was some risk of over-fitting and inference was optimistic. In contrast, for both the unadjusted estimator and the TMLE adjusting only for $Z$, there was good confidence interval coverage as well as Type I error control (Table 1 of Appendix B.4). In summary, our finite sample simulations support our theoretical results: adaptive pair-matching yields more power than complete randomization, and further efficiency gains can be attained through adjustment during the analysis.

### 2.6 Discussion

To our knowledge, this is the first work to study and articulate the consequences of adaptive pair-matching for estimation of the average treatment effect, given the baseline covariates of the $n$ study units. This work was motivated by SEARCH trial, which aims to estimate the effect of immediate ART, delivered in a streamlined fashion, on the five-year cumulative incidence of HIV. The decision to pair-match communities in the trial was motivated by a desire to protect study credibility and by the potential to increase study power. Through careful definition of the data generating experiment, we recognized that the design would not yield $n/2$ i.i.d. paired units, as current practice assumes. Instead, by constructing the matched pairs as a function of the baseline covariates of all candidate communities, the adaptive design results in $n$ dependent units and $n/2$ conditionally independent units, given the baseline covariates of the study communities.

To the best of our understanding, adaptive pair-matching is a common design and has been implemented in other cluster randomized trials (e.g. [107–109]). In practice, adaptive pair-matching (a.k.a. “nonbipartite matching”) can be carried out with standard software. For example, the nbpMatching package [111] in R and the corresponding web application will generate the set of optimal matched pairs as function of a user-supplied matrix of covariates [113, 114]. These tools allow the user to weight covariates differently (e.g. on importance or relevance to the outcome) and to specify the maximum number of matches - choices, which
should be driven by subject matter knowledge as well as resource constraints.

We focused on estimation of the CATE. By obviating estimation of the covariate distribution, estimators of the conditional parameter will often be less variable than estimators of the population parameter [95, 116–118]. We contrasted the unadjusted estimator with TMLE adjusting for baseline covariates. We provided a step-by-step implementation of the latter estimator and detailed proofs of inference. Both estimators can be implemented ignoring the dependence in the data and with standard software, such as the tmle [44] and ltmle [45] packages in R. Asymptotically conservative inference can be obtained with the sample variance of the pairwise differences in residuals, divided by \( n/2 \). When the baseline covariates are predictive of the outcome, the unadjusted estimator will be less efficient than the TMLE. Furthermore, the estimated variance of the TMLE will often be less conservative than that of the unadjusted estimator.

Finite sample simulations were used to evaluate estimator performance and verify our theoretical results. Since the intervention was randomized, all estimators were unbiased [122, 124, 125]. There was an efficiency gain with matching and a further gain with adjustment. When the outcome was quite rare, adjusting for a single baseline covariate with logistic regression yielded more power than adjustment with linear regression. When the outcome was more common, the converse was observed. While the variance estimators are asymptotically conservative, there was some risk of over-adjusting in small trials. Indeed, with only 16 (conditionally) independent units, adjusting for all 4 baseline covariates resulted in under-coverage of the confidence intervals and higher than nominal Type I error rates.

Previously, Imai et al. [94] suggested, “randomization by cluster without prior construction of matched pairs, when pairing is feasible, is an exercise in self-destruction.” Our work also suggests that asymptotically and in finite samples, a randomized trial with adaptive pair-matching will often be more efficient for estimation of the CATE than its completely randomized counterpart. The trials will only have the same efficiency bound when the conditional mean outcome, given the exposure and covariates, is consistently estimated. In practice, we expect there to be some deviations between the true and estimated means. When these deviations are positively correlated within matched pairs, the design with adaptive pair-matching will be more efficient (Appendix B.3). In finite samples, pair-matching will also often result in a positive covariance of the residuals (deviations between the observed and predicted outcomes) within matched pairs and thereby smaller finite sample variance.

Overall, adaptive pair-matching is an intuitive strategy to group candidate units on similarity in their baseline covariates. Pair-matching will protect study credibility. Combining subject matter knowledge with modern matching algorithms (e.g. npbMatching [111]) is likely to result in studies, where pair-matching substantially improves study power. We recommend specifying the intervention effect in terms of the conditional parameter, which considers the covariate distribution as fixed and obviates its estimation, resulting in less variable estimators. We also recommend adjusting for baseline variables as the data allow. Simulations, such as those presented here, can help inform the practitioner as to the optimal adjustment set. Future work will involve the use of cross-validation to data-adaptively select for the adjustment set. We also plan to formally study the asymptotic and finite sam-
ple properties of analysis approaches based on covariate-adjusted residuals for estimation and inference of the CATE \cite{96, 107, 128}. We will also investigate the impact of adaptive stratification on estimation and inference for both the population and conditional average treatment effect. While our work was motivated by a cluster randomized trial with the outcome of cumulative incidence, the results are generally applicable to other trials with binary or continuous outcomes.
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Targeted Estimation and Inference for the Sample Average Treatment Effect

In many studies, the goal is to estimate the impact of an exposure on the outcome of interest. Often the target causal parameter is the population average treatment effect (PATE): the expected difference in the counterfactual outcomes if all members of some population were exposed and if all members of that population were unexposed. If there are no unmeasured confounders and there is sufficient variability in the exposure assignment (i.e. if the randomization and positivity assumptions hold), then we can identify the causal parameter as a function of the observed data distribution [27, 48]. The resulting statistical parameter can be estimated with a variety of algorithms.

Alternate causal parameters, receiving less attention, include the sample average treatment effect (SATE) and the conditional average treatment effect (CATE). The sample effect is the average difference in the counterfactual outcomes for the $n$ study units [19]. In other words, the SATE is the intervention effect for the sample at hand. The conditional effect is the average difference in the expected counterfactual outcomes, treating the measured baseline covariates of the study units as fixed [116]. In other words, the CATE is the intervention effect, averaging out the unmeasured factors contributing to the counterfactual outcomes but conditional on the measured factors contributing to the counterfactual outcomes. As detailed below, the exact interpretation and the variability of the CATE depend on the conditioning set (i.e. on the set of measured covariates). Briefly, the CATE will be constant across repeated studies if the measured covariates (e.g. region) are constant and will change across repeated studies if the measured covariates (e.g. HIV prevalence) are not constant. In contrast, the SATE changes with each new selection or sample of units. The sample effect will only equal the conditional effect if all factors impacting the outcome are measured. Another key difference between the three parameters is in the variance of common estimators. As shown by Imbens [117] and elaborated here, an efficient estimator of the sample parameter is often more precise than the same estimator of the conditional parameter, which is, in turn, often more precise than the same estimator of the population parameter.
To the best of our knowledge, this is the first work to propose using targeted maximum likelihood estimation (TMLE) for the SATE. TMLE is a general algorithm for constructing double robust, semiparametric efficient, substitution estimators [3, 40]. Even though the SATE is not identified, we prove that the TMLE, presented here, is an asymptotically linear estimator of the SATE and provide a conservative approximation of its influence curve. Our results generalize the variance derivations of Imbens [117] to allow misspecification of the outcome regression (i.e. the conditional mean outcome, given the exposure and covariates) and estimation of the propensity score (i.e. the conditional probability of the receiving the exposure, given the covariates). Simulations are used to evaluate the finite sample performance of our point estimator and proposed variance estimator. The simulations also serve to highlight the differences between the three causal parameters and the potential gains in power from selecting the sample effect as the target of inference. We begin by reviewing the structural causal model of Pearl [16] and motivate our discussion with the Sustainable East Africa Research in Community Health (SEARCH) trial for HIV prevention and treatment (NCT01864603) [13]. This chapter was reproduced with permission from Balzer et al. [140].

3.1 Causal Model and Causal Parameters

SEARCH is an ongoing cluster randomized trial to evaluate the effect of a community-based strategy for HIV prevention and treatment in rural East Africa. In intervention communities, all individuals testing HIV+ are immediately eligible for antiretroviral therapy (ART) with streamlined delivery, including enhanced services for initiation, linkage, and retention in care. In control communities, all individuals testing HIV+ are offered ART according to in-country guidelines, largely based on CD4+ T cell counts. The study hypothesis is that ART initiation at any CD4 count and with streamlined delivery will reduce the five-year cumulative HIV incidence. The primary outcome as well as other health, educational and economic outcomes will be measured among approximately 320,000 individuals, enrolled in the study. For the purposes of discussion, we focus on the community-level data. Thereby, our results are equally applicable to clustered and non-clustered data structures.

Consider the following data generating process for a randomized trial with two arms. First, the study units are selected. While some trials obtain a simple random sample from a well-defined population, in many other studies the selection of units is more systematic. In the SEARCH trial, for example, 32 communities were selected from Western Uganda (Mbarara region), Eastern Uganda (Tororo region) and the Southern Nyanza Province in Kenya. These communities satisfied the study’s inclusion criteria, including community size, health care infrastructure and accessibility by a maintained transportation route. Next, the baseline covariates $W$ are measured. Throughout we use “baseline” to refer to covariates measured prior to implementation of the intervention. For the SEARCH trial, these include region, occupational mix, migration index, male circumcision coverage and measures of HIV prevalence.

Next, the intervention is randomized to the study units. Balanced allocation of the
intervention can be guaranteed by randomly assigning the intervention to \( n/2 \) units and the control to remaining units or by randomizing within matched pairs. In the SEARCH trial, for example, communities were first matched on baseline covariates and then the intervention randomized within the resulting 16 matched pairs [129]. For ease of exposition, we present the causal model for the simple scenario, where the intervention is completely randomized, but our results are general. Let \( A \) be a binary variable, reflecting the assigned level of the intervention. For the SEARCH trial, \( A \) equals one if the community was assigned to the treatment (all individuals testing positive for HIV are immediately offered ART with streamlined care) and equals zero if the community was assigned to the control (all individuals testing positive for HIV are offered ART according to in-country guidelines). At the end of followup, the outcome \( Y \) is measured. For the SEARCH trial, \( Y \) is the five-year cumulative incidence of HIV and will be measured through longitudinal follow-up. The observed data for a given study unit are then

\[
O = (W, A, Y)
\]

We observe \( n \) independent, identically distributed (i.i.d.) copies of \( O \) with distribution \( P_0 \). We note that for estimation and inference of the sample and conditional effects, we can weaken the i.i.d. assumption. In particular, we do not need any assumptions on the joint distribution of covariates \( P_0(W_1, \ldots, W_n) \). For further details, see Balzer et al. [129].

This data generating process can be described by the following structural causal model (SCM) [14, 16]. Each component of the observed data is assumed to be a deterministic function of its parents (variables that may influence its value) and unobservable background factors:

\[
W = f_W(U_W) \\
A = \mathbb{I}(U_A < 0.5) \\
Y = f_Y(W, A, U_Y)
\]

Let \( X = (W, A, Y) \) denote the set of endogenous factors and \( U = (U_W, U_A, U_Y) \) denote the set of the background factors with joint distribution \( P_U \). By design, the random error determining the intervention assignment \( U_A \) is independent from the unmeasured factors contributing the baseline covariates \( U_W \) and the outcome \( U_Y \):

\[
U_A \perp \perp (U_W, U_Y)
\]

Specifically, \( U_A \) is independently drawn from a Uniform(0,1). The causal model \( \mathcal{M}^F \) provides the set of allowed distributions for \( (U, X) \) and implies the statistical model \( \mathcal{M} \) for the set of possible distributions of the observed data \( O \). The true joint distribution of the background and endogenous factors \( P_{U,X,0} \) is an element of \( \mathcal{M}^F \), and the true distribution of the observed data \( P_0 \) is an element of \( \mathcal{M} \). In a randomized trial, the statistical model is semiparametric.
Through interventions on the SCM, we can generate the counterfactual outcome $Y(a)$, which is the outcome if possibly contrary-to-fact the unit was assigned $A = a$:

$$W = f_W(U_W)$$
$$A = a$$
$$Y(a) = f_Y(W, a, U_Y)$$

The distribution of the counterfactuals can then be used to define the causal parameter of interest. Often, the target of inference is the population average treatment effect (PATE):

$$\Psi^P(P_{U,X}) = E_{U,X} [Y(1) - Y(0)]$$

where the subscript $(U, X)$ denotes the expectation over the distribution $P_{U,X}$ (which implies the distribution of the counterfactual outcomes). This causal parameter is the expected difference in the counterfactual outcomes for underlying target population from which the units were sampled. For the SEARCH trial, $\Psi^P(P_{U,X})$ is the difference in the expected counterfactual cumulative incidence of HIV if possibly contrary-to-fact all communities in some hypothetical target population implemented the test-and-treat strategy, and expected counterfactual cumulative incidence of HIV if possibly contrary-to-fact all communities in that hypothetical target population continued with the standard of care. From the SCM, we see that the expectation is over the measured factors $W$ and unmeasured factors $U_Y$, which determine the counterfactual outcomes for the population. In other words, the true value of $\Psi^P(P_{U,X})$ does not depend on the sampled values of $W$ or $U_Y$.

An alternative causal estimand is the sample average treatment effect (SATE), which was first proposed in Neyman [19]:

$$\Psi^S(P_{U,X}) = \frac{1}{n} \sum_{i=1}^{n} Y_i(1) - Y_i(0)$$

This is simply the intervention effect for the study units. For the SEARCH trial, $\Psi^S(P_{U,X})$ is the average difference in the counterfactual cumulative incidence of HIV under the test-and-treat strategy and under the standard of care for the $n = 32$ study communities. The parameter is data-adaptive; its value changes with each new selection or sample of units. The SATE remains interpretable if the study units were systematically selected and is responsive to variation in the intervention effect by measurable and unmeasurable factors (i.e $\{W, U_Y\}$).

An intermediate between the population and sample parameters is the conditional average treatment effect (CATE), which was first proposed in Abadie and Imbens [116]:

$$\Psi^C(P_{U,X}) = \frac{1}{n} \sum_{i=1}^{n} E_{U,X} [Y_i(1) - Y_i(0) \mid W_1, \ldots, W_n]$$

$$= \frac{1}{n} \sum_{i=1}^{n} E_{U,X} [Y_i(1) - Y_i(0) \mid W_i]$$
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where the second equality holds under our assumption that study units are causally independent (i.e. the baseline covariates and intervention assignment of one unit do not affect the outcome of another unit). This parameter is the difference in the expected counterfactual outcomes, treating the measured covariates of the study units as fixed. For the SEARCH trial, \( \Psi^C(P_{U,X}) \) is interpreted as the average difference in the expected counterfactual cumulative incidence of HIV under the test-and-treat strategy and under the standard of care, given the measured covariates of the \( n = 32 \) study communities. From the SCM, we see that the expectation is over the unmeasured factors \( U_Y \) that determine the counterfactual outcomes.

The exact interpretation, the true value and the variability of the CATE depend on the conditioning set. As an extreme example, suppose that in the SEARCH trial the only measured covariate were region. Then we would interpret \( \Psi^C(P_{U,X}) \) as the treatment effect, given the regional distribution of communities. If the regional distribution were set by design (e.g. 10 communities in Eastern Uganda, 10 communities in Western Uganda and 12 communities in Kenya), then we would obtain the same value of the CATE over repeated studies. In other words, we would be averaging out all the other factors contributing to HIV incidence. Now suppose the set of measured covariates included both region (set by design) and baseline HIV prevalence (varying from community to community). Then we would interpret the CATE as the treatment effect, given the regional distribution and baseline prevalence of the study communities. Over repeated studies, the value of the CATE would change due to the differences in the sampled values of baseline prevalence.

3.2 Identifiability

To identify the above causal effects, we must write them as some function of the observed data distribution. Under the randomization and positivity assumptions, we can identify the mean counterfactual outcome within strata of covariates [27, 48]:

\[
E_{U,X,0}[Y(a)|W] = E_{U,X,0}[Y(a)|A = a, W] = E_0[Y|A = a, W]
\]

where the subscript 0 denotes the expectation over the true distribution. (Recall \( P_{U,X,0} \) is the true joint distribution of the background and endogenous factors and \( P_0 \) is the true distribution of the observed data.) Briefly, the randomization assumption states that the counterfactual outcome is independent of the exposure, given the measured covariates: \( A \perp Y(a)|W \). This is equivalent to the no unmeasured confounders assumption [48]. The positivity assumption states that there is sufficient variability in the exposure assignment within strata of covariates. Both assumptions hold by design in a randomized trial. As a well known result, the PATE \( \Psi^P(P_{U,X,0}) \) is easily identified as

\[
\Psi^P_0(P_0) = E_0\left[ E_0(Y|A = 1, W) - E_0(Y|A = 0, W) \right]
= E_0[\bar{Q}_0(1, W) - \bar{Q}_0(0, W)]
\]
where $\bar{Q}_0(A, W) = E_0(Y | A, W)$ denotes the conditional mean outcome, given the exposure and covariates. This statistical estimand is also called the G-computation identifiability result [27]. For the SEARCH trial, $\Psi_0^P(P_0)$ is the difference in expected cumulative incidence of HIV, given the treatment and measured covariates, and the expected cumulative incidence of HIV, given the control and measured covariates, averaged (standardized) with respect to the covariate distribution in the population. As with the causal parameter, there is one true value $\psi_0^P(P_0) = \psi_0^P$ for the population. In a randomized trial, conditioning on the covariates $W$ is not needed for identifiability, but can provide efficiency gains during estimation (e.g. [119–121, 123, 124]).

Analogously, we can identify the CATE $\Psi_C^C(P_{U,X,0})$ as

$$\Psi_C^C(P_0) = \frac{1}{n} \sum_{i=1}^{n} \left[ E_0(Y_i | A_i = 1, W_i) - E_0(Y_i | A_i = 0, W_i) \right]$$

$$= \frac{1}{n} \sum_{i=1}^{n} \left[ \bar{Q}_0(1, W_i) - \bar{Q}_0(0, W_i) \right]$$

(3.1)

This statistical estimand is the difference in the conditional expectation of the outcome, given the intervention and measured covariates, evaluated at the treatment vs. control level of the intervention, but now averaged over the sampled values of the measured covariates. For the SEARCH study, $\Psi_C^C(P_0)$ is the sample average of the difference in expected cumulative incidence of HIV, given the treatment and measured covariates, and the expected cumulative incidence of HIV, given the control and measured covariates. As with the CATE, the interpretation, the true value and the variability of $\Psi_C^C(P_0)$ depend on both the conditioning set and the sample.

Unlike the other two causal parameters, the SATE is non-identifiable. We cannot write the causal parameter as a function of the observed data distribution. This point has not received much attention. Instead, researchers have largely focused on the lack of identifiability of the variance of standard estimators [19, 117, 126, 141]. To elaborate, let us use the structural causal model $\mathcal{M}^F$ to rewrite the SATE in terms of the CATE:

$$\Psi^S(P_{U,X}) = \frac{1}{n} \sum_{i=1}^{n} Y_i(1) - Y_i(0)$$

$$= \frac{1}{n} \sum_{i=1}^{n} f_Y(W_i, 1, U_{Y_i}) - f_Y(W_i, 0, U_{Y_i})$$

$$= \frac{1}{n} \sum_{i=1}^{n} E_{U,X} [Y_i(1) - Y_i(0) | W_i, U_{Y_i}]$$

The second equality is from the definition of counterfactuals as interventions on the causal model. The final equality is the CATE, given the measured baseline covariates as well as the unmeasured factors. If we had access to all pre-intervention covariates impacting the
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outcome (i.e. \{W, U_Y\}), then we could apply the results for estimation and inference for the conditional parameter, as detailed in Balzer et al. [129]. In reality, we only measure a subset of these covariates (i.e. W) and only this subset is available for estimation and inference. Nonetheless, we show below that the TMLE is asymptotically linear for the SATE and the corresponding variance estimator is asymptotically conservative.

3.3 Estimation and Inference

There are many well-established algorithms for estimation of the population parameter \(\Psi^P(P_0)\). For example, matching and inverse weighting estimators rely on knowledge or estimation of the propensity score, which is the conditional probability of being exposed, given the measured covariates \(P_0(A = 1|W)\) (e.g. [22, 47–49]). Simple substitution estimators rely on estimation of the outcome regression, which is the conditional mean outcome given the exposure and covariates \(\bar{Q}_0(A, W) = E_0(Y|A, W)\) (e.g. [27, 142, 143]). A third class of estimators requires estimation of both the propensity score and the outcome regression. This class includes augmented inverse probability of treatment weighting (AIPTW) (e.g. [31, 52, 53, 55]) and TMLE (e.g. [3, 40]). These estimators are double robust in that they will be consistent if either the propensity score or the outcome regression is consistently estimated. If both functions are consistently estimated at a fast enough rate and there is sufficient variability in the propensity score, these estimators are also asymptotically efficient in that they attain the lowest possible variance among a large class of regular, asymptotically linear estimators. An important distinction between AIPTW and TMLE is that the former is based on solving an estimating equation, while the latter is a substitution estimator, providing stability in the context of sparsity [56, 137]. We focus our discussion on TMLE in a randomized trial and provide generalizations to an observational setting in Appendix C.3.

For the Population Parameter

For the population estimand, a TMLE can be implemented with the following steps. First, we obtain an initial estimate of the outcome regression \(\bar{Q}_0(A, W)\). This function can be estimated with maximum likelihood or with an a priori specified data-adaptive procedure, such as Super Learner [39]. In a randomized trial, the propensity score \(g_0(1|W) = P_0(A = 1|W)\) is known and does not need to be estimated. In the two-armed trial, for example, we have \(g_0(1|W) = g_0(1) = 0.5\). Estimation of the propensity score, however, can improve efficiency by capturing chance imbalances in the covariate distribution between treatment groups (e.g. [55, 124]). We could, for example, obtain an estimator \(g_n(1|W)\) by running logistic regression of the intervention A on the measured covariates W.

Next, we target the initial estimator of the outcome regression \(\bar{Q}_n(A, W)\). This targeting step uses information in the propensity score to obtain the optimal bias-variance tradeoff for the parameter of interest and to solve the efficient score equation. It is accomplished by run-
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ning logistic regression\(^1\) of the outcome \(Y\) on the covariate \(H_n(A,W) = \left( \frac{1(A=1)}{g_n(1|W)} - \frac{1(A=0)}{g_n(0|W)} \right)\) with the \(\text{logit}(x) = \log\{x/(1-x)\}\) of the initial estimator \(\bar{Q}_n(A,W)\) as offset. The estimated coefficient \(\epsilon_n\) is then plugged into the fluctuation model to yield targeted updates of the outcome regression under the treatment and under the control:

\[
\bar{Q}_n^*(1,W) = \expit \left[ \text{logit} \left( \bar{Q}_n(1,W) \right) + \epsilon_n H_n(1,W) \right] \\
\bar{Q}_n^*(0,W) = \expit \left[ \text{logit} \left( \bar{Q}_n(0,W) \right) + \epsilon_n H_n(0,W) \right]
\]

where \(\expit\) is the inverse of the \(\text{logit}\) function and where the \(^*\) denotes the targeted estimator. In a randomized trial, if the propensity score is treated as known (i.e. not estimated) and the regression model used for initial estimation of \(\bar{Q}_0(A,W)\) contains an intercept and a main term for the exposure, then this targeting step will not yield an update and can be skipped [124, 125]. Lastly, the targeted estimates are substituted into the parameter mapping:

\[
\Psi_n(P_n) = \frac{1}{n} \sum_{i=1}^{n} \left[ \bar{Q}_n^*(1,W_i) - \bar{Q}_n^*(0,W_i) \right]
\]

where \(P_n\) denotes the empirical distribution, placing mass \(1/n\) on each observation \(O_i\). The sample mean is the nonparametric maximum likelihood estimator of the marginal distribution of baseline covariates.

Under regularity conditions, the TMLE is a consistent and asymptotically linear estimator of the population parameter [40]:

\[
\Psi_n(P_n) - \Psi_0^P(P_0) = \frac{1}{n} \sum_{i=1}^{n} D^P(\bar{Q},g_0)(O_i) + o_P(1/\sqrt{n})
\]

with influence curve

\[
D^P(\bar{Q},g_0)(O) = D_Y(\bar{Q},g_0)(O) + D_W(\bar{Q},g_0)(O) \\
D_Y(\bar{Q},g_0)(O) = \left( \frac{1(A=1)}{g_0(1|W)} - \frac{1(A=0)}{g_0(0|W)} \right) (Y - \bar{Q}(A,W)) \\
D_W(\bar{Q},g_0)(O) = \bar{Q}(1,W) - \bar{Q}(0,W) - \psi_0^P
\]

where \(\bar{Q}(A,W)\) denotes the limit of the TMLE \(\bar{Q}_n^*(A,W)\) and we are assuming the propensity score is known or consistently estimated, as will always be true when \(A\) is randomized. The first term of the influence curve \(D_Y\) is the weighted residuals (i.e. weighted deviations between the observed outcome and the limit of the predicted outcome). The second term \(D_W\)

---

\(^1\)As detailed in Gruber and van der Laan [137], the same procedure can be applied to a bounded continuous outcome and adds robustness in the context of sparsity.
is deviation between the limit of the estimated strata-specific association and the marginal association.

The standardized estimator is asymptotically normal with variance given by the variance of its influence curve, divided by sample size \( n \). Under consistent estimation of the outcome regression (i.e. when \( \bar{Q}(A,W) = \bar{Q}_0(A,W) \)), the TMLE will be asymptotically efficient and achieve the lowest possible variance among a large class of estimators [144]. In other words, its influence curve equals the efficient influence curve. Thereby, improved estimation of conditional mean outcome leads to more precise estimators of the population effect. In a randomized trial, adjusting for measured baseline covariates with TMLE can lead to substantial efficiency gains without risk of bias due to regression model misspecification [124, 125]. In finite samples, the variance of the TMLE is well-approximated by the sample variance of the estimated influence curve, divided by sample size. The algorithm is available in the \texttt{tmle} [44] and \texttt{ltmle} [45] packages in \texttt{R} [46].

### For the Conditional Parameter

The TMLE for the population parameter \( \Psi^P_0(P_0) \) also serves as an estimator of the conditional parameter \( \Psi^C_0(P_0) \). The steps are analogous with one important exception. In the final step of substituting in the targeted estimates, the empirical mean is now considered part of the parameter mapping (Eq. 3.1) and not an estimator of the covariate distribution, which is considered fixed. As a result, there is no contribution to the variance from the covariate distribution. Thereby, estimators of the conditional parameter are often more efficient than those of the population parameter [95, 117, 118, 129].

The TMLE is also a consistent and asymptotically linear estimator of the conditional parameter [129]:

\[
\Psi_n(P_n) - \Psi^C_0(P_0) = \frac{1}{n} \sum_{i=1}^{n} D^C(\bar{Q},g_0)(O_i) + o_P(1/\sqrt{n})
\]

with influence curve given by

\[
D^C(\bar{Q},g_0)(O) = D_Y(\bar{Q},g_0)(O) - E_0[D_Y(\bar{Q},g_0)(O)|W]
\]

where \( W = (W_1, \ldots, W_n) \) denotes the vector of baseline covariates for the study units. The influence curve of the TMLE for \( \Psi^C_0(P_0) \) depends on the true conditional mean outcome \( Q_0(A,W) \). In particular, the conditional expectation of the \( D_Y \) component, given the vector of baseline covariates, equals the deviation between the true mean and the limit of the estimated mean:

\[
E_0[D_Y(\bar{Q},g_0)(O)|W] = [\bar{Q}_0(1,W) - \bar{Q}(1,W)] - [\bar{Q}_0(0,W) - \bar{Q}(0,W)]
\]

Under consistent estimation of the outcome regression (i.e. when \( \bar{Q}(A,W) = \bar{Q}_0(A,W) \)), this term is zero and the TMLE for \( \Psi^C_0(P_0) \) efficient. In this setting, the TMLE for the
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conditional estimand will often have a smaller asymptotic variance than the same TMLE for the population estimand:

\[ \sigma^2_P = \text{Var}[D_Y(\bar{Q}_0, g_0)(O)] + \text{Var}[D_W(\bar{Q}_0, g_0)(O)] \]

\[ \sigma^2_C = \text{Var}[D_Y(\bar{Q}_0, g_0)(O)] \]

They will only have the same efficiency bound when there is no variability in the treatment effect across strata of covariates (i.e. when \( \text{Var}[\bar{Q}_0(1,W) - \bar{Q}_0(0,W) - \psi_P] = 0 \)). In many settings, there will be effect modification, and focusing on estimation of the conditional parameter will yield more precision and power.

In practice, there are likely to be deviations between the true outcome regression and the limit of our estimator. Nonetheless, we can conservatively approximate the influence curve of the TMLE for the conditional estimand \( \Psi_C(\bar{P}_0) \) as

\[ D_C^n(O_i) = D_Y^n(O_i) = \left( \frac{\mathbb{I}(A_i = 1)}{g_0(1|W_i)} - \frac{\mathbb{I}(A_i = 0)}{g_0(0|W_i)} \right) (Y_i - \bar{Q}_n^*(A_i,W_i)) \]

[129]. Thereby, we obtain an asymptotically conservative variance estimator with the sample variance of the weighted residuals, divided by sample size \( n \). As estimation of the outcome regression improves, the deviations between the true and estimated means are reduced and we get closer to approaching the efficiency bound \( \sigma^2_C \). Thereby, in a randomized trial, adjusting for baseline covariates, predictive of the outcome, can substantially improve power by reducing variability in the estimator and resulting in a less conservative variance estimator [129].

For the Sample Parameter

For a randomized trial, Neyman [19] proposed estimating the SATE \( \Psi^S(P_{U,X}) \) with the unadjusted estimator, which is the difference in the average outcomes among the treated units and the average outcomes among the control units:

\[ \Psi_{n,\text{unadj}}(P_n) = \frac{\sum_{i=1}^n \mathbb{I}(A_i = 1)Y_i}{\sum_{i=1}^n \mathbb{I}(A_i = 1)} - \frac{\sum_{i=1}^n \mathbb{I}(A_i = 0)Y_i}{\sum_{i=1}^n \mathbb{I}(A_i = 0)} \]

In this setting, the difference-in-means estimator will be unbiased for the SATE, conditional on the vector of counterfactual outcomes \( Y(a) = \{Y_i(a) : i = 1, \ldots, n, a = 0, 1\} \). However, its variance remains unidentifiable as it relies on the correlation of the counterfactual outcomes \( \{Y_i(1), Y_i(0)\} \) [19]. Imbens [117] later generalized this work for an efficient estimator (i.e. a regular, asymptotically linear estimator, whose influence curve equals the efficient influence curve) in an observational setting. In particular, he showed that an efficient estimator for the population parameter was unbiased for the sample parameter, conditional on the vector of baseline covariates \( W \) and the set of counterfactual outcomes \( Y(a) \). Further he expressed the variance of an efficient estimator of the SATE in terms of the variance of
the same estimator of the PATE minus the variance of the unit-specific treatment effects across the population. We now extend these results to the TMLE when the estimator of \( \bar{Q}_0(A,W) \) converges to a possibly misspecified limit and suggest an alternate method for variance estimation.

The TMLE for the population and conditional parameters (\( \Psi^P_0(P_0) \) and \( \Psi^C_0(P_0) \)) is also a consistent and asymptotically linear estimator of the SATE:

\[
\Psi_n(P_n) - \Psi^S(P_{U,X}) = \frac{1}{n} \sum_{i=1}^{n} D^S(\bar{Q}, g_0)(U_i, X_i) + o_P(1/\sqrt{n})
\]

with influence curve \( D^S(\bar{Q}, g_0)(U, X) = D^C(\bar{Q}, g_0)(O) - D^F(U, X) \)

\[
D^F(U, X) = Y(1) - Y(0) - [\bar{Q}_0(1, W) - \bar{Q}_0(0, W)]
\]

The proof is given in Appendix C.1. Recall \( U = (U_W, U_A, U_Y) \) denotes the set of background factors and \( X = (W, A, Y) \) denotes the endogenous factors in our SCM. In words, the influence curve of the TMLE for the sample parameter \( D^S \) is given by the influence curve for TMLE of the conditional parameter \( D^C \) minus a non-identifiable piece, which captures the deviations between the unit-specific treatment effect and expected effect within covariate strata:

\[
D^F(U_i, X_i) = Y_i(1) - Y_i(0) - [E_0(Y_i|A_i = 1, W_i) - E_0(Y_i|A_i = 0, W_i)]
\]

\[
= Y_i(1) - Y_i(0) - [E_{U,X,0}(Y_i(1)|W_i) - E_{U,X,0}(Y_i(0)|W_i)]
\]

\[
= Y_i(1) - Y_i(0) - E_{U,X,0}[Y_i(1) - Y_i(0)|W_i]
\]

In the last line, the expectation is over the unmeasured factors \( U_Y \) that determine the counterfactual outcomes.

The standardized estimator of the SATE is asymptotically normal with mean zero and variance

\[
Var[D^S(U, X)] = Var[D^C(O)] + Var[D^F(U, X)] - 2Cov[D^C(O), D^F(U, X)]
\]

\[
= Var[D^C(O)] - Var[D^F(U, X)]
\]

The proof is given in Appendix C.2. Since the variance of the \( D^F \) component must be greater than or equal to zero, the asymptotic variance of the TMLE as an estimator of the sample parameter will be less than or equal to the asymptotic variance of the same estimator of the conditional parameter. They will only have the same precision when there is no variability in the treatment effect within strata of covariates \( W \). In many settings, however, there will be heterogeneity, and TMLE for the SATE will be more precise and powerful.

Along the same lines, we can conservatively approximate the influence curve of the TMLE for SATE by ignoring the non-identifiable piece \( D^F \). Specifically, we obtain a conservative
variance estimator with the sample variance of the estimated \( D^C_n \) component (Eq. 3.2), divided by sample size \( n \). This variance estimator is easy to implement as the relevant pieces are known or already estimated. As a result, this may provide an attractive alternative to the matching estimator of the variance, proposed by Abadie and Imbens [116] and discussed in Imbens [117]. We note that the bootstrap is inappropriate as the parameter changes with each sample.

### 3.4 Simulation Study

We present the following simulation study to (1) further illustrate the differences between the causal parameters, (2) demonstrate implementation of the TMLE, and (3) understand the impact of the parameter specification on the estimator’s true variance, on variance estimation and on attained power. We focus on a randomized trial to illustrate the potential gains in efficiency with adjustment during the analysis. All simulations were carried out in \( \texttt{R} \) v3.1.0 [46].

#### Data generating process and estimators

Consider the following data generating process for unit \( i = \{1, \ldots, n\} \). First, we generated the background error \( U_{Y,i} \) by drawing from a standard normal distribution. Then we generated three baseline covariates \( W = (W_1, W_2, W_3) \) by drawing independently from a standard normal distribution. The exposure \( A_i \) was randomized such that the treatment allocation was balanced overall. Recall \( A_i \) is a binary indicator, equaling 1 if the unit is randomized to the treatment and 0 if the unit is randomized to the control. The outcome \( Y_i \) was generated as

\[
Y_i = \expit(A_i + 0.5(W_1i + W_2i + W_3i) + U_{Y,i} + 1.5A_i(W_1i - W_2i) - AU_{Y,i})/5
\]

We also generated the counterfactual outcomes \( Y_i(a) \) by intervening to set \( A_i = a \). For sample sizes \( n = \{50, 70, 100\} \), this data generating process was repeated 2,500 times. For each sample, the SATE was calculated as the average difference in the counterfactual outcomes, and the CATE was calculated as the average difference in the expected counterfactual outcomes, given the baseline covariates for the study units. (The conditional expectation \( E_{U,X}[Y_i(a)|W_i] \) was approximated by fixing \((a,W_i)\) and averaging the counterfactual outcomes over 75,000 units.) The PATE was calculated by averaging the difference in the counterfactual outcomes over a population of 500,000 units.

We compared the performance of the unadjusted estimator to the TMLE with two methods for initial estimation of the outcome regression \( \hat{Q}_0(A,W) \). Specifically, we estimated \( \hat{Q}_0(A,W) \) with logistic regression, including as main terms the exposure \( A \), the covariate \( W1 \) and an interaction \( A\cdot W1 \). We also estimated \( \hat{Q}_0(A,W) \) with Super Learner, an optimal machine-learning approach [39]. In particular, we used 10-fold cross-validation to create the best convex combination of algorithm-specific estimates from the following library: logistic
regression with main terms for the exposure $A$ and a single covariate, logistic regression with main terms for the exposure $A$, a single covariate and their interaction, as well as stepwise logistic regression with and without interactions. The unadjusted estimator can be considered as a special case of the TMLE, where $\bar{Q}_n(A,W) = \bar{Q}_n(A)$. Inference was based on the estimated influence curve. We constructed Wald-type 95% confidence intervals and tested the null hypothesis of no effect.

Simulation Results

Table 3.1 gives a summary of the parameter values across 2,500 samples. Recall the true values of the SATE and CATE depend on the units included in the study. The sample effect ranged from -1.04% to 6.69%; the conditional effect ranged from -0.12% to 5.46%, while the population effect was constant at 2.73%. By averaging out the unmeasured factors contributing to the counterfactual outcomes $U_Y$, the CATE was less variable than the SATE. Likewise, by averaging out the measured and unmeasured factors contributing to the counterfactual outcomes $(W, U_Y)$ across the population, the PATE is less variable than the CATE. As expected, the variability in the SATE and CATE decrease with increasing sample size.

<table>
<thead>
<tr>
<th></th>
<th>SATE</th>
<th></th>
<th></th>
<th>CATE</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>min</td>
<td>mean</td>
<td>max</td>
<td>var</td>
<td>min</td>
<td>mean</td>
</tr>
<tr>
<td>$n = 50$</td>
<td>-1.04</td>
<td>2.73</td>
<td>5.81</td>
<td>1.03E-2</td>
<td>-0.12</td>
<td>2.74</td>
</tr>
<tr>
<td>$n = 70$</td>
<td>-0.34</td>
<td>2.71</td>
<td>6.69</td>
<td>7.06E-3</td>
<td>0.29</td>
<td>2.71</td>
</tr>
<tr>
<td>$n = 100$</td>
<td>0.21</td>
<td>2.72</td>
<td>5.49</td>
<td>4.77E-3</td>
<td>0.46</td>
<td>2.72</td>
</tr>
</tbody>
</table>

Table 3.1: Summary of the causal parameters over 2,500 simulations of size $n = \{50, 70, 100\}$. All values are in percent. The true value of the PATE was 2.73%.

Table 3.2 illustrates the performance of the estimators over the 2,500 simulated data sets. Specifically, we give the bias as the average deviation between the point estimate and (sample-specific) true value, the standard deviation $\sigma$ as the square root of the variance of estimator relative to its target, and the average standard error estimate $\hat{\sigma}$, based on the influence curve. We also show the “true” power, which is the proportion of times the false null hypothesis would be rejected if the estimator’s variance $\sigma^2$ were known, and the attained power, which is the proportion of times the false null hypothesis was rejected when the variance was estimated. The 95% confidence interval coverage is also included.

Since the exposure was randomized, all estimators are unbiased. There was no risk of bias due to misspecification the regression model for $\bar{Q}_0(A,W)$ (e.g. [124, 125]). As expected, the variance of the estimators decreased and thereby the “true” power increased with increasing sample size and with adjustment (e.g. [119–121]). For example, the true power of the unadjusted estimator for the SATE was 57% with $n = 50$, 69% with $n = 70$ and 80% with $n = 100$. After adjusting for a single covariate with TMLE, the true power for the SATE
increased to 78% with $n = 50$, 89% with $n = 70$, and 96% with $n = 100$. There were minimal differences in the variance and true power of the TMLE using logistic regression for initial estimation of the outcome regression and TMLE using Super Learner for initial estimation.

For all sample sizes and algorithms, the impact of the target parameter specification on precision and true power was notable. As predicted by theory, the variance was lowest and thereby true power highest for the SATE. Consider, for example, the TMLE using logistic regression and a sample of 50 units. The standard deviation $\sigma$ of this estimator of the population effect was 29% higher than the standard deviation of this estimator of the conditional effect and 53% higher than the standard deviation of this estimator of the sample effect. Furthermore, if we knew the variance of this estimator, then we would have 78% power to detect the sample effect, 71% power to detect the conditional effect and only 55% power to detect the population effect.

In practice, however, we must estimate the variance. When our target of inference is the SATE or the CATE, the sample variance of weighted residuals (Eq. 3.2), divided by sample size $n$, provides an asymptotically conservative variance estimator. When our target of inference is the PATE, we must also account for estimation of the covariate distribution. In the finite sample simulations, the impact of having a conservative variance estimator on inference for SATE was considerable. In all settings, the standard deviation was overestimated: $\hat{\sigma} > \sigma$. As a result, the attained power was less than the true power and the confidence interval coverage was conservative (i.e. greater than the nominal rate of 95%). Likewise, when the CATE was the target of inference, the standard deviation was conservatively approximated and thereby the attained power was less than the true power. For both the sample and conditional effects, the TMLE using Super Learner was able to obtain a more precise fit of $\bar{Q}_0(A,W)$ and thereby a less conservative variance estimator. As a result, this TMLE was able to achieve the most power. We note that the attained power is the same for the SATE and CATE, because we used the same point and variance estimator for both parameters.

Despite the conservative variance estimator, the TMLE for the SATE or CATE achieved higher power than the TMLE for the PATE at all sample sizes. With 50 units, for example, the attained power for the TMLE with Super Learner was 66% for the sample/conditional effect and only 57% for the population effect. Notably, the attained power was the same for the unadjusted estimator of the 3 parameters. The attained power of the unadjusted estimator did not vary, because the estimated $D_W$ component of influence curve and thereby its variance were zero:

$$\bar{Q}_n(1) - \bar{Q}_n(0) - \Psi_{n,\text{unadj}}(P_n) = 0$$

where $\bar{Q}_n(A)$ denotes the treatment-specific mean. Thus, using the unadjusted estimator sacrificed any potential gains in attained power by specifying the SATE or the CATE as the target of inference.
Table 3.2: Summary of estimator performance over 2,500 simulations. The rows denote the sample sizes and the estimator: unadjusted, TMLE with logistic regression and TMLE with Super Learner (“TMLE+SL”). Bias is the average deviation between the point estimate and (sample-specific) true value; \( \sigma \) is the square root of the variance of the estimator, and \( \hat{\sigma} \) is the average standard error estimate, based on the influence curve. The true power (“Power True”) is the proportion of times the false null hypothesis would be rejected if the estimator’s variance \( \sigma^2 \) were known, while the attained power (“Power Att.”) is the proportion of times the false null hypothesis was rejected when estimating the variance. The confidence interval coverage (“CI Cover.”) is the proportion the 95% CI that contained the true parameter value.
3.5 Discussion

To our knowledge, this is the first work to propose using TMLE for estimation and inference of the SATE. Despite lack of identifiability, we proved that the TMLE was an asymptotically linear estimator of the SATE. If there is heterogeneity in the intervention effect within strata of covariates, the sample parameter will be estimated with more precision than the conditional parameter. Furthermore, if there is heterogeneity in the intervention effect across strata of covariates, the sample and conditional parameters will be estimated with more precision than the population parameter. In practice, we can estimate the variance of the TMLE for the SATE with the sample variance of the weighted residuals, divided by sample size. This is an intuitive variance estimator and straightforward to implement. In an observational setting, the TMLE will provide at least as much precision and power to detect the impact of a non-randomized exposure on the study units than in the overall population. Our conclusions should also extend to a trial with adaptive pair-matching [129]. Formal study is warranted and an area of future work, but we hypothesize that a trial targeting the sample effect and implementing adaptive pair-matching will be more efficient than a trial targeting the sample effect and not implementing pair-matching.

Finite sample simulations highlighted the differences between the causal parameters and the impact of the target parameter specification on the estimator’s variance and attained power. We also compared the unadjusted estimator (i.e. difference-in-means estimator) to the TMLE with various methods for initial estimation of $\bar{Q}_0(A,W)$. As predicted by theory, all estimators were unbiased and adjustment lead to greater power. An estimator of the SATE was less variable than the same estimator of the CATE, which was less variable the same estimator of the PATE. While the differences in the true power (the proportion of times the false null hypothesis would be rejected if we knew the estimator’s variance) were substantial, the difference in the attained power were attenuated due to the conservative variance estimator. Greater differences in the attained power were seen with a more aggressive fit of conditional mean outcome. As estimation of $\bar{Q}_0(A,W)$ improves, the TMLE becomes a more precise estimator (i.e. smaller true variance) and the variance estimator becomes less conservative. In small trials (e.g. $n \leq 30$) such as early phase clinical trials or cluster randomized trials, obtaining a precise estimate of $\bar{Q}_0(A,W)$ is likely to be challenging. In practice, many baseline covariates are predictive of the outcome, but adjusting for too many covariates can result in over-fitting. Future work will investigate the use of cross-validation to data-adaptively select the optimal adjustment set in trials with limited sample sizes.

Overall, we believe the SATE is an under-utilized causal parameter. It is simply the intervention effect for the study units. The SATE avoids assumptions about representative sampling (e.g. a simple random sample) from some target population. Furthermore, the SATE is responsive to heterogeneity in the treatment effect and avoids assumptions that the observed impact is generalizable to other contexts [145, 146]. These generalizations can be made with the formal methods for transportability [30] and do not have to be assumed during the parameter specification. To obtain a point estimate, the implementation of the TMLE is identical to that of the conditional and population estimands. To obtain conservative
inference, we only need to take the sample variance of the weighted residuals, divided by sample size. Thereby, estimation and inference for the SATE does not require any extra work and is likely to give us more power to detect the impact of the exposure on the outcome.
Chapter 4

Adaptive Pre-specification in Randomized Trials With and Without Pair-Matching

The objective of a randomized trial is to evaluate the effect of an intervention on the outcome of interest. In this setting, the difference in the average outcomes among the treated units and the average outcomes among the control units provides a simple and unbiased estimate of the intervention effect. Adjusting for measured covariates during the analysis can substantially reduce the estimator’s variance and thereby increase study power (e.g. [119–121, 123, 124]). Nonetheless, the recommendations on adjustment in randomized trials have been conflicting [96, 147–150]. The advice seems to depend on the study design, the unit of randomization, the application, and the sample size. As a result, many researchers are left wondering how to adjust for baseline covariates, if at all.

Consider a trial, where the treatment is randomly allocated to $n/2$ units and the remaining units are assigned to the control. There is a rich literature on locally efficient estimation in this setting (e.g. [122–124, 151, 152].) For example, parametric regression can be used to obtain an unbiased and more precise estimate of the intervention effect. Briefly, the outcome is regressed on the exposure and covariates according to a working model. Following Rosenblum and van der Laan [125], we use “working” to emphasize that the regression function need not be and often is not correctly specified. This working model can include interaction terms and can be linear or non-linear. The estimated coefficients are then used to obtain the predicted outcomes for all units under the treatment and the control. The difference or ratio in the average of the predicted outcomes provides an estimate of the intervention effect.

For continuous outcomes and linear working models without interaction terms, this procedure is known as analysis of covariance (ANCOVA), and the coefficient for the exposure is equal to the estimate of the intervention effect. For binary outcomes, Moore and van der Laan [124] detailed the potential gains in precision from adjustment via logistic regression for estimating the treatment effect on the absolute or relative scale (i.e. risk difference, risk ratio or odds ratio). Furthermore, the authors showed that parametric maximum likelihood
estimation (MLE) was equivalent to targeted maximum likelihood estimation (TMLE) in this setting [3, 40]. As a result, the asymptotic properties of the TMLE, including double robustness and asymptotic linearity, hold even if the working model for outcome regression is misspecified. Furthermore, this approach is locally efficient in that the TMLE will achieve the lowest possible variance among a large class of estimators if the working model is correctly specified. Rosenblum and van der Laan [125] expanded these results for a large class of general linear models. Indeed, the parametric MLE and TMLE can be considered special cases of the double robust estimators of Scharfstein et al. [153] and semiparametric approaches of Tsiatis et al. [123] and Zhang et al. [151]. For a recent and detailed review of these estimation approaches, we refer the reader to Colantuoni and Rosenblum [154].

Now consider a pair-matched trial, where the intervention is randomly allocated within the $n/2$ matched pairs. The proposed estimation strategies have been more limited in this setting. Indeed, the perceived “analytical limitations” of pair-matched trials have led some researchers to shy away from this design [82, 95, 150]. As with a completely randomized trial, the unadjusted difference in treatment-specific means provides an unbiased but inefficient estimate of the intervention effect. To include covariates in the analysis and to potentially increase power, Hayes and Moulton [96] suggested regressing the outcome on the covariates (but not on the exposure) and then contrasting the observed versus predicted outcomes within matched pairs. Alternatively, TMLE can provide an unbiased and locally efficient approach in pair-matched trials [115, 129]. Specifically, the algorithm can be implemented as if the trial were completely randomized: (1) fit a working model for the mean outcome, given the exposure and covariates, (2) obtain predicted outcomes for all units under the treatment and control, and (3) contrast the average of the predicted outcomes on the relevant scale. Inference, however, must respect the pair-matching scheme [115, 129].

A common challenge to the both designs is the selection of the covariates for inclusion in the analysis. Many variables are measured prior to implementation of the intervention, and it is difficult to a priori specify an appropriate working model. For a completely randomized trial, covariate adjustment will lead to gains in precision if (i) the covariates are predictive of the outcome and (ii) the covariates are imbalanced between treatment groups (e.g. [155]). Balance is guaranteed as sample size goes to infinity, but rarely seen in practice. Analogously, in a pair-matched trial, covariate adjustment will improve precision if there is an imbalance on predictive covariates after matching.

Limited sample sizes pose an additional challenge to covariate selection. A recent review of randomized clinical trials reported that the median number of participants was 58 with an interquartile range of 27-161 [156]. Likewise, a recent review of cluster randomized trials reported that the median number of units was 31 with an interquartile range of 13-60 [157]. In small trials, adjusting for too many covariates can lead to overfitting and inflated Type I error rates (e.g. [129, 152, 155]). Finally, ad hoc selection of the adjustment set leads to concerns that researchers will go on a “fishing expedition” to find the covariates resulting in most power and again risking inflation of the Type I error rate (e.g. [123, 147, 158]).

In sum, covariate adjustment in randomized trials can provide meaningful improvements in precision and thereby statistical power. To preserve inference, the working model, includ-
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ing the adjustment variables, must be specified \textit{a priori}. In practice, sample size often limits the size of the adjustment set, and best set is unclear before the trial’s conclusion. This results in an important challenge: the need to learn from the data to realize precision gains, but doing so in pre-specified and rigorous way to maintain valid statistical inference.

In this paper, we apply the principle of \textit{empirical efficiency maximization} to data-adaptively select from a pre-specified library the candidate TMLE, which minimizes variance and thereby maximizes the precision of the analysis [122, 159]. We contribute to the existing methodology by modifying this strategy for pair-matched trials. To our knowledge, such a data-adaptive procedure has not been proposed or implemented for this study design. We further contribute to the literature by collaboratively estimating the exposure mechanism for additional gains in precision [160, 161]. We also generalize the results for estimation and inference of both the population and sample average treatment effects [140]. Our finite sample simulations demonstrate the practical performance with limited numbers of independent units, as is common in early phase clinical trials and in cluster randomized trials. As a motivating example, we discuss the Sustainable East Africa Research in Community Health (SEARCH) study, an ongoing cluster randomized trial for HIV prevention and treatment (NCT01864603) [13].

4.1 Motivating Example and Causal Parameters

SEARCH is a community randomized trial to estimate the effect of immediate and streamlined antiretroviral therapy (ART) on HIV incidence as well as other health, economic and educational outcomes. The trial is being conducted in 32 rural communities in Uganda and Kenya. Extensive baseline characteristics were collected through ethnographic mapping and community-wide censuses. Examples include region, occupational mix, measures of mobility, HIV prevalence and community-level HIV RNA viral load. A subset of these characteristics was used to create the 16 best matched pairs of communities [129]. The intervention was randomized within matched pairs. In treatment communities, HIV testing is expanded, and all individuals testing HIV+ are immediately eligible for ART with enhanced services for initiation, linkage and retention in care. In control communities, all individuals testing HIV+ are eligible for ART, according to in-country guidelines. The primary outcome is the five-year cumulative incidence of HIV and will be measured through longitudinal follow-up. The observed data for a given SEARCH community can be denoted

\[ O = (W, A, Y) \]

where \( W \) represents the vector of baseline covariates, \( A \) represents the intervention assignment, and \( Y \) denotes the outcome. Specifically, \( A \) is a binary indicator, equaling one if the community was randomized to the treatment and zero if the community was randomized to the control.

In this paper, we consider estimation and inference for the population average treatment effect (PATE) and the sample average treatment effect (SATE). Let \( Y(a) \) denote the out-
come if possibly contrary-to-fact the unit were assigned intervention-level \( A = a \). The causal parameters are a function of the distribution \( P_X \) of the full data, comprised of the baseline covariates and the counterfactual outcomes of interest: \( X = (W, Y(1), Y(0)) \) [19, 20]. Specifically, the PATE is the expected difference in the counterfactual outcomes if all members of the population were assigned the intervention and if all members of that population were assigned the control:

\[
\Psi^P(P_X) = E_X [Y(1) - Y(0)]
\]  

(4.1)

where the expectation is over the full data distribution \( P_X \). There is one true value of \( \Psi^P(P_X) \) for the target population. For the SEARCH trial, the PATE is the expected difference in the counterfactual cumulative incidence of HIV if all communities in the hypothetical target population implemented the test-and-treat strategy and the counterfactual cumulative incidence of HIV if all communities in that target population maintained the standard of care.

The sample parameter is the average difference in the counterfactual outcomes for the study units [19]:

\[
\Psi^S(P_X) = \frac{1}{n} \sum_{i=1}^{n} [Y_i(1) - Y_i(0)]
\]  

(4.2)

were \( Y_i(a) \) denotes the outcome if possibly contrary-to-fact unit \( i \) were assigned intervention-level \( A = a \). The SATE is data-adaptive; its true value depends on the \( n \) units in the sample. The SATE is easily interpretable, responsive to heterogeneity in the intervention effect, and arguably the most relevant when the study units are not representative of a greater population. For the SEARCH trial, the SATE is the average difference in the counterfactual cumulative incidence of HIV under the test-and-treat strategy and under the standard of care for the 32 study communities.

### 4.2 Targeted Estimation in a Randomized Trial Without Matching

In this section, we ignore the pair-matching scheme in the SEARCH trial and assume the observed data consist of \( n \) independent, identically distribution (i.i.d.) copies of \( O = (W, A, Y) \) with some true, but unknown distribution \( P_0 \), which factorizes as

\[
P_0(O) = P_0(W)P_0(A|W)P_0(Y|A, W).
\]

We do not make any assumptions about the common covariate distribution \( P_0(W) \) or about the common conditional distribution of the outcome, given the intervention and covariates \( P_0(Y|A, W) \). By design, the intervention \( A \) is randomized with probability 0.5. Therefore,
the exposure mechanism is known: \( P_0(A = 1 | W) = g_0(1 | W) = 0.5 \). The statistical model \( \mathcal{M} \), describing the set of possible observed data distributions, is semiparametric.

Since the intervention is randomized, we can easily identify the population effect \( \Psi^P(P_X) \) (Eq. 4.1) from the observed data distribution. Our statistical estimand is the difference in the expected outcome, given the treatment and covariates, and the expected outcome, given the control and covariates, averaged (standardized) with respect to the covariate distribution [27]:

\[
\Psi(P_0) = E_0 \left[ E_0(Y | A = 1, W) - E_0(Y | A = 0, W) \right]
\]

where \( \bar{Q}_0(A, W) = E_0(Y | A, W) \) denotes the conditional mean outcome, given the exposure and covariates. As discussed in the introduction, there are many algorithms available for unbiased and locally efficient estimation of this statistical parameter in a randomized trial (e.g. [122–124, 151, 152]). Throughout, our focus is on TMLE, a general methodology for the construction of double robust, semiparametric efficient substitution estimators [3, 40].

A TMLE for population effect also serves as a consistent and asymptotically linear estimator of the sample effect \( \Psi^S(P_X) \) (Eq. 4.2) [140]. The estimator can be implemented in three steps.

**Step 1. Initial estimation:** Estimate the expected outcome, given the exposure and covariates \( \bar{Q}_n(A, W) = E_0(Y | A, W) \). We could use a pre-specified parametric working model (as discussed above) or a more data-adaptive approach (as discussed below).

**Step 2. Targeting:** Update the initial estimator \( \bar{Q}_n(A, W) \).

i. Calculate the “clever” covariate based on the known or estimated exposure mechanism \( g_n(A | W) = P_n(A | W) \):

\[
H_n(A, W) = \left( \frac{\mathbb{I}(A = 1)}{g_n(1 | W)} - \frac{\mathbb{I}(A = 0)}{g_n(0 | W)} \right)
\]

ii. If the outcome is continuous and unbounded, run linear regression of the outcome \( Y \) on the covariate \( H_n(A, W) \) with the initial estimator as offset. Plug in the estimated coefficient \( \epsilon_n \) to yield the targeted update: \( \bar{Q}_n^*(A, W) = \bar{Q}_n(A, W) + \epsilon_n H_n(A, W) \).

iii. If the outcome is binary or bounded in \([0, 1] \)

\[\text{In greater generality, the logistic fluctuation can also be used for a continuous outcome that is bounded in } [a, b] \text{ by first applying the following transformation to the outcome: } Y^* = (Y - a)/(b - a). \text{ For further details, see Gruber and van der Laan [137]}.\]
**Step 3. Parameter estimation:** Obtain the predicted outcomes for all observations under the treatment \( \bar{Q}_n^*(1,W) \) and control \( \bar{Q}_n^*(0,W) \). Average the difference in predicted outcomes:

\[
\Psi_n(\bar{Q}_n^*) = \frac{1}{n} \sum_{i=1}^{n} [\bar{Q}_n^*(1,W_i) - \bar{Q}_n^*(0,W_i)]
\]

If the initial estimator for \( \bar{Q}_0(A,W) \) is based on a working regression model with an intercept and a main term for the exposure and if the exposure mechanism is treated as known, then the updating step can be skipped [125]. Further precision, however, can be attained by using a data-adaptive algorithm for initial estimation of \( \bar{Q}_0(A,W) \) and by estimating the exposure mechanism \( g_0(A|W) \) [55].

Under regularity conditions, the standardized estimator converges to a normal distribution with mean 0 and variance given by the variance of its influence curve, divided by sample size \( n \). The influence curve for the TMLE of the population parameter (PATE) can be estimated from the observed data distribution by

\[
D_n^P(g_n, \bar{Q}_n^*)(O) = \left( \frac{\mathbb{I}(A = 1)}{g_n(1|W)} - \frac{\mathbb{I}(A = 0)}{g_n(0|W)} \right) (Y - \bar{Q}_n^*(A,W)) + \bar{Q}_n^*(1,W) - \bar{Q}_n^*(0,W) - \Psi_n(\bar{Q}_n^*)
\]

[4.3]. The influence curve for the TMLE of the sample parameter (SATE) can be conservatively estimated from the observed data distribution by

\[
D_n^S(g_n, \bar{Q}_n^*)(O) = \left( \frac{\mathbb{I}(A = 1)}{g_n(1|W)} - \frac{\mathbb{I}(A = 0)}{g_n(0|W)} \right) (Y - \bar{Q}_n^*(A,W))
\]

[4.4]. For the SATE, there is no variance contribution from the covariate distribution, which is considered fixed. Asymptotically, the SATE will often be estimated with more precision than the PATE [19, 117]. However, as shown by Balzer et al. [140] and in the simulations that follow, the gains in precision from specifying the SATE as the target of inference can be attenuated in small trials, because this influence curve-based variance estimator is conservative.

**Adaptive Pre-specified Approach for Step 1. Initial Estimation**

Consider again the SEARCH trial for HIV prevention and treatment. Recall that the outcome \( Y \) is the five-year cumulative incidence of HIV and bounded between 0 and 1. Suppose that we want to use logistic regression for initial estimation of the expected outcome, given the exposure and measured covariates \( \bar{Q}_0(A,W) \). It is unclear \textit{a priori} which covariates should be included in the working model and in what form. For example, baseline HIV prevalence is a known predictor of the outcome and may be imbalanced between the treatment and control groups. Likewise, there might be substantial heterogeneity in the treatment
effect by region and allowing for an interaction between region and the intervention may reduce the variance of the TMLE. Including all the covariates and the relevant interactions in the working model is likely to result in overfitting and misleading inference. To facilitate selection between candidate initial estimators and thereby candidate TMLEs, we propose the following cross-validation selector.

First, we propose a library of candidate working models for initial estimation of the conditional mean outcome \( \bar{Q}_0(A, W) \). This library should be pre-specified in the protocol or the analysis plan. A possible library could consist of the following logistic regression working models:

\[
\begin{align*}
\text{logit}[\bar{Q}^{(a)}(A, W, \beta)] &= \beta_0 + \beta_1 A \\
\text{logit}[\bar{Q}^{(b)}(A, W, \beta)] &= \beta_0 + \beta_1 A + \beta_2 W_1 \\
\text{logit}[\bar{Q}^{(c)}(A, W, \beta)] &= \beta_0 + \beta_1 A + \beta_2 W_2 + \beta_3 A \times W_2
\end{align*}
\]

where, for example, \( W_1 \) denotes baseline prevalence and \( W_2 \) denotes region. Of course, there are many more candidate algorithms, and we are considering this simple set for pedagogic purposes. We also note that the first working model corresponds to the unadjusted estimator.

Second, we need to pre-specify a loss function to measure the performance of candidate estimators. Following the principle of empirical efficiency maximization [159], we propose using the variance of the estimated influence curve of the TMLE for the parameter of interest. Specifically, if the target of inference is the population effect, our loss function is

\[
L^P(\bar{Q}) = \text{Var}[D^P_n(g_0, \bar{Q})]
\]

and if the target of inference is the sample effect, our loss function is

\[
L^S(\bar{Q}) = \text{Var}[D^S_n(g_0, \bar{Q})]
\]

For SATE, this corresponds to the L2 squared error loss function \( L^S(\bar{Q}) = (Y - \bar{Q}(A, W))^2 \).

Next, we need to pre-specify our cross-validation scheme, used to generate an estimate of the expected loss (i.e. the “risk”) for each of the candidate estimators. For generality, we present V-fold cross-validation, where the data are randomly split into V partitions, called “folds”, of size \( \approx n/V \). To respect the limited sample sizes common in early phase clinical trials and in cluster randomized trials, leave-one-out cross-validation may be appropriate. Leave-one-out cross-validation corresponds with \( V = n \)-fold cross-validation, where each fold corresponds to one observation. The cross-validation procedure for initial estimation of the conditional mean \( \bar{Q}_0(A, W) \) can be implemented as follows.

i. For each fold \( v = \{1, \ldots, V\} \) in turn,
   a. Set the observation(s) in fold \( v \) to be the validation set and the remaining observations to be the training set.
b. Fit each algorithm using only data in the training set. For the above library, we would run logistic regression of the outcome $Y$ on the exposure $A$ and covariates $W$, according to the working model. Denote the initial regression fits as $\bar{Q}_n^{(a)}(A, W)$, $\bar{Q}_n^{(b)}(A, W)$ and $\bar{Q}_n^{(c)}(A, W)$, respectively.

c. For each algorithm, use the estimated fit to predict the outcome(s) for the observation(s) in the validation set under the treatment and the control. For the first algorithm, for example, we would have $\bar{Q}_n^{(a)}(1, W_k)$ and $\bar{Q}_n^{(a)}(0, W_k)$ for observation $O_k$ in the validation set.

ii. For each algorithm, estimate the risk with the sample variance of the cross-validated estimate of the influence curve. If the target of inference is the PATE, our risk estimates would be

$$\text{CV-risk}^{P,(a)} = \text{Var}_n[D_n^P(g_0, \bar{Q}_n^{(a)})]$$
$$\text{CV-risk}^{P,(b)} = \text{Var}_n[D_n^P(g_0, \bar{Q}_n^{(b)})]$$
$$\text{CV-risk}^{P,(c)} = \text{Var}_n[D_n^P(g_0, \bar{Q}_n^{(c)})]$$

where $\text{Var}_n$ denotes the sample variance and we are treating the exposure mechanism as known: $g_0(A|W) = 0.5$. If instead the target of inference is SATE, our risk estimates would be

$$\text{CV-risk}^{S,(a)} = \text{Var}_n[D_n^S(g_0, \bar{Q}_n^{(a)})]$$
$$\text{CV-risk}^{S,(b)} = \text{Var}_n[D_n^S(g_0, \bar{Q}_n^{(b)})]$$
$$\text{CV-risk}^{S,(c)} = \text{Var}_n[D_n^S(g_0, \bar{Q}_n^{(c)})]$$

iii. Select the algorithm with the smallest cross-validated risk.

The selected working model is then used for initial estimation of $\bar{Q}_0(A, W)$ in Step 1 of the TMLE algorithm. Since our library was limited to parametric working models and the exposure mechanism was treated as known, the updating step can be skipped. In other words, the chosen estimator was already targeted $\bar{Q}_n(A, W) = \bar{Q}_n^*(A, W)$ and can be used for Step 3 parameter estimation.

4.3 Targeted Estimation in a Randomized Trial With Matching

Recall the pair-matching scheme briefly described in Section 4.1 for the SEARCH trial. First, the potential study units were selected. Then baseline covariates, such as region, occupational mix and measures of migration, were collected. A matching algorithm was applied to the baseline covariates of candidate units to create the best 16 matched pairs. The
intervention was randomized within the resulting pairs, and the outcome will be measured with longitudinal follow-up. This pair-matching scheme is considered to be adaptive, because the resulting matched pairs are a function of the baseline covariates of all the candidate units [115, 129]. This design has also been called “nonbipartite matching” and “optimal multivariate matching” [93, 112, 113].

The adaptive design creates a dependence in the data. Since the construction of the matched pairs is a function of the baseline covariates of all \( n \) study units, the observed data do not consist of \( n/2 \) i.i.d. paired observations, as current practice sometimes assumes (e.g. [82, 96, 97, 100]). Instead, we have \( n \) dependent copies of \( O = (W, A, Y) \). Nonetheless, there is a lot of conditional independence in the data. Mainly, once we consider the baseline covariates of the study units as fixed, then we recover \( n/2 \) conditionally independent units:

\[
\bar{O}_j = (O_{j1}, O_{j2}) = ((W_{j1}, A_{j1}, Y_{j1}), (W_{j2}, A_{j2}, Y_{j2}))
\]

where the index \( j = 1, \ldots, n/2 \) denotes the partitioning of the candidate units \( \{1, \ldots, n\} \) into matched pairs according to similarity in their baseline covariates \( (W_1, \ldots, W_n) \). Throughout subscripts \( j1 \) and \( j2 \) index the observations within matched pair \( j \). The conditional distribution of the observed data, given the baseline covariates of the study units, factorizes as

\[
P_0(O_1, \ldots, O_n | W_1, \ldots, W_n) = \prod_{j=1}^{n/2} P_0(A_{j1}, A_{j2} | W_1, \ldots, W_n) P_0(Y_{j1} | A_{j1}, W_{j1}) P_0(Y_{j2} | A_{j2}, W_{j2})
\]

\[
= 0.5 \prod_{j=1}^{n/2} P_0(Y_{j1} | A_{j1}, W_{j1}) P_0(Y_{j2} | A_{j2}, W_{j2})
\]

where the second line follows from randomization of the intervention within matched pairs. For estimation and inference of the PATE, we need to assume that each community’s baseline covariates \( W_i \) are independently drawn from some common distribution \( P_0(W) \). For estimation and inference of the SATE, this assumption on the covariate distribution can be weakened. (See the Appendix D.1 for further details.)

Despite the dependence in the data, a TMLE for the population effect (PATE) can be implemented as if the sample were \( n \) i.i.d. units [115]. In Step 1, we obtain an initial estimator of \( \bar{Q}_0(A, W) \) with an \( a \text{ priori} \)-specified parametric working model or with a more data-adaptive method. In Step 2, we target the initial estimator \( \bar{Q}_n(A, W) \) by using information in the known or estimated exposure mechanism. Finally in Step 3, we obtain the predicted outcomes for all observations under the treatment \( \bar{Q}_n^*(1, W) \) and the control \( \bar{Q}_n^*(0, W) \), and then take the sample average of the difference in these predicted outcomes. Furthermore, the variance of the TMLE can be estimated by treating the sample as \( n \) i.i.d. units. In other words, inference can be based on the sample variance of the estimated influence curve in the non-matched trial \( D_n^P \) (Eq. 4.3), divided by \( n \) [115]. This variance estimator ignores any gains in precision from pair-matching and will be conservative under reasonable
assumptions. A less conservative variance estimator can be obtained by accounting for the potential correlations of the residuals within matched pairs:

$$\rho_n(\bar{Q}^*_n)(\bar{O}_j) = \frac{1}{n/2} \sum_{j=1}^{n/2} (Y_{j1} - \bar{Q}^*_n(A_{j1}, W_{j1})) (Y_{j2} - \bar{Q}^*_n(A_{j2}, W_{j2}))$$  \hspace{1cm} (4.5)$$

[115]. An estimate of the asymptotic variance of the TMLE is then given by the sample variance of $D_n^P$ minus $2\rho_n$, all divided by $n$.

In a pair-matched trial, a TMLE for the population effect is also a consistent and asymptotically linear estimator of the sample effect. The proof is given in Appendix D.1. Furthermore, the influence curve for the TMLE of the SATE can be conservatively estimated by

$$\bar{D}_n^S(g_n, \bar{Q}^*_n)(\bar{O}_j) = \frac{1}{2} \left[ D_n^S(g_n, \bar{Q}^*_n)(O_{j1}) + D_n^S(g_n, \bar{Q}^*_n)(O_{j2}) \right]$$  \hspace{1cm} (4.6)$$

where $D_n^S(g_n, \bar{Q}^*_n)(O)$ is the estimated influence curve for observation $O$ in the non-matched trial (Eq. 4.4). The proof is given in Appendix D.2. Inference can be based on the sample variance of the estimated (paired) influence curve $\bar{D}_n^S$, divided by $n/2$. If we order observations within matched pairs such that first corresponds to the intervention ($A_{j1} = 1$) and the second to the control ($A_{j2} = 0$) and treat the exposure mechanism as known $g_0(A|W) = 0.5$, we have

$$D_n^S(g_0, \bar{Q}^*_n)(O_j) = (Y_{j1} - \bar{Q}^*_n(1, W_{j1})) - (Y_{j2} - \bar{Q}^*_n(0, W_{j2}))$$

In this setting, the sample variance of the pairwise differences in residuals, divided by $n/2$, provides a conservative variance estimator.

**Adaptive Pre-specified Approach for Step 1. Initial Estimation**

By balancing intervention groups with respect to baseline determinants of the outcome, pair-matching increases the efficiency of the study (e.g. [94, 115, 129]). Nonetheless, residual imbalance on the baseline predictors often remains, and adjusting for these covariates during the analysis can further increase efficiency. In the SEARCH trial, for example, the matched pairs were created before baseline HIV prevalence was measured. As a result, there is likely to be variation across pairs in baseline prevalence, which is a known driver of HIV incidence. Adjusting for baseline prevalence during the analysis is likely to reduce the variance of the TMLE and result in a less conservative variance estimator. Unfortunately, it is unclear a priori whether adjusting for prevalence will yield more power than than adjusting for other baseline covariates, such as male circumcision prevalence or measures of community-level HIV RNA viral load. With only 16 (conditionally) independent units, we are limited as to the size of the adjustment set. Adjusting for too many covariates can result in over-fitting. As before, we want to data-adaptively select the candidate TMLE (i.e. working regression model), which maximizes the empirical efficiency.
The data-adaptive procedure for Step 1 initial estimation of conditional mean outcome $\bar{Q}_0(A,W)$, outlined in Sec. 4.2 for a non-matched trial, can be modified for a pair-matched trial. As before, we need to pre-specify our library of candidate estimators, our measure of performance and the cross-validation scheme. We can use the same library of candidate working models for initial estimation of the conditional mean outcome $\bar{Q}_0(A,W)$. For the loss function, however, we want to use the estimated variance of the TMLE under pair-matching. To elaborate, consider the loss function for the SATE in a non-matched trial. Minimizing the sum of squared residuals (i.e. minimizing the variance of $D_{Sn}(\bar{Q})$ (Eq. 4.4)) targets the conditional mean outcome $\bar{Q}_0$. As a result, the algorithm could select a working model adjusting for a covariate that is highly predictive of the outcome but on which we matched perfectly. In the SEARCH trial, for example, communities were paired within region, because HIV incidence is expected to be highly heterogeneous across regions. Therefore, minimizing the empirical variance of $D_{Sn}$ might lead to the selection of the candidate TMLE with main terms for the intervention and region. This selection would not improve the precision of the analysis over the unadjusted algorithm. Instead, we want to select the TMLE minimizing the conservative estimator of the variance in the pair-matched design. Thereby, our loss functions for the PATE and SATE are

$$L_P(\bar{Q}) = \text{Var}[D_n^P(g_0, \bar{Q}) - 2\rho_n(\bar{Q})]$$

$$L_S(\bar{Q}) = \text{Var}[\bar{D}_n^S(g_0, \bar{Q})]$$

respectively. Finally, the pair should be treated as the unit of (conditional) independence in the cross-validation scheme. In other words, when the data are split into $V$-folds, the pairing should be preserved. In small trials, leave-one-pair-out cross-validation may be appropriate. With these modifications, we can implement the cross-validation scheme, outlined in Sec. 4.2, to data-adaptively select the candidate working model, which minimizes the estimated variance of the TMLE in a pair-matched trial.

4.4 Collaborative Estimation of the Exposure Mechanism

Even though the intervention $A$ is randomized with balanced allocation, estimating the known exposure mechanism $g_0(A|W)$ can increase the precision of the analysis [55]. As before, we want to respect the study design (i.e. pair-matched or not) as well as adjust for a covariate only if its inclusion improves the empirical efficiency. For example, we may not want to include a covariate that is imbalanced between the intervention groups (i.e. predictive of $A$) but not predictive of the outcome. Likewise, if a given covariate (e.g. $W1$) was included in the working model for $\bar{Q}_0(A,W)$, further adjusting for this covariate when estimating the exposure mechanism may not increase precision. To this end, we propose to incorporate the Collaborative-TMLE (C-TMLE) approach into our algorithm [160, 161].
Adaptive Pre-specified Approach for Step 2. Targeting

First, we propose a library of candidate estimators of the exposure mechanism $g_0(A|W)$. As before, this library should be pre-specified in the protocol or analysis plan. A possible library could consist of the following logistic regression working models:

\[
\begin{align*}
\text{logit}[g^{(a)}(W, \beta)] &= \beta_0 \\
\text{logit}[g^{(b)}(W, \beta)] &= \beta_0 + \beta_1 W_1 \\
\text{logit}[g^{(c)}(W, \beta)] &= \beta_0 + \beta_1 W_2
\end{align*}
\]

where, for example, $W_1$ is baseline prevalence and $W_2$ is region. Each algorithm would yield a different update to a given initial estimator of the conditional mean outcome $\bar{Q}_n(A, W)$, selected by the data-adaptive procedure for Step 1 (Sec. 4.2 and 4.3). In other words, each candidate estimator of $g_0(A|W)$ results in a different targeted estimator $\bar{Q}_n^*(A, W)$. We also note that the first working model corresponds to the unadjusted estimator.

To choose between candidate algorithms, we need to pre-specify a loss function. As before, we propose using the estimated variance of the TMLE, appropriate for the scientific question (i.e. population or sample effect) and study design (i.e. pair-matched or not). Finally, we need to pre-specify our cross-validation scheme, used to obtain an honest measure of risk and to reduce the potential for over-fitting. As before, we present $V$-fold cross-validation, where the data are partitioned into $V$ folds of size $\approx n/V$. If matching was used, the partitioning should preserve the pairs. The cross-validation selector for collaborative estimation of the exposure mechanism can be implemented as follows.

i. For each fold $v = \{1, \ldots, V\}$ in turn,

a. Set the observation(s) in fold $v$ to be the validation set and the remaining observations to be the training set.

b. Using only data in the training set, fit each algorithm for estimating the exposure mechanism. For the above library, we would run logistic regression of the exposure $A$ on the covariates $W$, according to the working model. Denote the estimated exposure mechanisms as $g_n^{(a)}(A|W)$, $g_n^{(b)}(A|W)$ and $g_n^{(c)}(A|W)$, respectively.

c. For each algorithm, use the estimated fit of the exposure mechanism to target the initial estimator $\bar{Q}_n(A, W)$, also fit with the training set.

d. For each algorithm, obtain targeted predictions of the outcome(s) for the observation(s) in the validation set under the treatment and the control. For the first algorithm, for example, we would have $\bar{Q}_n^{(a),*}(1, W_k)$ and $\bar{Q}_n^{(a),*}(0, W_k)$ for observation $O_k$ in the validation set.

ii. For each algorithm, estimate the risk with the cross-validated variance estimator, appropriate for the target parameter and study design.

iii. Select the algorithm with the smallest cross-validated risk.
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The chosen estimator is then used for targeting in Step 2 of the TMLE algorithm.

4.5 Obtaining Inference

In summary, we have proposed the following data-adaptive TMLE to maximize the precision and power of a randomized trial.

Step 1. Initial estimation of the conditional mean outcome with the working model \( \bar{Q}_n(A,W) \), which was data-adaptively selected to maximize the empirical efficiency of the analysis (Sec. 4.2 for a non-matched trial and Sec. 4.3 for a matched trial).

Step 2. Targeting the initial estimator using the estimated exposure mechanism \( g_n(A|W) \), which was data-adaptively selected to further maximize the empirical efficiency of the analysis (Sec. 4.4).

Step 3. Obtaining a point estimate by averaging the difference in the targeted predicted outcomes:

\[
\Psi_n(\bar{Q}_n^*) = \frac{1}{n} \sum_{i=1}^{n} [\bar{Q}_n^*(1, W_i) - \bar{Q}_n^*(0, W_i)]
\]

We now need a variance estimator that accounts for this selection process. For this, we propose using a cross-validated variance estimator. As before, the data are split into validation and training sets, respecting the unit of (conditional) independence. The selected TMLE is fit using the data in the training set and used to estimate the influence curve \(^2\) for the observation(s) in the validation set. The step-by-step instructions are given in the Appendix D.3. The sample variance of the cross-validated estimate of the influence curve can then be used for hypothesis testing and the construction of Wald-type confidence intervals. For trials with a limited number of independent units, the Student’s t-distribution is an appropriate alternative to the standard normal distribution.

4.6 Simulation Study

We present the following simulation studies to demonstrate (1) implementation of the proposed methodology, (2) the potential gains in precision and power from data-adaptive estimation of the conditional mean outcome, (3) the additional gains in precision and power from collaborative estimation of the exposure mechanism, and (4) maintenance of nominal confidence interval coverage. All simulations were conducted in R v3.1.2 [46].

---

\(^2\) For the TMLE of the population effect in a matched trial, we also need a cross-validated estimate of the correction term \( \rho_n \) (Eq. 4.5.) This term is a function of the residuals, which can be estimated for each pair in the validation set based on targeted estimator \( \bar{Q}_n^*(A,W) \), fit with the training set.
Study 1

For each unit \( i = \{1, \ldots, n\} \), we generated the nine baseline covariates by drawing from a multivariate normal with mean 0 and variance 1. The correlation between the first three covariates \( \{W_1, W_2, W_3\} \) and between the second three covariates \( \{W_4, W_5, W_6\} \) was 0.5, while the correlation between the remaining covariates \( \{W_7, W_8, W_9\} \) was 0. The exposure \( A \) was randomized such that the treatment allocation was balanced overall. For the non-matched trial, we randomly assigned the intervention to \( n/2 \) units and the control to the remaining \( n/2 \) units. For the pair-matched trial, we used the non-bipartite matching algorithm \texttt{nbpMatch} to pair units on covariates \( \{W_1, \ldots, W_6\} \) [111]. The exposure \( A \) was randomized within the resulting matched pairs. Recall \( A \) is a binary indicator, equalling 1 if the unit was assigned the treatment and 0 if the unit was assigned the control. For each unit, the outcome \( Y \) was then generated as

\[
Y = 0.4A + 0.25(W_1 + W_2 + W_4 + W_5 + U_Y) + 0.25A(W_1 + U_Y)
\]

where \( U_Y \) was drawn from a standard normal. We also generated the counterfactual outcomes \( Y(1) \) and \( Y(0) \) by intervening to set \( A = a \). To reflect the limited sample sizes common in early phase clinical trials and in cluster randomized trials, we selected a sample size of \( n = 40 \). This resulted in \( n/2 = 20 \) conditionally independent units in the pair-matched trial.

For each study design (non-matched or matched), this data generating process was repeated 2,500 times. Recall that the sample effect \( \Psi^S(P_X) \) (Eq. 4.2) is data-adaptive parameter; its value changes with each new selection of units. Thereby, for each repetition, the SATE was calculated as the sample average of the difference in the counterfactual outcomes. The SATE ranged from 0.23 to 0.60 with a mean of 0.40. In contrast, the population effect \( \Psi^P(P_X) \) (Eq. 4.1) is constant and was calculated by averaging the difference in the counterfactual outcomes over a population of 900,000 units. The true value of the PATE was 0.40.

We compared the performance of the unadjusted estimator to TMLE with various approaches to covariate adjustment. Specifically, we implemented the TMLE algorithm, where the initial estimation of the conditional mean outcome \( \bar{Q}_0(A,W) \) was based on a linear working model with main terms for the intervention \( A \) and irrelevant covariate \( W_9 \) and where the exposure mechanism was treated as known: \( g_0(A|W) = 0.5 \). This approach was equivalent to standard maximum likelihood estimation (MLE) and represented the unfortunate scenario where the researcher pre-specified adjustment for a covariate that was not predictive of the outcome.

We also implemented a TMLE with the data-adaptive approach for Step 1 initial estimation of the conditional mean outcome (Sec. 4.2 and 4.3). Our library consisted of 10 working linear regression models, each with an intercept, a main term for the exposure \( A \) and a main term for one baseline covariate: \( \{0, W_1, \ldots, W_9\} \), where \( 0 \) corresponds to the unadjusted estimator. Our loss function was the estimated variance of the TMLE, appropriate for the target parameter and study design. We chose the candidate working model with the lowest estimated risk, based on leave-one-out cross-validation for the non-matched
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trial and leave-one-pair-out cross-validation for the matched trial. We also implemented Collaborative-TMLE (C-TMLE), which couples the data-adaptive approach for Step 1 initial estimation of the conditional mean outcome (Sec. 4.2 and 4.3) with the data-adaptive approach for Step 2 targeting (Sec. 4.4). For the latter, our library of candidates to estimate the exposure mechanism consisted of 10 working logistic regression models, each with an intercept and a main term for one baseline covariate: \(\{\emptyset, W_1, \ldots, W_9\}\). The same loss function and cross-validation scheme were used for C-TMLE.

For the unadjusted estimator and the MLE, inference was based on the estimated influence curve. For the data-adaptive TMLEs, inference was based on the cross-validated estimate of the influence curve (Sec. 4.5). We assumed the standardized estimator followed the Student’s \(t\)-distribution with \(n - 2 = 38\) degrees of freedom for the non-matched trial and with \(n/2 - 1 = 19\) degrees of freedom for the matched trial.

Results

Table 4.1 illustrates the performance of the estimators over the 2,500 simulated data sets. Specifically, we show the mean squared error (MSE), the relative MSE (rMSE), the average standard error estimate \(\hat{\sigma}\), the attained power and the 95% confidence interval coverage. As expected, matching improved efficiency. The MSE of the unadjusted estimator, for example, was approximately 2 times larger in the non-matched trial than in the pair-matched trial. Furthermore, for the pair-matched trial, targeting the sample effect, as opposed to the population effect, resulted in substantial gains in attained power: 38% with the unadjusted estimator for the PATE and 53% with the same estimator for the SATE. For the non-matched trial, targeting the sample parameter increased efficiency, but did not directly translate into increased power due to the conservative variance estimator for the SATE.

In all scenarios, the TMLE with data-adaptive selection of the initial estimator of \(\bar{Q}_0(A, W)\) improved precision over the unadjusted estimator and the MLE. Collaborative estimation of the exposure mechanism \(g_0(A|W)\) led to further gains in precision. Consider, for example, estimation of the PATE in a trial without matching. The MSE of the unadjusted estimator was 1.44 times larger than the TMLE and 1.51 times larger than the C-TMLE. The attained power was 36%, 51% and 52%, respectively. Furthermore, the precision of the MLE, adjusting for the irrelevant covariate \(W_9\), was worse than the estimators in all scenarios. This demonstrates the potential peril of relying on one pre-specified adjustment variable. As a second example, consider the attained power to detect that the SATE was different from zero in the pair-matched trial. We would have 53% power with the unadjusted estimator and 54% power with the MLE, adjusting for the irrelevant covariate \(W_9\). By incorporating the cross-validation selector for initial estimation of \(\bar{Q}_0(A, W)\), the TMLE achieved 68% power. By further incorporating collaborative estimation of the exposure mechanism \(g_0(A|W)\), the C-TMLE achieved 70% power. Overall, the greatest efficiency was achieved with C-TMLE for the SATE in the pair-matched trial. Indeed, the MSE of the unadjusted estimator for the population parameter in the trial without matching was nearly 3 times larger than the MSE.
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Table 4.1: Summary of estimator performance for Simulation 1. The rows denote the study design and the estimator: unadjusted, MLE adjusting for $W^9$, TMLE with data-adaptive selection of the initial estimator, and Collaborative-TMLE (C-TMLE) with data-adaptive selection of the initial estimator paired with data-adaptive estimation of the exposure mechanism.

<table>
<thead>
<tr>
<th>PATE</th>
<th>MSE$^a$</th>
<th>rMSE$^b$</th>
<th>$\hat{\sigma}^c$</th>
<th>Pow$^d$</th>
<th>Cov$^e$</th>
<th>SATE</th>
<th>MSE$^a$</th>
<th>rMSE$^b$</th>
<th>$\hat{\sigma}^c$</th>
<th>Pow$^d$</th>
<th>Cov$^e$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-Matched Trial</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unadj.</td>
<td>6.3E-2</td>
<td>1.00</td>
<td>0.25</td>
<td>0.36</td>
<td>0.95</td>
<td>6.0E-2</td>
<td>1.05</td>
<td>0.25</td>
<td>0.36</td>
<td>0.95</td>
<td></td>
</tr>
<tr>
<td>MLE</td>
<td>6.6E-2</td>
<td>0.96</td>
<td>0.25</td>
<td>0.37</td>
<td>0.94</td>
<td>6.3E-2</td>
<td>1.00</td>
<td>0.25</td>
<td>0.37</td>
<td>0.95</td>
<td></td>
</tr>
<tr>
<td>TMLE</td>
<td>4.4E-2</td>
<td>1.44</td>
<td>0.20</td>
<td>0.51</td>
<td>0.94</td>
<td>4.2E-2</td>
<td>1.52</td>
<td>0.20</td>
<td>0.49</td>
<td>0.95</td>
<td></td>
</tr>
<tr>
<td>C-TMLE</td>
<td>4.2E-2</td>
<td>1.51</td>
<td>0.20</td>
<td>0.52</td>
<td>0.95</td>
<td>3.9E-2</td>
<td>1.63</td>
<td>0.20</td>
<td>0.50</td>
<td>0.96</td>
<td></td>
</tr>
<tr>
<td>Matched Trial</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unadj.</td>
<td>3.3E-2</td>
<td>1.93</td>
<td>0.22</td>
<td>0.38</td>
<td>0.99</td>
<td>3.0E-2</td>
<td>2.11</td>
<td>0.18</td>
<td>0.53</td>
<td>0.97</td>
<td></td>
</tr>
<tr>
<td>MLE</td>
<td>3.4E-2</td>
<td>1.84</td>
<td>0.22</td>
<td>0.38</td>
<td>0.98</td>
<td>3.2E-2</td>
<td>1.99</td>
<td>0.18</td>
<td>0.54</td>
<td>0.96</td>
<td></td>
</tr>
<tr>
<td>TMLE</td>
<td>2.5E-2</td>
<td>2.53</td>
<td>0.18</td>
<td>0.56</td>
<td>0.98</td>
<td>2.4E-2</td>
<td>2.63</td>
<td>0.16</td>
<td>0.68</td>
<td>0.95</td>
<td></td>
</tr>
<tr>
<td>C-TMLE</td>
<td>2.4E-2</td>
<td>2.66</td>
<td>0.18</td>
<td>0.58</td>
<td>0.98</td>
<td>2.3E-2</td>
<td>2.78</td>
<td>0.15</td>
<td>0.70</td>
<td>0.95</td>
<td></td>
</tr>
</tbody>
</table>

$^a$Mean squared error: the bias (average deviation between the point estimate and sample-specific true value) - squared plus the variance

$^b$Relative MSE: the MSE of the unadjusted estimator for the PATE in a non-matched trial relative to (divided by) the MSE of another estimator

$^c$Average standard error estimate, based on the estimated influence curve

$^d$Attained power: proportion of times the false null hypothesis was rejected

$^e$Confidence interval (CI) coverage: proportion of times the true value was contained in the 95% CI

of the C-TMLE for the sample effect in the pair-matched trial. Throughout the confidence interval coverage was maintained near or above the nominal rate of 95%.

Further insight into the efficiency gains with the proposed TMLE and C-TMLE is provided by Table 4.2, which shows the proportion of times a working model was selected for initial estimation of the conditional mean outcome and for collaborative estimation of the exposure mechanism. When targeting the PATE, the selection for $\bar{Q}_0(A,W)$ was similar with and without pair-matching. This was not surprising, because our measure of performance (i.e. the loss function) was the estimated variance of the TMLE, and the variance estimator in a pair-matched trial is given by the estimated variance in the non-matched trial minus a correction term $\rho_n$, which was close to 0. When targeting the SATE, however, the selection procedure was more optimized to the study design. For example, the working model with main terms for the intervention and $W_1$ was selected in 57% of the studies without matching and in only 38% of the studies with matching. Instead, working models adjusting for other predictive covariates were selected more frequently. Furthermore, the collaborative procedure for estimation of the exposure mechanism was able to identify settings where no adjustment would yield the greatest gains in efficiency. Specifically, the unadjusted estimator $g_n(A|W) = 0.5$ was selected in nearly 80% of the studies without matching and in less than
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Table 4.2: For Simulation 1, the proportion of times a covariate was selected in the work-
ing linear regression model for initial estimation of $Q_0(A,W)$ and in the working logistic
regression model for collaborative estimation of the exposure mechanism $g_0(A|W)$.

30% of the studies with matching.

Study 2

For the second simulation study, we increased the complexity of the data-generating process
and reduced the sample size to $n = 30$. As before, we generated nine baseline covariates
from a multivariate normal with mean 0, variance 1 and the same correlation structure. We
also generated a binary variable $R$, equalling 1 with probability 0.5 and equalling -1 with
probability 0.5. The final covariate $Z$ was generated as a function of these baseline covariates
and random noise $U_Z$:

$$Z = R \times \expit(W_1 + W_4 + W_7 + 0.5U_Z)$$

where the expit is the inverse of the logit function and $U_Z$ was drawn independently from a
standard normal. As before, the intervention $A$ was randomized with balanced allocation.
For a non-matched trial, the treatment was randomly assigned to $n/2$ units and the control
to the remaining $n/2$ units. For the pair-matched trial, we used the non-bipartite matching
algorithm `nbpMatch` to explore two matching sets [111]. In the first, units were matched
on $R$, a baseline covariate strongly impacting $Z$. In the second, units were matched on
$\{R, W_2, W_5, W_8\}$. The intervention $A$ was randomized within the matched pairs. For each
unit, the outcome $Y$ was then generated as

$$Y = \expit[0.75A + 0.5(W_2 + W_5 + W_8) + 1.5Z + 0.25U_Y + 0.75A(W_2 − W_5) + 0.5AZ]/7.5$$

where $U_Y$ was drawn from a standard normal. The outcome is now a continuous variable
bounded in $[0,1]$ (e.g. a proportion). We also generated the counterfactual outcomes $Y(1)$
and $Y(0)$ by intervening to set $A = a$. For each study design, this data generating process was repeated 2,500 times. The SATE and PATE were calculated as before. The SATE ranged from 0.25% to 3.1% with a mean of 1.6%. The true value of the PATE was 1.6%. Table 4.3 depicts the relationship between the baseline covariates and the outcome as well as the adaptive pair-matching schemes.

We compared the same algorithms: the unadjusted estimator, the MLE adjusting for the irrelevant covariate $W_9$, the TMLE with data-adaptive initial estimation of the conditional mean outcome, and the C-TMLE pairing data-adaptive initial estimation of the conditional mean outcome with data-adaptive targeting. Our library for initial estimation of the conditional mean outcome $\bar{Q}_0(A,W)$ consisted of 12 working logistic regression models, each with an intercept and a main term for the exposure $A$ and a main term for one candidate adjustment variable $\{\emptyset, R, W_1, \ldots, W_9, Z\}$. Our library for collaborative estimation of the exposure mechanism $g_0(A|W)$ included 12 working logistic regression models, each with an intercept and a main term for one candidate adjustment variable: $\{\emptyset, R, W_1, \ldots, W_9, Z\}$. We used the same measure of performance and cross-validation scheme. As before, inference was based on the estimated influence curve for the unadjusted estimator and the MLE and on the cross-validated estimate of the influence curve for the data-adaptive TMLEs (Sec. 4.5). We assumed the standardized estimator followed the Student’s $t$-distribution with $n-2 = 28$ degrees of freedom for the non-matched trial and with $n/2 - 1 = 14$ degrees of freedom for the matched trial.

### Results

The results for the second simulation study are given in Table 4.4 and largely echoed the above findings. Pair-matching, even on a single covariate (i.e. matching set 1), improved the precision of the analysis. Targeting the sample effect instead of the population effect further improved efficiency. Allowing for data-adaptive selection of the working model for initial estimation of $\bar{Q}_0(A,W)$ yielded even greater precision, and the most efficient analysis was with C-TMLE. Indeed, the MSE of the unadjusted estimator for the PATE in the non-matched trial was nearly 5 times higher than the MSE of the C-TMLE when matching on
predictive covariates (i.e. matching set 2). This resulted in over 30% more power to detect
the intervention effect.

<table>
<thead>
<tr>
<th></th>
<th>PATE</th>
<th>SATE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MSE&lt;sup&gt;a&lt;/sup&gt;</td>
<td>rMSE&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Non-Matched</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unadj.</td>
<td>1.7E-4</td>
<td>1.00</td>
</tr>
<tr>
<td>MLE</td>
<td>1.8E-4</td>
<td>0.97</td>
</tr>
<tr>
<td>TMLE</td>
<td>1.1E-4</td>
<td>1.54</td>
</tr>
<tr>
<td>C-TMLE</td>
<td>1.1E-4</td>
<td>1.57</td>
</tr>
<tr>
<td>Matching Set 1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unadj.</td>
<td>1.2E-4</td>
<td>1.43</td>
</tr>
<tr>
<td>MLE</td>
<td>1.3E-4</td>
<td>1.34</td>
</tr>
<tr>
<td>TMLE</td>
<td>9.9E-5</td>
<td>1.74</td>
</tr>
<tr>
<td>C-TMLE</td>
<td>9.6E-5</td>
<td>1.79</td>
</tr>
<tr>
<td>Matching Set 2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unadj.</td>
<td>6.4E-5</td>
<td>2.70</td>
</tr>
<tr>
<td>MLE</td>
<td>7.1E-5</td>
<td>2.43</td>
</tr>
<tr>
<td>TMLE</td>
<td>5.1E-5</td>
<td>3.39</td>
</tr>
<tr>
<td>C-TMLE</td>
<td>5.1E-5</td>
<td>3.35</td>
</tr>
</tbody>
</table>

<sup>a</sup>Mean squared error: the bias (average deviation between the point estimate and sample-specific true value) - squared plus the variance

<sup>b</sup>Relative MSE: the MSE of the unadjusted estimator for the PATE in a non-matched trial relative to (divided by) the MSE of another estimator

<sup>c</sup>Average standard error estimate, based on the estimated influence curve

<sup>d</sup>Attained power: proportion of times the false null hypothesis was rejected

<sup>e</sup>Confidence interval (CI) coverage: proportion of times the true value was contained in the 95% CI

Table 4.4: Summary of estimator performance for Simulation 2. The rows denote the study design and the estimator: unadjusted, MLE adjusting for W<sup>9</sup>, TMLE with data-adaptive selection of the initial estimator, and Collaborative-TMLE (C-TMLE) with data-adaptive selection of the initial estimator paired with data-adaptive estimation of the exposure mechanism.

For these simulations, there was a notable impact of parameter specification on estimator performance. We first focus on the estimation of the PATE and then on estimation of the SATE. When the population effect was the target of inference, the gains in attained power from pair-matching were attenuated despite the gains in MSE. This was likely due to the slight underestimation of the standard error in the non-matched trial and overestimation in the pair-matched trial. Indeed, the confidence interval coverage in the non-matched trial was less than nominal (93-94%), while the coverage when matching well (i.e. set 2) approached 100%. For this set of simulations, the correction factor ρ<sub>n</sub> (Eq. 4.5) used in variance estimation for the pair-matched design was approximately 0. As a result, the variance estimator in the pair-matched trial was quite conservative, and the cross-validation
selection scheme was more optimized for the non-matched trial. The latter point is evidenced by Table 4.5, which shows the proportion of times a candidate working model was selected. The logistic regression model adjusting for $R$ was selected for initial estimation of $\bar{Q}_0(A,W)$ in 10% of the studies without matching and in 8% of the studies when matching well on $R$ (i.e. set 1). Furthermore, when matching on several covariates (i.e. set 2), the selection of working models for $\bar{Q}_0(A,W)$ was very similar to the selection in the non-matched trial.

| Adjustment variable | Selected in the working model for initial estimation of $Q_0(A,W)$ | | | | | | | |
|--------------------|---------------------------------------------------------------|---|---|---|---|---|---|---|---|
|                     | $\emptyset$ | $R$ | $W_1$ | $W_2$ | $W_3$ | $W_4$ | $W_5$ | $W_6$ | $W_7$ | $W_8$ | $W_9$ | $Z$ |
| PATE non-matched    | 0             | 10  | 0     | 16    | 1     | 0     | 0     | 0     | 0     | 3     | 0     | 70  |
| matched set 1       | 0             | 8   | 1     | 30    | 1     | 0     | 0     | 0     | 0     | 4     | 0     | 56  |
| matched set 2       | 0             | 8   | 0     | 16    | 1     | 0     | 0     | 0     | 0     | 2     | 0     | 72  |
| SATE non-matched    | 0             | 11  | 1     | 18    | 1     | 0     | 0     | 0     | 0     | 3     | 0     | 67  |
| matched set 1       | 0             | 2   | 3     | 55    | 3     | 1     | 1     | 1     | 1     | 11    | 1     | 21  |
| matched set 2       | 0             | 6   | 2     | 30    | 3     | 2     | 1     | 2     | 1     | 7     | 2     | 44  |

Table 4.5: For Simulation 2, the proportion of times a covariate was selected in the working logistic regression model for initial estimation of $Q_0(A,W)$ and in the working logistic regression model for collaborative estimation of the exposure mechanism $g_0(A|W)$.

In contrast, when estimating the SATE, smaller MSE directly translated to greater attained power, while maintaining nominal, if not conservative, confidence interval coverage. For example, the attained power of the TMLE was 31% in the non-matched trial, 38% when matching on a single covariate and 46% when matching on several covariates. Likewise, the attained power of the C-TMLE was 32% in the non-matched trial, 43% in the trial pair-matching on a single covariate and 52% in trial matching on several covariates. From Table 4.5, we see that the working model adjusting for $R$ was selected for initial estimation of $\bar{Q}_0(A,W)$ in 11% of the studies without matching and only in 2% of the studies when matching well on $R$ (i.e. set 1). In the latter, more weight was given to other predictive baseline covariates, such as $W_2$ and $W_8$. 

<table>
<thead>
<tr>
<th>Adjustment variable</th>
<th>Selected in the working model for estimation of $g_0(A</th>
<th>W)$</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\emptyset$</td>
<td>$R$</td>
<td>$W_1$</td>
<td>$W_2$</td>
<td>$W_3$</td>
<td>$W_4$</td>
<td>$W_5$</td>
<td>$W_6$</td>
<td>$W_7$</td>
</tr>
<tr>
<td>PATE non-matched</td>
<td>79</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>matched set 1</td>
<td>37</td>
<td>9</td>
<td>5</td>
<td>6</td>
<td>5</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>matched set 2</td>
<td>25</td>
<td>10</td>
<td>4</td>
<td>9</td>
<td>6</td>
<td>5</td>
<td>9</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>SATE non-matched</td>
<td>78</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>matched set 1</td>
<td>25</td>
<td>9</td>
<td>5</td>
<td>7</td>
<td>6</td>
<td>6</td>
<td>5</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>matched set 2</td>
<td>13</td>
<td>10</td>
<td>6</td>
<td>12</td>
<td>6</td>
<td>5</td>
<td>9</td>
<td>6</td>
<td>6</td>
</tr>
</tbody>
</table>
4.7 Discussion

This paper builds on the rich history of covariate adjustment in randomized trials (e.g. [119–121, 123, 151, 152, 154, 155, 162]). In particular, Rubin and van der Laan [122] proposed the principle of empirical efficiency maximization as a strategy to select the estimator of $\bar{Q}_0(A,W)$ that minimized the empirical variance of the estimated efficient influence curve. Their procedure, however, relied on solving a weighted nonlinear least squares problem. Our approach only requires researchers to take the sample variance of the estimated influence curve. More recently, van der Laan and Gruber [160] proposed collaborative estimation of the exposure mechanism to achieve the greatest bias reduction in the targeting step of TMLE in a observational study. In randomized trials, there is no risk of bias from regression model misspecification (e.g. [125]). Thereby, the collaborative approach, implemented here, serves only to increase precision by estimating the known exposure mechanism. To our knowledge, this is the first research into C-TMLE in a randomized trial setting. Most recently, van der Laan [159] suggested selection of the candidate (C-)TMLE based on minimizing the estimated variance of its influence curve. Our paper generalizes this scheme for estimation and inference of both the population and sample average treatment effects in randomized trials with and without pair-matching.

Our simulations illustrate the performance of the proposed procedure in realistically-sized (i.e. small) trials. In particular, with only 15 (conditionally) independent units, our procedure was able to identify the optimal working model for initial estimation of $\hat{Q}_0(A,W)$ from a library of 12 candidates as well as for collaborative estimation of $\hat{g}_0(A|W)$ from a library of 12 candidates, while maintaining close to nominal confidence interval coverage. The simulations also indicated the most efficient approach was estimating the sample effect with C-TMLE in pair-matched trial. Indeed, this approach was nearly 5 more efficient than targeting the population effect with the unadjusted estimator in the non-matched trial. Thereby, our procedure dispels the common concerns of “analytical limitations” to pair-matched trials (e.g. [82, 95, 150]).

There are several areas of future work. First, our library of candidate estimators was limited to simple parametric working models. This choice was made for pedagogic purpose and to avoid over-fitting in small trials. In larger trials, we can expand the library to include working models with multiple adjustment variables and interactions as well as selection procedures (e.g. stepwise regression) and semiparametric algorithms. Future work will involve simulations to evaluate the methodology in larger trials. The application to matched triplets, as opposed to matched pairs, should be straightforward. However, the impact of adaptive stratification on estimation and inference merits additional consideration. Finally, we focused on two causal parameters: the population and sample average treatment effects. TMLE is a general methodology for the construction of double robust, semiparametric, efficient substitution estimators for a wide range of parameters. Our proposed strategy for covariate selection should extend to other causal parameters, such as the conditional average treatment effect, the average treatment effect among the treated, and the natural direct effect.
Overall, we proposed a general strategy to increase power in randomized trials. Specifically, we used cross-validation to select the candidate TMLE that optimized the efficiency of the analysis. Since the step-by-step algorithm (including the library definition) was pre-specified, there was no risk of bias or misleading inference from *ad hoc* analytic decisions. In other words, we have proposed a black box procedure to data-adaptively select the most powerful analysis. Furthermore, including the unadjusted estimator as a candidate obviates the need for guidelines on whether or not to adjust (e.g. [154, 155]). Finally, our procedure is tailored to the scientific question (population vs. sample effect) and study design (with or without pair-matching). Decisions about whether to adjust and how to adjust are made with a rigorous and principled approach, removing some of the “human art” from statistics.
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Appendix A

Technical Appendix for Chapter 1

In the Introduction (Chapter 1), we focused on causal parameters corresponding to a static intervention on a single node. In this Appendix, we step through the causal roadmap for an example of a longitudinal effect, corresponding to a multiple time point intervention.

Step 1 - Specify the scientific question: What is the effect of delayed ART initiation on patient outcomes? As before, we want to be specific about the target population: recently diagnosed HIV+ adults in Sub-Saharan Africa. We also need to be clear about the definition and timing of the exposures. For simplicity, let us assume the patients have monthly clinic visits and therefore could initiate ART or not each month. (This framework could easily be extended to shorter or longer time intervals.) Suppose the outcome is viral suppression after 12 months of follow up.

Step 2 - Specify the causal model: Let baseline \((t = 0)\) be the time the patient is diagnosed with HIV. Let \(L(0)\) represent the vector of baseline covariates, including socio-demographics, clinical measurements and social constructs. Likewise, let \(L(t)\) represent the vector of time-updated covariates (e.g. clinical measurements). Let \(A(t)\) be an indicator that the patient initiated ART at time \(t\). For example, \(A(0) = 1\) represents starting ART on the same day as diagnosis (i.e. month 0), while \(A(1) = 1\) represents initiation at the first month clinic visit. Finally, let \(Y\) be an indicator that the patient had undetectable HIV RNA viral load at the end of follow up. For simplicity, let us consider only three time points and assume complete follow up. Our structural causal model \(\mathcal{M}^F\), only reflecting the causal-ordering, is given by

- Endogenous nodes: \(X = (L(0), A(0), L(1), A(1), Y)\)

- Exogenous nodes: \(U = (U_{L(0)}, U_{A(1)}, U_{L(1)}, U_{A(1)}, U_Y)\) with some true joint distribution \(P_{U,0}\). We place no assumptions on set of possible distributions for \(U\). (During the identifiability step, we will need to make some independence assumptions. However, we want to keep our true knowledge, as specified by structural causal model \(\mathcal{M}^F\), separate from the additional assumptions needed for identifiability.)
Figure A.1: Directed acyclic graph corresponding to the longitudinal effect (a) when we make no independence assumptions on background factors and (b) when we assume the background factors are all independent. $L(0)$ denotes baseline covariates; $A(0)$ denotes whether the patient initiated ART at $t = 0$; $L(1)$ denotes time-updated covariates; $A(1)$ denotes whether the patient initiated ART at $t = 1$, and $Y$ denotes undetectable viral load.

- Structural equations:

  \[
  L(0) = f_{L(0)}(U_{L(0)}) \\
  A(0) = f_{A(0)}(L(0), U_{A(0)}) \\
  L(1) = f_{L(1)}(L(0), A(0), U_{L(1)}) \\
  A(1) = f_{A(1)}(L(0), A(0), L(1), U_{A(1)}) \\
  Y = f_Y(L(0), A(0), L(1), A(1), U_Y)
  \]

- We have not made any exclusion restrictions or independence assumptions. The corresponding directed acyclic graph is given in Figure A.1a.

**Step 3 - Specify the target causal quantity.** Let $Y_{a(0)a(1)}$ denote the counterfactual outcome (viral suppression) if a patient, possibly contrary to fact, had treatment history $(a(0), a(1))$. Counterfactuals are generated by intervening on the structural causal model:

  \[
  L(0) = f_{L(0)}(U_{L(0)}) \\
  A(0) = a(0) \\
  L(1) = f_{L(1)}(L(0), a(0), U_{L(1)}) \\
  A(1) = a(1) \\
  Y_{a(0)a(1)} = f_Y(L(0), a(0), L(1), a(1), U_Y)
  \]

For the two binary exposures (initiate or not at time $t$), the set of possible exposure combinations are $\mathcal{A} = \{10, 01, 00\}$. For example, $Y_{01}$ corresponds to preventing ART initiation
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at month 0 and starting ART at the one month clinic visit. Suppose our goal is to contrast expected counterfactual outcome if, possibly contrary to fact, all patients immediately initiated ART with the expected counterfactual outcome if, possibly contrary to fact, all patient delayed ART initiation until one month after diagnosis:

$$\Psi^F(P_{U,X,0}) = E_{U,X,0}(Y_{10} - Y_{01})$$

Step 4 - Specify the observed data and their link to the causal model. The observed data consist of \( n \) i.i.d. copies of

$$O = (L(0), A(0), L(1), A(1), Y) \sim P_0$$

We assume the observed data were generated by sampling \( n \) independent times from a data generating process compatible with \( \mathcal{M}^F \). The resulting statistical model \( \mathcal{M} \), describing the possible observed data distributions, is non-parametric.

Step 5 - Assessment of identifiability. For the purposes of discussion, suppose that the unmeasured factors \( U = (U_{L(0)}, U_{A(0)}, U_{L(1)}, U_{A(1)}, U_Y) \) are all independent (Figure A.1b). Even if this assumption held, there is not one set of covariates that simultaneously satisfy the back-door criterion for all intervention nodes. The baseline covariates \( L(0) \) alone fail, because there is an unblocked back-door path from \( Y \) through \( L(1) \) to \( A(1) \). In other words, the effect of initiation at one month \( A(1) \) on the outcome \( Y \) is confounded by time-updated covariates \( L(1) \). The baseline and time-updated covariates \( (L(0), L(1)) \) jointly fail, because we are losing (blocking) the effect of early ART initiation \( A(0) \) on the outcome \( Y \) that goes through the covariates \( L(1) \). This challenge is generally known as time-dependent confounding \([27, 31, 50]\): time-varying covariates confound the effect of future exposures on the outcome, but are affected by past exposures.

To identify the effects of longitudinal interventions, we consider the problem sequentially. For each \( A(k) \) in sequence, we ask if its effect on \( Y \) can be identified by conditioning on some subset of the observed past. This leads to the sequential randomization assumption \([27]\):

$$Y_{a(0)a(1)} \perp \perp A(0)|L(0) \text{ and } Y_{a(0)a(1)} \perp \perp A(1)|L(0), A(0), L(1)$$

In words, we assume the counterfactual outcome \( Y_{a(0)a(1)} \) is independent from the intervention \( A(k) \) at time \( k \), given the observed past. With the sequential randomization assumption as well a longitudinal version of the positivity assumption, the expectation of the counterfactual outcome, indexed by multiple interventions, can be identified by the longitudinal G-Computation formula \([27]\):

$$E_{U,X,0}(Y_{a(0)a(1)}) = \sum_{l_0,l_1} \left[ E_0(Y|A(1) = a(1), L(1) = l(1), A(0) = a(0), L(0) = l(0)) \right. \times \left. P_0(L(1) = l(1)|A(0) = a(0), L(0) = l(0)) \times P_0(L(0) = l(0)) \right] = \Psi(P_0)$$
Now we are averaging with respect to the appropriate distribution of covariates and thereby capturing the effect of both exposures \((a(1), a(0))\) on the outcome \(Y\) through the covariates \((L(0), L(1))\).

**Step 6 - Estimation and Inference:** As with single time-point interventions, there are a variety of methods to estimate statistical parameters, corresponding under the necessary assumptions to longitudinal causal effects. Examples include longitudinal IPTW, “parametric G-computation” (maximum likelihood estimation of the longitudinal G-computation formula) and TMLE [31, 55, 57–69].

**Step 7 - Interpretation of the Results:** As with the single time-point setting, the strength of our interpretations depend on rigorous evaluation of the needed assumptions. Even when the identifiability assumptions do not hold, we always have a statistical interpretation of \(\Psi(P_0)\).
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Technical Appendix for Chapter 2

B.1 The unadjusted estimator is unbiased

Recall the unadjusted estimator is the average difference in the outcomes within matched pairs:

$$\hat{\psi}_{\text{unadj}} = \frac{1}{n/2} \sum_{j=1}^{n/2} [A_{j1}Y_{j1} - (1 - A_{j1})Y_{j2} + A_{j2}Y_{j2} - (1 - A_{j2})Y_{j1}]$$

If observations within matched pairs have been ordered such that the first corresponds to treatment and the second to the control, the estimator can be expressed

$$\frac{1}{n/2} \sum_{j=1}^{n/2} (Y_{j1} - Y_{j2}).$$

Given the vector of covariates $W^n = (W_1, \ldots, W_n)$, the unadjusted estimator is unbiased for the statistical estimand:

$$E_0[\hat{\psi}_{\text{unadj}} \mid W^n] = \frac{1}{n/2} \sum_{j=1}^{n/2} \left[ E_0[A_{j1}Y_{j1} \mid W^n] - E_0[(1 - A_{j1})Y_{j1} \mid W^n] ight. $$

$$+ E_0[A_{j2}Y_{j2} \mid W^n] - E_0[(1 - A_{j2})Y_{j2} \mid W^n] \right]$$

$$= \frac{1}{n/2} \sum_{j=1}^{n/2} \left[ \bar{Q}_0(1, W_{j1})E_0(A_{j1} \mid W^n) - \bar{Q}_0(0, W_{j1})E_0((1 - A_{j1}) \mid W^n) ight. $$

$$+ \bar{Q}_0(1, W_{j2})E_0(A_{j2} \mid W^n) - \bar{Q}_0(0, W_{j2})E_0((1 - A_{j2}) \mid W^n) \right]$$

$$= \frac{1}{n/2} \sum_{j=1}^{n/2} \frac{1}{2} \left[ \bar{Q}_0(1, W_{j1}) - \bar{Q}_0(0, W_{j2}) + \bar{Q}_0(1, W_{j2}) - \bar{Q}_0(0, W_{j1}) \right]$$

$$= \frac{1}{n} \sum_{i=1}^{n} \bar{Q}_0(1, W_i) - \bar{Q}_0(0, W_i) = \Psi(P^n_0).$$

Thus, $\hat{\psi}_{\text{unadj}}$ is an unbiased estimator of $\Psi(P^n_0)$, conditional on $W^n$. 
B.2 Statistical inference for the TMLE

In this subsection, we establish that the proposed TMLE is an asymptotically linear estimator of the conditional average treatment effect (CATE) in an adaptive pair-matched trial, where \( n/2 \) matched pairs are created as a function of baseline covariates of \( n \) candidate units. We then consider the adaptive design, where \( n/2 \) matched pairs are created as function of the baseline covariates of \( N > n \) candidate units and the remaining \((N - n)\) units discarded. The latter adaptive design is a generalization of the first and the derived theorems are applicable. The theoretical results also apply to the unadjusted estimator \( \hat{\psi}_{\text{unadj}} \), which can be considered a special case.

Let \( P_n^0 \) denote the conditional distribution of \( O^n = (O_1, \ldots, O_n) \), given the vector of covariates \( W^n = (W_1, \ldots, W_n) \). The statistical estimand is a function of this conditional distribution:

\[
\Psi(P_n^0) = \frac{1}{n} \sum_{i=1}^{n} \bar{Q}_0(1, W_i) - \bar{Q}_0(0, W_i),
\]

where \( \bar{Q}_0(A, W) = E_0(Y|A, W) \) denotes the conditional expectation of the outcome, given the exposure \( A \) and the covariates \( W \). The TMLE for \( \Psi(P_n^0) \) is defined by following plug-in estimator:

\[
\Psi(\bar{Q}_n^*) = \frac{1}{n} \sum_{i=1}^{n} \bar{Q}_n^*(1, W_i) - \bar{Q}_n^*(0, W_i),
\]

where \( \bar{Q}_n^*(A, W) \) denotes targeted estimates of the conditional mean function \( \bar{Q}_0(A, W) \). Let \( \psi_0 \) denote the true parameter value and \( \psi_n^* \) denote the estimate.

Let us define the following function of \( O = (W, A, Y) \):

\[
D^*(\bar{Q}, g_0)(O) \equiv \left( \frac{\mathbb{I}(A = 1)}{g_0(A)} - \frac{\mathbb{I}(A = 0)}{g_0(A)} \right) (Y - \bar{Q}(A, W)),
\]

where the marginal probability of receiving the intervention or the control is \( g_0(A) = P_0(A) = 0.5 \) in a randomized trial with two arms. By construction, TMLE solves \( D^*(\bar{Q}, g_0)(O) \) at the targeted update \( \bar{Q}_n^* \):

\[
P_n D^*(\bar{Q}_n^*, g_0) = \frac{1}{n} \sum_{i=1}^{n} D^*(\bar{Q}_n^*, g_0)(O_i) = 0,
\]

where \( P_n \) denotes the empirical distribution, placing mass \((1/n)\) on each \( O_i, \ i = 1, \ldots, n \). It is of interest to note that this equality can be rewritten as

\[
\frac{1}{n/2} \sum_{j=1}^{n/2} \{ \bar{Q}_n^*(1, W_{j1}) - \bar{Q}_n^*(0, W_{j2}) \} = \frac{1}{n/2} \sum_{j=1}^{n/2} \{ Y_{j1} - Y_{j2} \},
\]

where observations in pair \( j \) have again been ordered such that the first corresponds to the intervention \( A_{j1} = 1 \) and the second to the control \( A_{j2} = 0 \). Thus, the TMLE has the
interesting property that if it is used to predict the counterfactual effect \( Y(1) - Y(0) \) for each pair \( j \), then the average of these \( j \)-specific effects equals the unadjusted estimator.

Let \( P^n_0 f = E[f(O^n) \mid W^n] \) denote the conditional expectation of a function \( f \) of the data \( O^n \), given the covariate vector \( W^n \). For all \( Q(A,W) \), we have

\[
P^n_0 D^*(\bar{Q},g_0) = (\bar{Q}_0(1,W_i) - \bar{Q}_0(0,W_i)) - (\bar{Q}(1,W_i) - \bar{Q}(0,W_i)).
\]

Therefore, the statistical estimand \( \Psi(P^n_0) \) minus the TMLE \( \Psi(\bar{Q}^*_n) \) can be written as the empirical mean of the above conditional expectation:

\[
\Psi(P^n_0) - \Psi(\bar{Q}^*_n) = \frac{1}{n} \sum_{i=1}^{n} P^n_0 D^*(\bar{Q}^*_n,g_0).
\]

Combining the latter equality with \( P_n D^*(\bar{Q}^*_n,g_0) = 0 \) yields

\[
(\psi^n - \psi_0) = P_n \left\{ D^*(\bar{Q}^*_n,g_0) - P^n_0 D^*(\bar{Q}^*_n,g_0) \right\}
= \frac{1}{n} \sum_{i=1}^{n} \left\{ D^*(\bar{Q}^*_n,g_0)(O_i) - P^n_0 D^*(\bar{Q}^*_n,g_0) \right\}.
\]

We can re-write this equality in terms of the empirical distribution \( P_{n/2} \), which puts mass \( 1/(n/2) \) on each paired data point \( \bar{O}_j = (O_{j1}, O_{j2}) \):

\[
(\psi^n - \psi_0) = P_{n/2} \left\{ \bar{D}^*(\bar{Q}^*_n,g_0) - P^n_0 \bar{D}^*(\bar{Q}^*_n,g_0) \right\}
= \frac{1}{n/2} \sum_{j=1}^{n/2} \left\{ \bar{D}^*(\bar{Q}^*_n,g_0)(\bar{O}_j) - P^n_0 \bar{D}^*(\bar{Q}^*_n,g_0) \right\}
\]

where \( \bar{D}^*(\bar{Q}^*_n,g_0)(\bar{O}_j) = \frac{1}{2} \left\{ D^*(\bar{Q}^*_n,g_0)(O_{j1}) + D^*(\bar{Q}^*_n,g_0)(O_{j2}) \right\} \).

Now let \( \mathcal{F} \) be a set of multivariate real valued functions so that \( \bar{Q}^*_n(A,W) \) is an element of \( \mathcal{F} \) with probability 1. Define the process \( (Z_n(\bar{Q}) : \bar{Q} \in \mathcal{F}) \) by

\[
Z_n(\bar{Q}) = \frac{1}{\sqrt{n/2}} \sum_{j=1}^{n/2} \left\{ \bar{D}^*(\bar{Q},g_0)(\bar{O}_j) - P^n_0 \bar{D}^*(\bar{Q},g_0) \right\}
\]

Conditional on the covariate vector \( W^n = (W_1, \ldots, W_n) \), \( Z_n(\bar{Q}) \) is a sum of \( n/2 \) independent mean zero random variables \( \bar{D}^*(\bar{Q},g_0)(\bar{O}_j) - P^n_0 \bar{D}^*(\bar{Q},g_0) \), \( j = 1, \ldots, n/2 \). Below we establish asymptotic equicontinuity of \( (Z_n(\bar{Q}) : \bar{Q} \in \mathcal{F}) \) so that \( Z_n(\bar{Q}_n^*) - Z_n(\bar{Q}) \rightarrow 0 \) in probability. Then, we can conclude that

\[
\sqrt{n/2}(\psi^n - \psi_0) = \frac{1}{\sqrt{n/2}} \sum_{j=1}^{n/2} \left\{ \bar{D}^*(\bar{Q},g_0)(\bar{O}_j) - P^n_0 \bar{D}^*(\bar{Q},g_0) \right\} + o_P(1).
\]
Since the main term on the right-hand side, conditional on \( W^n \), is a sum of independent mean zero random variables, we can apply the central limit theorem for sums of independent random variables.

Let us define the following function of the paired data \( \tilde{O}_j = (O_{j1}, O_{j2}) \):

\[
IC_j(\tilde{Q}, \tilde{Q}_0, g_0) \equiv D^*(\tilde{Q}, g_0)(\tilde{O}_j) - P_0^n D^*(\tilde{Q}, g_0),
\]

where the notation recognizes that \( P_0^n D^*(\tilde{Q}, g_0) \) also depends on the true conditional mean \( \tilde{Q}_0(A, W) = E_0(Y|A, W) \). We assume that

\[
\Sigma_0 = \lim_{n \to \infty} \frac{1}{n^{2}} \sum_{j=1}^{n/2} P_0^n IC_j(\tilde{Q}, \tilde{Q}_0, g_0)^2
\]

exists as a limit. Then, we have shown \( \sqrt{n/2}(\psi_n^* - \psi_0) \to_d N(0, \Sigma_0) \).

To establish the asymptotic equicontinuity result, we use a few fundamental building blocks. Let \( \mathcal{F}_d = \{ f_1 - f_2 : f_1, f_2 \in \mathcal{F} \} \). Let \( \sigma_n^2(f) = P_0^n Z_n(f)^2 \) be the conditional variance. Note that \( Z_n(f)/\sigma_n(f) \) is a sum of \( n/2 \) independent mean zero bounded random variables and the variance of this sum equals 1. Bernstein’s inequality states that

\[
P(| \sum_j Y_j | > x) \leq 2 \exp \left( -\frac{x^2}{2Mx/3} \right),
\]

for a universal \( K \) and \( C \). This implies \( \| Z_n(f)/\sigma_n(f) \|_{\psi_2} \leq (1 + K/C)^{0.5} \), where for a given convex function \( \psi \) with \( \psi(0) = 0 \), \( \| X \|_{\psi} \equiv \inf\{ C > 0 : E\psi(|X|/C) \leq 1 \} \) is the so called Orlics norm, and \( \psi_2(x) = \exp(x^2) - 1 \). Thus \( \| Z_n(f) \|_{\psi_2} \leq C_1 \sigma_n(f) \) for \( f \in \mathcal{F}_d \). This result allows us to apply Theorem 2.2.4 in van der Vaart and Wellner [163]: for each \( \delta > 0 \) and \( \eta > 0 \), we now have \( \delta_n \) be a sequence converging to zero, and let \( \eta_n \) also converge to zero but slowly enough so that the term \( \delta_n \psi_2^{-1}(N^2(\eta_n, \sigma_n, \mathcal{F}_d)) \) converges to zero as \( n \to \infty \). By assumption, \( \int_0^{\delta_n} \psi_2^{-1}(N(\epsilon, \sigma_n, \mathcal{F}_d))d\epsilon \) converges to zero. Thus,

\[
\lim_{\delta_n \to 0} \int_0^{\delta_n} \psi_2^{-1}(N(\epsilon, \sigma_n, \mathcal{F}_d))d\epsilon + \delta_n \psi_2^{-1}(N^2(\eta_n, \sigma_n, \mathcal{F}_d)) = 0.
\]
This proves that
\[ E \left( \sup_{\{f, \sigma_n(f) \leq \delta_n\}} | Z_n(f) | \right) \to 0. \]

Thus, if \( \sigma_n(\bar{Q}_n^* - \bar{Q}) \to 0 \) in probability, then \( Z_n(\bar{Q}_n^* - \bar{Q}) \to 0 \) in probability. This proves the following theorem.

**Theorem 1.** Consider the TMLE \( \Psi(\bar{Q}_n^*) \) of the statistical estimand \( \Psi(P_0^n) = \frac{1}{n} \sum_{i=1}^n \{ \bar{Q}_0(1, W_i) - \bar{Q}_0(0, W_i) \} \). Let \( P_0^n f \) represent the conditional expectation of a function \( f \) of \( O^n \), given the vector of covariates \( W^n \). This conditional expectation, \( P_0^n f \), is thus still random through \( W^n \). Let \( F \) be a set of multivariate real valued functions so that \( \bar{Q}_n^* \) is an element of \( F \) with probability 1. Define

\[ Z_n(\bar{Q}) = \frac{1}{\sqrt{n/2}} \sum_{j=1}^{n/2} IC_j(\bar{Q}, \bar{Q}_0, g_0) \]

where

\[ IC_j(\bar{Q}, \bar{Q}_0, g_0) \equiv \bar{D}^*(\bar{Q}, g_0)(\bar{O}_j) - P_0^n \bar{D}^*(\bar{Q}, g_0) \]

\[ \bar{D}^*(\bar{Q}, g_0)(\bar{O}_j) = \frac{1}{2} \left\{ D^*(\bar{Q}, g_0)(O_{j1}) + D^*(\bar{Q}, g_0)(O_{j2}) \right\} \]

\[ D^*(\bar{Q}, g_0)(O_i) = \left( \frac{\mathbb{I}(A_i = 1)}{g_0(A_i)} - \frac{\mathbb{I}(A_i = 0)}{g_0(A_i)} \right) (Y_i - \bar{Q}(A_i, W_i)) \]

where \( g_0(A) = P_0(A) \) is known. We make the following assumptions.

**Uniform bound:** Assume \( \sup_{Q \in F} \sup_O | D^*(\bar{Q}, g_0) | < M < \infty \), where the second supremum is over a set that contains the support of each \( O_i \).

**Convergence of variances:** Assume that for a specified \( \{ \sigma_0^2(\bar{Q}) : \bar{Q} \in F \} \), for any \( \bar{Q} \in F \),

\[ \frac{1}{n/2} \sum_{j=1}^{n/2} P_0^n IC_j(\bar{Q}, \bar{Q}_0, g_0)^2 \to \sigma_0^2(\bar{Q}) \text{ a.s (i.e. for almost every } (W^n, n \geq 1)) \].

**Convergence of \( \bar{Q}_n^* \) to some limit:** For any \( \bar{Q}_1, \bar{Q}_2 \in F \), we define

\[ \sigma_n^2(\bar{Q}_1 - \bar{Q}_2) = \frac{1}{n/2} \sum_{j=1}^{n/2} P_0^n \{ IC_j(\bar{Q}_1, \bar{Q}_0, g_0) - IC_j(\bar{Q}_2, \bar{Q}_0, g_0) \}^2, \]

where we note that the right-hand side indeed only depends on \( \bar{Q}_1, \bar{Q}_2 \) through its difference \( \bar{Q}_1 - \bar{Q}_2 \).

Assume that for a particular \( \bar{Q}^* \in F \), \( \sigma_n^2(\bar{Q}_n^* - \bar{Q}^*) \to 0 \) in probability as \( n \to \infty \).
Entropy condition: Let $\mathcal{F}^d = \{ f_1 - f_2 : f_1, f_2 \in \mathcal{F} \}$. Let $N(\epsilon, \sigma_n, \mathcal{F}^d)$ be the covering number of the class $\mathcal{F}^d$ w.r.t norm/dissimilarity $\| f \| = \sigma_n(f)$. Assume that the class $\mathcal{F}$ satisfies
\[
\lim_{\delta_n \to 0} \int_0^{\delta_n} \sqrt{\log N(\epsilon, \sigma_n, \mathcal{F}^d)} d\epsilon = 0
\]

Asymptotic equicontinuity of process: Then,
\[
Z_n(\bar{Q}^*) - Z_n(Q^0) \text{ converges to zero in probability, as } n \to \infty.
\]

First order linear approximation: As a consequence,
\[
\sqrt{n/2}(\psi_n^* - \psi_0) = Z_n(\bar{Q}^*) + o_P(1).
\]

Asymptotic normality: In addition, $Z_n(\bar{Q}^*)$ converges to $N(0, \sigma_0^2(\bar{Q}^*))$, so that
\[
\sqrt{n/2}(\psi_n^* - \psi_0) \text{ converges in distribution to } N(0, \sigma_0^2(\bar{Q}^*)�
\]

The asymptotic variance $\sigma_0^2(\bar{Q}^*)$ equals the limit of
\[
\sigma_{0,n}^2 = \frac{1}{n/2} \sum_{j=1}^{n/2} P_n \left\{ IC_j(\bar{Q}_n^*, \bar{Q}_0, g_0) \right\}^2
\]

If $Y_i$ is $d$-dimensional outcome, then the application of the above theorem to each component of $\psi_n^*$ yields the desired asymptotic linearity for the $d$-dimensional $\psi_n^*$ and thereby the asymptotic normality as well.

Conservative variance estimation

The above result suggests the following estimator of the asymptotic variance of the standardized TMLE:
\[
\hat{\Sigma} = \frac{1}{n/2} \sum_{j=1}^{n/2} IC_j(\bar{Q}_n^*, \bar{Q}_0, g_0)(\bar{O}_j)
\]

where $\bar{Q}_{n, np}$ is a consistent estimator of $Q_0$. Unfortunately, such a variance estimator relies upon consistent estimation of the conditional mean function $Q_0$, which is particular concerning when $n$ is small. However, we will now show that one can obtain a conservative variance estimate, which does not rely on a consistent estimator of the conditional mean function $Q_0$.

The asymptotic variance of the standardized estimator $\sqrt{n/2}(\psi_n^* - \psi_0)$ can be expressed as
\[
\Sigma_0 = \lim_{n \to \infty} \frac{1}{n/2} \sum_{j=1}^{n/2} P_n \left\{ IC_j(\bar{Q}_n^*, \bar{Q}_0, g_0) \right\}^2
\]

\[
= \lim_{n \to \infty} \frac{1}{n/2} \sum_{j=1}^{n/2} P_n \left\{ D(\bar{Q}_n^*, g_0) \right\}^2 - \left[ P_n D(\bar{Q}_n^*, g_0) \right]^2.
\]
The latter term is zero when $\bar{Q}^*(A, W) = \bar{Q}_0(A, W)$:

$$P_n^n \bar{D}^*(\bar{Q}^*, g_0) = \frac{1}{2} \left\{ \bar{Q}_0(1, W_{j1}) - \bar{Q}_0(0, W_{j1}) - (\bar{Q}^*(1, W_{j1}) - \bar{Q}^*(0, W_{j1})) 
+ \bar{Q}_0(1, W_{j2}) - \bar{Q}_0(0, W_{j2}) - (\bar{Q}^*(1, W_{j2}) - \bar{Q}^*(0, W_{j2})) \right\}$$

Thus, the true variance $\Sigma_0$ is always less than or equal to an upper bound $\Sigma^u_0$, where

$$\Sigma^u_0 = \lim_{n \to \infty} \frac{1}{n/2} \sum_{j=1}^{n/2} P_0^n \left\{ \bar{D}^*(\bar{Q}^*, g_0) \right\}^2$$

Again, if the conditional mean is consistently estimated $\bar{Q}^*(A, W) = \bar{Q}_0(A, W)$, $\Sigma^u_0 = \Sigma_0$.

We can consistently estimate the upper bound $\Sigma^u_0$ with

$$\hat{\Sigma}^u = \frac{1}{n/2} \sum_{j=1}^{n/2} \left\{ \bar{D}^*(\bar{Q}^*_n, g_0)(\bar{O}_j) \right\}^2$$

Recall

$$\bar{D}^*(\bar{Q}, g_0)(\bar{O}_j) = \frac{1}{2} \left\{ D^*(\bar{Q}, g_0)(O_{j1}) + D^*(\bar{Q}, g_0)(O_{j2}) \right\}
= \frac{1}{2} \left[ (\mathbb{I}(A_{j1} = 1) - \mathbb{I}(A_{j1} = 0)) (Y_{j1} - \bar{Q}(A_{j1}, W_{j1})) 
+ (\mathbb{I}(A_{j2} = 1) - \mathbb{I}(A_{j2} = 0)) (Y_{j2} - \bar{Q}(A_{j2}, W_{j2})) \right]$$

Ordering the observations within pairs, such that index $j1$ corresponds to the unit randomized to the intervention ($A_{j1} = 1$) and $j2$ corresponds to the unit randomized to the control ($A_{j2} = 0$), it follows that

$$\bar{D}^*(\bar{Q}, g_0)(\bar{O}_j) = Y_{j1} - \bar{Q}(1, W_{j1}) - (Y_{j2} - \bar{Q}(0, W_{j2}))$$

allowing us to represent the conservative variance estimator $\hat{\Sigma}^u$ as the difference in residuals within matched pairs:

$$\hat{\Sigma}^u = \frac{1}{n/2} \sum_{j=1}^{n/2} \left\{ Y_{j1} - \bar{Q}^*_n(1, W_{j1}) - (Y_{j2} - \bar{Q}^*_n(0, W_{j2})) \right\}^2.$$
Generalization to $N > n$ candidate units

Now consider the common adaptive design, where first $N$ candidate units are selected, the best $n/2$ matched pairs selected as a function of the covariate vector $W^N = (W_1, \ldots, W_n, \ldots, W_N)$, and the remaining $N - n$ units discarded. In the SEARCH trial, for example, 16 matched pairs were formed as a function of the baseline covariates of 54 candidate communities. As a result of this adaptive design, the treatment assignment mechanism depends on the $N$ candidate communities. Nonetheless, in a randomized trial, the conditional likelihood of the observed data factorizes as

$$P_0(O_1, \ldots, O_n | W_1, \ldots, W_N) = \prod_{j=1}^n g_0(A_{j1}, A_{j2} | W_1, \ldots, W_N)P_0(Y_{j1} | A_{j1}, W_j)P_0(Y_{j2} | A_{j2}, W_j)$$

$$= 0.5 \prod_{j=1}^n P_0(Y_{j1} | A_{j1}, W_{j1})P_0(Y_{j2} | A_{j2}, W_{j2})$$

$$= P_0(O_1, \ldots, O_n | W_1, \ldots, W_n) = P^n_0(O^n | W^n)$$

Therefore, given the baseline covariates of the $n$ study units $W^n = (W_1, \ldots, W_n)$, we still have $n/2$ conditionally independent observations. Furthermore, recall that the statistical estimand corresponds to the average treatment effect, conditional on the baseline covariates of the $n$ study units:

$$\Psi(P^n_0) = \frac{1}{n} \sum_{i=1}^n \bar{Q}_0(1, W_i) - \bar{Q}_0(0, W_i)$$

Since we condition on $W^n = (W_1, \ldots, W_n)$ in the target parameter and corresponding TMLE, the actual distribution that generated these $n$ covariates is not important. Recall we make no assumptions about the joint distribution of $P_0(W^N)$. We only need to assume that the conditional variance still converges. As a result, we can apply the same TMLE and asymptotics. As detailed in van der Laan et al. [115], this is a much different result than when the target parameter is the marginal (population) average treatment effect. In the latter case, the so-called adaptive missingness has important implications for estimation and inference to a target population of units.

B.3 Comparison with a non-matched trial (i.e. a completely randomized trial)

In this section, we consider estimation and inference for the conditional average treatment effect (CATE) in a trial, where the intervention is completely randomized. We consider implementation of the TMLE and the corresponding asymptotics. We conclude with an efficiency comparison between a trial within adaptive pair-matching and a trial without pair-matching.
TMLE for the CATE in a non-matched trial

Let $\hat{Q}_n(A,W)$ be an initial estimator of $\hat{Q}_0(A,W)$, which can be obtained by regressing the outcome $Y_i$ on exposure $A_i$ and covariates $W_i$, $i = 1, \ldots, n$. For a binary or bounded continuous outcome, the negative log-likelihood is a valid loss function:

$$-L(\hat{Q})(O) = Y \log \hat{Q}(A,W) + (1 - Y) \log(1 - \hat{Q}(A,W))$$

Now consider the logistic fluctuation submodel:

$$\logit[\hat{Q}_n(A,W)(\epsilon)] = \logit[\hat{Q}_n(A,W)] + \epsilon H(A)$$

where $H(A) = \left( \frac{\mathbb{I}(A = 1)}{g_0(A)} - \frac{\mathbb{I}(A = 0)}{g_0(A)} \right)$

In a randomized trial with two arms, the probability of receiving the intervention or control is $g_0(A = a) = P_0(A = a) = 0.5$. Let $\epsilon_n$ be the minimizer of the empirical mean of the loss function:

$$\epsilon_n = \arg \min_{\epsilon} P_n L(\hat{Q}_n(A,W)(\epsilon)) = \frac{1}{n} \sum_{i=1}^{n} L(\hat{Q}_n(A,W)(\epsilon))(O_i)$$

The TMLE of the conditional mean outcome $\hat{Q}_0(A,W)$ is defined by plugging in the estimated coefficient $\epsilon_n$ into the fluctuation model $\hat{Q}_n^*(A,W) = \hat{Q}_n(A,W)(\epsilon_n)$. The TMLE of $\Psi(P_0^n)$ is defined as the corresponding plug-in estimator:

$$\Psi(\hat{Q}_n^*) = \frac{1}{n} \sum_{i=1}^{n} \{ \hat{Q}_n^*(1,W_i) - \hat{Q}_n^*(0,W_i) \}$$

As before, initial estimation of the conditional mean function $\hat{Q}_0(A,W)$ can also be based on least squares regression and targeting achieved with the following fluctuation submodel:

$$\hat{Q}_n(A,W)(\epsilon) = \hat{Q}_n(A,W) + \epsilon H(A)$$

Recall the definition of $D^*(\hat{Q},g_0)(O)$ as the following function of the observed data $O = (W,A,Y)$:

$$D^*(\hat{Q},g_0)(O) = \left( \frac{\mathbb{I}(A = 1)}{g_0(A)} - \frac{\mathbb{I}(A = 0)}{g_0(A)} \right) (Y - \hat{Q}(A,W)),$$

where the probability of receiving the intervention or the control is $g_0(A) = P_0(A) = 0.5$ in a randomized trial. By construction, TMLE solves $D^*(\hat{Q},g_0)(O)$ at the targeted update $\hat{Q}_n^*$:

$$P_n D^*(\hat{Q}_n^*,g_0) = \frac{1}{n} \sum_{i=1}^{n} D^*(\hat{Q}_n^*,g_0)(O_i) = 0$$
where $P_n$ denotes the empirical distribution, placing mass $(1/n)$ on each $O_i$, $i = 1, \ldots, n$. For all $Q(A,W)$, we also have
\[
P^n_0 D^*(\hat{Q}, g_0) = (\hat{Q}_0(1, W_i) - \hat{Q}_0(0, W_i)) - (\hat{Q}(1, W_i) - \hat{Q}(0, W_i)),
\]
where $P^n_0 f = E[f(O^n)|W^n]$ denotes the conditional expectation of the function $f$ of the data $O^n$, given the covariate vector $W^n$. Therefore, the statistical estimand $\Psi(P^n_0)$ minus the TMLE $\Psi(\tilde{Q}_n^*)$ can be written as the empirical mean of the above conditional expectation:
\[
\Psi(P^n_0) - \Psi(\tilde{Q}_n^*) = \frac{1}{n} \sum_{i=1}^n P^n_0 D^*(\tilde{Q}_n^*, g_0).
\]
Combining the latter equality with $P_n D^*(\tilde{Q}_n^*, g_0) = 0$ yields
\[
\sqrt{n}(\psi_n^* - \psi_0) = \frac{1}{\sqrt{n}} \sum_{i=1}^n \left\{ D^*(\tilde{Q}_n^*, g_0)(O_i) - P^n_0 D^*(\tilde{Q}_n^*, g_0) \right\}.
\]
Recall $\mathcal{F}$ is the set of multivariate real-valued functions such that $Q_n^*(A,W)$ is an element of $\mathcal{F}$ with probability 1. Define the process $(Z_n(\hat{Q}) : \hat{Q} \in \mathcal{F})$ by
\[
Z_n(\hat{Q}) = \frac{1}{\sqrt{n}} \sum_{i=1}^n \left\{ D^*(\hat{Q}, g_0)(O_i) - P^n_0 D^*(\hat{Q}, g_0) \right\},
\]
Conditional on the covariate vector $W^n = (W_1, \ldots, W_n)$, $Z_n(\hat{Q})$ is a sum of $n$ independent mean zero random variables $D^*(\hat{Q}, g_0)(O_i) - P^n_0 D^*(\hat{Q}, g_0)$, $i = 1, \ldots, n$. Below we establish asymptotic equicontinuity of $(Z_n(\hat{Q}) : \hat{Q} \in \mathcal{F})$ so that $Z_n(\tilde{Q}_n^*) - Z_n(\hat{Q}) \to 0$ in probability. Then, we can conclude that
\[
\sqrt{n}(\psi_n^* - \psi_0) = \frac{1}{\sqrt{n}} \sum_{i=1}^n \left\{ D^*(\hat{Q}, g_0)(O_i) - P^n_0 D^*(\hat{Q}, g_0) \right\} + o_P(1).
\]
Since the main term on the right-hand side, conditional on $W^n$, is a sum of independent mean zero random variables, we can apply the central limit theorem for sums of independent random variables.

For a completely randomized trial, let us define the following function of the unit data $O_i = (W_i, A_i, Y_i)$:
\[
IC_i(\hat{Q}, Q_0, g_0) \equiv D^*(\hat{Q}, g_0)(O_i) - P^n_0 D^*(\hat{Q}, g_0),
\]
where the notation recognizes that $P^n_0 D^*(\hat{Q}, g_0)$ also depends on the true conditional mean $\hat{Q}_0(A,W) = E_0(Y|A,W)$. We assume that
\[
\Sigma_0 = \lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^n P^n_0 IC_i(\hat{Q}, Q_0, g_0)^2
\]
exists as a limit. Then, we have shown $\sqrt{n}(\psi_n^* - \psi_0) \Rightarrow_d N(0, \Sigma_0)$.

To establish the asymptotic equicontinuity result, we use a few fundamental building blocks. Let $\mathcal{F}_d = \{f_1 - f_2 : f_1, f_2 \in \mathcal{F}\}$. Let $\sigma_n^2(f) = P_0^n Z_n(f)^2$ be the conditional variance. Note that $Z_n(f)/\sigma_n(f)$ is a sum of $n$ independent mean zero bounded random variables and the variance of this sum equals 1. Bernstein’s inequality states that $P(|\sum_j Y_j| > x) \leq 2 \exp\left(-\frac{x^2}{2 \text{VAR} \sum_j Y_j}\right)$, where $\text{VAR} \sum_j Y_j$. Thus, by Bernstein’s inequality, conditional on $W^n$, we have

$$P\left(\left|\frac{Z_n(f)}{\sigma_n(f)}\right| > x\right) \leq 2 \exp\left(-\frac{x^2}{2 \left(1 + \frac{Mx}{3}\right)}\right) \leq K \exp(-Cx^2),$$

for a universal $K$ and $C$. This implies $\|Z_n(f)/\sigma_n(f)\|_{\psi_2} \leq (1 + K/C)^{0.5}$, where for a given convex function $\psi$ with $\psi(0) = 0, \|X\|_\psi = \inf\{C > 0 : E\psi(|X|/C) \leq 1\}$ is the so called Orlics norm, and $\psi_2(x) = \exp(x^2) - 1$. Thus $\|Z_n(f)\|_{\psi_2} \leq C_1 \sigma_n(f)$ for $f \in \mathcal{F}_d$. This result allows us to apply Theorem 2.2.4 in van der Vaart and Wellner [163]: for each $\delta > 0$ and $\eta > 0$, we now have

$$\|\sup_{\sigma_n(f) \leq \delta} |Z_n(f)|\|_{\psi_2} \leq K \left\{ \int_0^\delta \psi_2^{-1}(N(\epsilon, \sigma_n, \mathcal{F}_d))d\epsilon + \delta \psi_2^{-1}(N^2(\eta, \sigma_n, \mathcal{F}_d)) \right\},$$

(B.2)

where $N(\epsilon, \sigma_n, \mathcal{F}_d)$ is the number of balls of size $\epsilon$ w.r.t. norm $\|f\|_\psi = \sigma_n(f)$ to cover $\mathcal{F}_d$.

Convergence of a sequence of random variables to zero with respect to $\psi_2$-Orlics norm implies convergence in expectation to zero and thereby convergence of that sequence of random variables to zero in probability. Let $\delta_n$ be a sequence converging to zero, and let $\eta_n$ also converge to zero but slowly enough so that the term $\delta_n \psi_2^{-1}(N^2(\eta_n, \sigma_n, \mathcal{F}_d))$ converges to zero as $n \to \infty$. By assumption, $\int_0^\delta \psi_2^{-1}(N(\epsilon, \sigma_n, \mathcal{F}_d))d\epsilon$ converges to zero. Thus,

$$\lim_{\delta_n \to 0} \left\{ \int_0^{\delta_n} \psi_2^{-1}(N(\epsilon, \sigma_n, \mathcal{F}_d))d\epsilon + \delta_n \psi_2^{-1}(N^2(\eta_n, \sigma_n, \mathcal{F}_d)) \right\} = 0,$$

This proves that

$$E\left(\sup_{\{f : \sigma_n(f) \leq \delta\}} |Z_n(f)|\right) \to 0.$$

Thus, if $\sigma_n(\bar{Q}_n^* - \bar{Q}) \to 0$ in probability, then $Z_n(\bar{Q}_n^* - \bar{Q}) \to 0$ in probability. This proves the following theorem.

**Theorem 2.** Consider the TMLE $\Psi(\bar{Q}_n^*)$ for the statistical estimand

$\Psi(P^n_\ast) = 1/n \sum_{i=1}^n \{Q_0(1, W_i) - Q_0(0, W_i)\}$ defined above for a trial without pair-matching (i.e. a trial with complete randomization). Let $P^n_\ast f$ represents a conditional expectation of a function $f$ of $O^n$, given $W^n$. This conditional expectation is thus still random through $W^n$. Let $\mathcal{F}$ be a set of multivariate real valued functions so that $\bar{Q}_n^*$ is an element of $\mathcal{F}$ with probability 1. Define

$$Z_n(\bar{Q}) = \frac{1}{\sqrt{n}} \sum_{i=1}^n IC_i(\bar{Q}, \bar{Q}_0, g_0),$$
where
\[
IC_i(\bar{Q}, \bar{Q}_0, g_0) = D^*(\bar{Q}, g_0)(O_i) - P_0^n D^*(\bar{Q}, g_0)
\]
\[
D^*(\bar{Q}, g_0)(O_i) = \left( \frac{1}{g_0(A_i)} - \frac{1}{g_0(A_i)} \right) (Y_i - \bar{Q}(A_i, W_i)).
\]

We make the following assumptions.

**Uniform bound:** Assume \(\sup_{Q \in \mathcal{F}} \sup_O | D^*(\bar{Q}, g_0) | < M < \infty\), where the second supremum is over a set that contains the support of each \(O_i\).

**Convergence of variances:** Assume that for a specified \(\{\sigma_0^2(\bar{Q}) : \bar{Q} \in \mathcal{F}\}\), for any \(\bar{Q} \in \mathcal{F}\),
\[
\frac{1}{n} \sum_{i=1}^{n} P^n_0 IC_i(\bar{Q}, \bar{Q}_0, g_0)^2 \rightarrow \sigma_0^2(\bar{Q}) \text{ a.s (i.e, for almost every } (W^n, n \geq 1)).
\]

**Convergence of \(\bar{Q}_n^*\) to some limit:** For any \(\bar{Q}_1, \bar{Q}_2 \in \mathcal{F}\), we define
\[
\sigma_n^2(\bar{Q}_1 - \bar{Q}_2) = \frac{1}{n} \sum_{i=1}^{n} P^n_0 \left\{ IC_i(\bar{Q}_1, \bar{Q}_0, g_0) - IC_i(\bar{Q}_2, \bar{Q}_0, g_0) \right\}^2,
\]
where we note that the right-hand side indeed only depends on \(\bar{Q}_1, \bar{Q}_2\) through its difference \(\bar{Q}_1 - \bar{Q}_2\).

Assume that for a particular \(\bar{Q}^* \in \mathcal{F}\), \(\sigma_n^2(\bar{Q}_n^* - \bar{Q}^*) \rightarrow 0\) in probability as \(n \rightarrow \infty\).

**Entropy condition:** Let \(\mathcal{F}^d = \{f_1 - f_2 : f_1, f_2 \in \mathcal{F}\}\). Let \(N(\epsilon, \sigma_n, \mathcal{F}^d)\) be the covering number of the class \(\mathcal{F}^d\) w.r.t norm/dissimilarity \(\| f \| = \sigma_n(f)\). Assume that the class \(\mathcal{F}\) satisfies
\[
\lim_{\delta_n \rightarrow 0} \int_{0}^{\delta_n} \sqrt{\log N(\epsilon, \sigma_n, \mathcal{F}^d)} d\epsilon = 0
\]

**Asymptotic equicontinuity of process:** Then,
\[
Z_n(\bar{Q}_n^*) - Z_n(\bar{Q}^*) \text{ converges to zero in probability, as } n \rightarrow \infty.
\]

**First order linear approximation:** As a consequence,
\[
\sqrt{n}(\psi_n^* - \psi_0) = Z_n(\bar{Q}^*) + o_P(1).
\]

**Asymptotic normality:** In addition, \(Z_n(\bar{Q}^*)\) converges to \(N(0, \sigma_0^2(\bar{Q}^*))\), so that
\[
\sqrt{n}(\psi_n^* - \psi_0) \text{ converges in distribution to } N(0, \sigma_0^2(\bar{Q}^*)).
\]

The asymptotic variance \(\sigma_0^2(\bar{Q}^*)\) equals the limit of
\[
\sigma_0^2 = \frac{1}{n} \sum_{i=1}^{n} P^n_0 \left\{ IC_i(\bar{Q}^*, \bar{Q}_0, g_0) \right\}^2.
\]

If \(Y_i\) is a \(d\)-dimensional outcome, then application of the above theorem to each component of \(\psi_n^*\) yields the desired asymptotic linearity for the \(d\)-dimensional \(\psi_n^*\) and thereby the asymptotic normality as well.
Conservative variance estimation

As before, we can obtain a conservative variance estimator, which does not rely on a consistent estimator of the conditional mean function $\bar{Q}_0(A,W)$. The asymptotic variance of the standardized estimator in the design with complete randomization can be expressed as

$$\Sigma_0 = \lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} P^n_0 \{ D^*(\bar{Q}_0, g_0) \}^2 - \{ P^n_0 D^*(\bar{Q}_0, g_0) \}^2$$

The latter term is zero when $\bar{Q}^*(A,W) = \bar{Q}_0(A,W)$:

$$P^n_0 D^*(\bar{Q}_0, g_0) = (\bar{Q}_0(1,W_i) - \bar{Q}_0(0,W_i)) - (\bar{Q}^*(1,W_i) - \bar{Q}^*(0,W_i))$$

Thus, the true variance $\Sigma_0$ is always less than or equal to an upper bound $\Sigma^u_0$, where

$$\Sigma^u_0 = \lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} P^n_0 \{ D^*(\bar{Q}_0, g_0) \}^2$$

We can consistently estimate the upper bound $\Sigma^u_0$ with

$$\hat{\Sigma}^u = \frac{1}{n} \sum_{i=1}^{n} D^*(\bar{Q}^*_n, g_0)(O_i)$$

$$= \frac{4}{n} \sum_{i=1}^{n} (Y_i - \bar{Q}^*_n(A_i, W_i))^2.$$

where we have used that the treatment assignment mechanism $g_0(A) = P_0(A) = 0.5$ in a randomized trial.

Comparison of asymptotic variances of the TMLEs in a trial without pair-matching (i.e. complete/independent randomization) and a trial with pair-matching

The above two theorems give us the following approximations for the TMLEs $\psi^*_n,I$ under independent randomization and $\psi^*_n,M$ under adaptive pair-matching:

$$\sqrt{n}(\psi^*_n,I - \psi_0) = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \left\{ D^*(\bar{Q}, g_0)(O_i) - P^n_0 D^*(\bar{Q}, g_0) \right\} + o_P(1)$$

$$\sqrt{n/2}(\psi^*_n,M - \psi_0) = \frac{1}{\sqrt{n/2}} \sum_{j=1}^{n/2} \left\{ D^*(\bar{Q}, g_0)(\bar{O}_j) - P^n_0 D^*(\bar{Q}, g_0) \right\} + o_P(1)$$
where

\[ D^*(\bar{Q}, g_0)(\bar{O}_j) = \frac{1}{2} \left\{ D^*(\bar{Q}, g_0)(O_{1j}) + D^*(\bar{Q}, g_0)(O_{2j}) \right\} \]

\[ D^*(\bar{Q}, g_0)(O_i) = \left( \frac{\mathbb{I}(A_i = 1)}{g_0(A_i)} - \frac{\mathbb{I}(A_i = 0)}{g_0(A_i)} \right) (Y_i - \bar{Q}(A_i, W_i)) \]

The corresponding asymptotic variances are

\[ \Sigma_{0,I} = \lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} P^n_0 \left[ D^*(\bar{Q}, g_0)^2 \right] - \left[ P^n_0 D^*(\bar{Q}, g_0) \right] \]

\[ \Sigma_{0,M} = \lim_{n \to \infty} \frac{1}{n^{1/2}} \sum_{j=1}^{n/2} P^n_0 \left[ \tilde{D}^*(\bar{Q}^*, g_0)^2 \right] - \left[ P^n_0 \tilde{D}^*(\bar{Q}^*, g_0) \right]^2 , \]

respectively. Expanding out the squared terms and simplifying, the asymptotic variance of the standardized estimator in the independent design is

\[ \Sigma_{0,I} = \lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} \left\{ 2E_0 \left[ (Y_i - \bar{Q}_0(1, W_i))^2 \right| A_i = 1, W^n \right] \right. \]

\[ + 2E_0 \left[ (Y_i - \bar{Q}_0(0, W_i))^2 \right| A_i = 0, W^n \right] \]

\[ + \left[ \bar{Q}_0(1, W_i) - \bar{Q}(1, W_i) + \bar{Q}_0(0, W_i) - \bar{Q}(0, W_i) \right]^2 \}

Likewise, the asymptotic variance of the standardized estimator in the adaptive design is

\[ \Sigma_{0,M} = \lim_{n \to \infty} \frac{1}{2n} \sum_{i=1}^{n} \left\{ 2E_0 \left[ (Y_i - \bar{Q}_0(1, W_i))^2 \right| A_i = 1, W^n \right] \right. \]

\[ + 2E_0 \left[ (Y_i - \bar{Q}_0(0, W_i))^2 \right| A_i = 0, W^n \right] \]

\[ + \left[ \bar{Q}_0(1, W_i) - \bar{Q}(1, W_i) + \bar{Q}_0(0, W_i) - \bar{Q}(0, W_i) \right]^2 \} \]

\[ - \rho_0 \]

where \( \rho_0 \) is the following pairwise product

\[ \rho_0 = \lim_{n \to \infty} \frac{1}{n} \sum_{j=1}^{n/2} \left\{ \left[ \bar{Q}_0(1, W_{j1}) - \bar{Q}(1, W_{j1}) + \bar{Q}_0(0, W_{j1}) - \bar{Q}(0, W_{j1}) \right] \times \right. \]

\[ \left. \left[ \bar{Q}_0(1, W_{j2}) - \bar{Q}(1, W_{j2}) + \bar{Q}_0(0, W_{j2}) - \bar{Q}(0, W_{j2}) \right] \right\} \]
The proof is omitted here, but readily available upon request from the authors.

Thus, the asymptotic variance of the TMLE in the independent design is \( \Sigma_{0,I}/n \) whereas the asymptotic variance of the TMLE in the adaptive design is \( \Sigma_{0,M}/(n/2) = \Sigma_{0,I}/n - 2\rho_0/n \). When we match well on measured and unmeasured factors, the product of the deviations between the true conditional means and the estimated means within matched pairs is expected to be positive:

\[
\rho_0 \geq 0
\]

Under this condition, the adaptive design will be more efficient than the completely randomized trial. As an example, consider the unadjusted estimator and suppose we match perfectly on \( W \), which is predictive of the outcome. Then the relevant term is

\[
\left[ \bar{Q}_0(1, W_j) - \bar{Q}_n(1) + \bar{Q}_0(0, W_j) - \bar{Q}_n(0) \right]^2 > 0
\]

If we consistently estimate \( \bar{Q}_0(A, W) \), then the cross-term \( \rho_0 \) is zero and the efficiency bound of the two designs is the same:

\[
\Sigma_{0,M}/(n/2) = \Sigma_{0,I}/n
\]

In finite samples, we also expect there to be an efficiency gain from pair-matching. Comparing the proposed variance estimators, we have

\[
\hat{\Sigma}^u_M = \frac{1}{n/2} \sum_{j=1}^{n/2} \left( (Y_{j1} - \bar{Q}^*_{n}(1, W_{j1})) - (Y_{j2} - \bar{Q}^*_{n}(0, W_{j2})) \right)^2
\]

\[
= \frac{1}{n/2} \sum_{j=1}^{n/2} \left( (Y_{j1} - \bar{Q}^*_{n}(1, W_{j1}))^2 + (Y_{j2} - \bar{Q}^*_{n}(0, W_{j2}))^2 
- 2(Y_{j1} - \bar{Q}^*_{n}(1, W_{j1}))(Y_{j2} - \bar{Q}^*_{n}(0, W_{j2})) \right)
\]

\[
\hat{\Sigma}^u_I = \frac{4}{n} \sum_{i=1}^{n} (Y_i - \bar{Q}^*_{n}(A_i, W_i))^2
\]

\[
= \frac{4}{n} \sum_{j=1}^{n/2} \left( Y_{j1} - \bar{Q}^*_{n}(1, W_{j1}) \right)^2 + \left( Y_{j2} - \bar{Q}^*_{n}(1, W_{j2}) \right)^2
\]

Then, the difference is

\[
\frac{\hat{\Sigma}^u_I}{n} - \frac{\hat{\Sigma}^u_M}{n/2} = 2 \frac{n/2}{(n/2)^2} \sum_{j=1}^{n/2} (Y_{j1} - \bar{Q}^*_{n}(1, W_{j1}))(Y_{j2} - \bar{Q}^*_{n}(0, W_{j2}))
\]

If we succeed in matching pairs on predictive covariates \( W \), then the sample covariance of residuals within matched pairs will be positive. Under this condition (expected to hold in practice), adaptive pair-matching will yield more precise estimates in finite samples.
B.4 Simulation results under the null

The following table gives the simulation results when there is no effect. The null scenario was simulated by randomly assigning the intervention, but generating the outcomes under the control ($A = 0$). Recall Simulation A represents a rare outcome and Simulation B represents a more common outcome.
<table>
<thead>
<tr>
<th>Simulation</th>
<th>Bias</th>
<th>Std. Dev.</th>
<th>Std. Error</th>
<th>t-stat</th>
<th>CI Cov.</th>
<th>α</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No Matching</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Simulation A</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unadj.</td>
<td>0.00015</td>
<td>0.0061</td>
<td>0.0060</td>
<td>0.0</td>
<td>95</td>
<td>5</td>
</tr>
<tr>
<td>TMLE linear for Z</td>
<td>0.00001</td>
<td>0.0033</td>
<td>0.0032</td>
<td>0.0</td>
<td>94</td>
<td>6</td>
</tr>
<tr>
<td>TMLE logit for Z</td>
<td>0.00003</td>
<td>0.0032</td>
<td>0.0030</td>
<td>0.0</td>
<td>94</td>
<td>6</td>
</tr>
<tr>
<td>TMLE linear for (W, Z)</td>
<td>0.00003</td>
<td>0.0030</td>
<td>0.0026</td>
<td>0.0</td>
<td>91</td>
<td>9</td>
</tr>
<tr>
<td>TMLE logit for (W, Z)</td>
<td>0.00005</td>
<td>0.0029</td>
<td>0.0024</td>
<td>0.0</td>
<td>90</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>Adaptive Pair-Matching</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unadj.</td>
<td>0.00002</td>
<td>0.0034</td>
<td>0.0034</td>
<td>0.0</td>
<td>96</td>
<td>4</td>
</tr>
<tr>
<td>TMLE linear for Z</td>
<td>0.00005</td>
<td>0.0028</td>
<td>0.0028</td>
<td>0.0</td>
<td>95</td>
<td>5</td>
</tr>
<tr>
<td>TMLE logit for Z</td>
<td>0.00005</td>
<td>0.0027</td>
<td>0.0027</td>
<td>0.0</td>
<td>95</td>
<td>5</td>
</tr>
<tr>
<td>TMLE linear for (W, Z)</td>
<td>0.00005</td>
<td>0.0027</td>
<td>0.0026</td>
<td>0.0</td>
<td>94</td>
<td>6</td>
</tr>
<tr>
<td>TMLE logit for (W, Z)</td>
<td>0.00005</td>
<td>0.0027</td>
<td>0.0025</td>
<td>0.0</td>
<td>94</td>
<td>6</td>
</tr>
<tr>
<td>Simulation B</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unadj.</td>
<td>0.00017</td>
<td>0.0058</td>
<td>0.0057</td>
<td>0.0</td>
<td>95</td>
<td>5</td>
</tr>
<tr>
<td>TMLE linear for Z</td>
<td>0.00006</td>
<td>0.0035</td>
<td>0.0033</td>
<td>0.0</td>
<td>94</td>
<td>6</td>
</tr>
<tr>
<td>TMLE logit for Z</td>
<td>0.00007</td>
<td>0.0036</td>
<td>0.0035</td>
<td>0.0</td>
<td>94</td>
<td>6</td>
</tr>
<tr>
<td>TMLE linear for (W, Z)</td>
<td>0.00007</td>
<td>0.0031</td>
<td>0.0027</td>
<td>0.0</td>
<td>91</td>
<td>9</td>
</tr>
<tr>
<td>TMLE logit for (W, Z)</td>
<td>0.00007</td>
<td>0.0035</td>
<td>0.0030</td>
<td>0.0</td>
<td>91</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>Adaptive Pair-Matching</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unadj.</td>
<td>0.00002</td>
<td>0.0034</td>
<td>0.0033</td>
<td>0.0</td>
<td>95</td>
<td>5</td>
</tr>
<tr>
<td>TMLE linear for Z</td>
<td>0.00006</td>
<td>0.0029</td>
<td>0.0028</td>
<td>0.0</td>
<td>95</td>
<td>5</td>
</tr>
<tr>
<td>TMLE logit for Z</td>
<td>0.00005</td>
<td>0.0030</td>
<td>0.0029</td>
<td>0.0</td>
<td>95</td>
<td>5</td>
</tr>
<tr>
<td>TMLE linear for (W, Z)</td>
<td>0.00004</td>
<td>0.0028</td>
<td>0.0026</td>
<td>0.0</td>
<td>94</td>
<td>6</td>
</tr>
<tr>
<td>TMLE logit for (W, Z)</td>
<td>0.00004</td>
<td>0.0030</td>
<td>0.0028</td>
<td>0.0</td>
<td>94</td>
<td>6</td>
</tr>
</tbody>
</table>

Table B.1: For Simulation A (rare outcome) and Simulation B (more common outcome) with no treatment effect, summary of the estimator performance over 5,000 simulations of $n = 32$ communities. The rows indicate the estimator and the columns the performance metric: bias as the average deviation between the point estimate and sample-specific true value; standard deviation as the square root of the variance of the point estimates; standard error as the average standard error estimate based on the influence curve; t-statistic as the average value of the test statistic (point estimate divided by standard error estimate); confidence interval coverage as the proportion of intervals containing the true parameter value (in %), and the type I error ($\alpha$) as the proportion of studies falsely rejecting the null hypothesis (in %).
Appendix C

Technical Appendix for Chapter 3

C.1 The TMLE is an asymptotically linear estimator of the SATE

Consider the statistical parameter corresponding to the population average treatment effect (PATE):

\[ \Psi_{P_0} = E_0[ E_0(Y|A = 1, W) - E_0(Y|A = 0, W)] \]

where \( Q_0(A, W) = E_0(Y|A, W) \) denotes the conditional expectation of the outcome, given the exposure and covariates. The TMLE for \( \Psi_{P_0} \) is defined by the following substitution estimator:

\[ \Psi_n(P_n) = \frac{1}{n} \sum_{i=1}^{n} [ \bar{Q}_n^*(1, W_i) - \bar{Q}_n^*(0, W_i) ] \]

where \( P_n \) denotes the empirical distribution, putting mass \( 1/n \) on each \( O_i = (W_i, A_i, Y_i) \) and \( \bar{Q}_n^*(A, W) \) denotes the targeted estimator.

Suppose the exposure mechanism, denoted \( g_0(A|W) = P_0(A|W) \), is known as in a randomized trial. Under the following regularity conditions, the TMLE of \( \Psi_{P_0} \) is asymptotically linear [40]:

\[ \Psi_n(P_n) - \Psi_{P_0} = \frac{1}{n} \sum_{i=1}^{n} D^P(\bar{Q}, g_0)(O_i) + o_P(1/\sqrt{n}) \]

with influence curve

\[ D^P(\bar{Q}, g_0)(O) = \left( \frac{\mathbb{I}(A = 1)}{g_0(1|W)} - \frac{\mathbb{I}(A = 0)}{g_0(0|W)} \right) (Y - Q(A, W)) + Q(1, W) - Q(0, W) - \Psi_{P_0}(P_0) \]

where \( \bar{Q}(A, W) \) denotes the limit of the TMLE \( \bar{Q}_n^*(A, W) \). Specifically, we assume the positivity assumption holds: for some \( \delta > 0 \), \( \delta < g_0(1|W) < 1 - \delta \). We also assume that
\[ P_0 \left[ D_n^P(\bar{Q}_n^*, g_0) - D_n^P(\bar{Q}, g_0) \right]^2 \rightarrow 0 \text{ in probability and that } D_n^P(\bar{Q}_n^*, g_0) \text{ is in the } P_0\text{-Donsker class with probability tending to } 1. \] Here we used notation \( P_0 f = \int f(o) dP_0(0) \) for some function \( f \).

**Theorem 3.** Suppose we have \( n \) i.i.d. observations of random variable \( O = (W, A, Y) \sim P_0 \), where \( W \) denotes the baseline covariates, \( A \) denotes the exposure, and \( Y \) denotes the outcome. Consider the sample average treatment effect (SATE) \( \Psi^S(P_{U,X}) = \frac{1}{n} \sum_{i=1}^{n} Y_i(1) - Y_i(0) \), and exogenous factors \( X = (W, A, Y) \). Under the above regularity conditions, the TMLE \( \Psi_n(P_n) = \frac{1}{n} \sum_{i=1}^{n} \bar{Q}^*_n(1, W_i) - \bar{Q}^*_n(0, W_i) \) is an asymptotically linear estimator of the SATE:

\[
\Psi_n(P_n) - \Psi^S(P_{U,X}) = \frac{1}{n} \sum_{i=1}^{n} D^S(U_i, X_i) + o_P(1/\sqrt{n})
\]

with influence curve

\[
D^S(U, X) = D^C(Q, g_0)(O) - D^F(U, X)
\]

\[
D^C(\bar{Q}, g_0)(O) = \left( \frac{I(A = 1)}{g_0(1|W)} - \frac{I(A = 0)}{g_0(0|W)} \right) (Y - \bar{Q}(A, W)) - [\bar{Q}_0(W) - \bar{Q}(W)]
\]

\[
D^F(U, X) = Y(1) - Y(0) - [\bar{Q}_0(1, W) - \bar{Q}_0(0, W)]
\]

where \( \bar{Q}(W) = \bar{Q}(1, W) - \bar{Q}(0, W) \) denotes the difference in the treatment-specific means.

We note that \( D^C \) is the influence curve of the TMLE for the conditional estimand \( \Psi_0^C(P_0) = \frac{1}{n} \sum_{i=1}^{n} \bar{Q}_0(1, W_i) - \bar{Q}_0(0, W_i) \), which corresponds to the conditional average treatment effect (CATE) under the necessary causal assumptions [129]. The remaining non-identifiable piece \( D^F \) is difference between the unit-specific effect and the effect within strata of covariates.

**Proof.** Let \( \bar{Q}_0(W) = \bar{Q}_0(1, W) - \bar{Q}_0(0, W) \) denote the true difference in treatment-specific means. We can write the deviation between the TMLE \( \Psi_n(P_n) \) for the population estimand
\( \Psi_0^P(P_0) \) and the SATE as
\[
\Psi_n(P_n) - \Psi_0^S(P_{U,X}) = \Psi_n(P_n) - \Psi_0^P(P_0) - [\Psi_0^S(P_{U,X}) - \Psi_0^P(P_0)]
\]
\[
= \frac{1}{n} \sum_{i=1}^n D^P(O_i) - [\Psi_0^S(P_{U,X}) - \Psi_0^P(P_0)] + o_P(1/\sqrt{n})
\]
\[
= \frac{1}{n} \sum_{i=1}^n D^P(O_i) - \left[ \frac{1}{n} \sum_{i=1}^n Y_i(1) - Y_i(0) - \bar{Q}_0(W_i) + \bar{Q}_0(W_i) - \Psi_0^P(P_0) \right]
+ o_P(1/\sqrt{n})
\]
\[
= \frac{1}{n} \sum_{i=1}^n \left( \frac{\mathbb{I}(A_i = 1)}{g_0(1|W_i)} - \frac{\mathbb{I}(A_i = 0)}{g_0(0|W_i)} \right) (Y_i - \bar{Q}(A_i, W_i)) + \bar{Q}(W_i) - \Psi_0^P(P_0)
\]
\[
- \left[ \frac{1}{n} \sum_{i=1}^n Y_i(1) - Y_i(0) - \bar{Q}_0(W_i) + \bar{Q}_0(W_i) - \Psi_0^P(P_0) \right] + o_P(1/\sqrt{n})
\]
\[
= \frac{1}{n} \sum_{i=1}^n \left( \frac{\mathbb{I}(A_i = 1)}{g_0(1|W_i)} - \frac{\mathbb{I}(A_i = 0)}{g_0(0|W_i)} \right) (Y_i - \bar{Q}(A_i, W_i)) - [\bar{Q}_0(W_i) - \bar{Q}(W_i)]
\]
\[
- \left[ \frac{1}{n} \sum_{i=1}^n Y_i(1) - Y_i(0) - \bar{Q}_0(W_i) \right] + o_P(1/\sqrt{n})
\]
\[
= \frac{1}{n} \sum_{i=1}^n D^C(O_i) - D^F(U_i, X_i) + o_P(1/\sqrt{n})
\]

where the influence curve of the TMLE for the conditional estimand \( \Psi_0^C(P_0) \) is
\[
D^C(\bar{Q}, g_0)(O) = \left( \frac{\mathbb{I}(A = 1)}{g_0(1|W)} - \frac{\mathbb{I}(A = 0)}{g_0(0|W)} \right) (Y - \bar{Q}(A, W)) - [\bar{Q}_0(W) - \bar{Q}(W)]
\]

and where
\[
D^F(U, X) = Y(1) - Y(0) - \bar{Q}_0(1, W) - \bar{Q}_0(0, W)
\]

Thus, we have shown the TMLE is an asymptotically linear estimator of the SATE:
\[
\sqrt{n} \left[ \Psi_n(P_n) - \Psi_0^S(P_{U,X}) \right] = \frac{1}{n} \sum_{i=1}^n D^S(U_i, X_i) + o_P(1/\sqrt{n})
\]

with influence curve
\[
D^S(U, X) = D^C(O) - D^F(U, X)
\]
C.2 Variance and variance estimation for the TMLE of the SATE

**Theorem 4.** The standardized TMLE for the SATE is asymptotically normal:

\[
\sqrt{n} \left[ \Psi_n(P_n) - \Psi(P_{U,X}) \right] \xrightarrow{D} N(0, \sigma^2_S)
\]

with \( \sigma^2_S = \text{Var}[D^C] + \text{Var}[D^F] - 2\text{Cov}[D^C, D^F] = \text{Var}[D^C] - \text{Var}[D^F] \)

**Proof.** The covariance term is

\[
\text{Cov}[D^C, D^F] = E_{U,X,0} \left[ D^C \times D^F \right] = E_{U,X,0} \left[ \left\{ \left( \frac{I(A = 1)}{g_0(1|W)} - \frac{I(A = 0)}{g_0(0|W)} \right) \left( Y - \bar{Q}(A, W) \right) - (\bar{Q}_0(W) - \bar{Q}(W)) \right\} \times \{ Y(1) - Y(0) - \bar{Q}_0(W) \} \right]
\]

Under the randomization assumption, the \( D^F \) component has conditional mean zero, given the baseline covariates \( W \):

\[
E_{U,X,0}[Y(1) - Y(0) - \bar{Q}_0(W)|W] = E_{U,X,0}[Y(1)|W] - E_{U,X,0}[Y(0)|W] - \bar{Q}_0(W) = E_0(Y|A = 1, W) - E_0(Y|A = 0, W) - \bar{Q}_0(W) = 0
\]

Therefore, the second term is zero.
For the first term, we have

\[
E_{U,X,0} \left[ \left( \frac{I(A = 1)}{g_0(1|W)} - \frac{I(A = 0)}{g_0(0|W)} \right) (Y - \bar{Q}(A,W)) \times [Y(1) - Y(0) - \bar{Q}_0(W)] \right]
\]

\[= E_{U,X,0} \left[ \left( \frac{I(A = 1)}{g_0(1|W)} - \frac{I(A = 0)}{g_0(0|W)} \right) (Y - \bar{Q}(A,W) + \bar{Q}_0(A,W) - \bar{Q}_0(A,W)) \times [Y(1) - Y(0) - \bar{Q}_0(W)] \right]
\]

\[+ E_{U,X,0} \left[ \left( \frac{I(A = 1)}{g_0(1|W)} - \frac{I(A = 0)}{g_0(0|W)} \right) (\bar{Q}_0(A,W) - \bar{Q}(A,W)) \times [Y(1) - Y(0) - \bar{Q}_0(W)] \right]
\]

It follows that this equals:

\[
E_{U,X,0} \left[ \frac{I(A = 1)}{g_0(1|W)} (Y(1) - \bar{Q}_0(1,W)) \times [Y(1) - Y(0) - \bar{Q}_0(W)] \right]
\]

\[- E_{U,X,0} \left[ \frac{I(A = 0)}{g_0(0|W)} (Y(0) - \bar{Q}_0(0,W)) \times [Y(1) - Y(0) - \bar{Q}_0(W)] \right]
\]

\[+ E_{U,X,0} \left[ \frac{I(A = 1)}{g_0(1|W)} (\bar{Q}_0(1,W) - \bar{Q}(1,W)) \times [Y(1) - Y(0) - \bar{Q}_0(W)] \right]
\]

\[- E_{U,X,0} \left[ \frac{I(A = 0)}{g_0(0|W)} (\bar{Q}_0(0,W) - \bar{Q}(0,W)) \times [Y(1) - Y(0) - \bar{Q}_0(W)] \right]
\]

Under the randomization assumption, we have

\[
E_0 \left[ \frac{I(A = a)}{g_0(a|W)} \right] Y(1), Y(0), W = 1
\]

Therefore, the sum of first two terms reduce to the variance of the $D^F$ component:

\[
E_0 \left[ [Y(1) - Y(0) - Q_0(W)] \times [Y(1) - Y(0) - Q_0(W)] \right] = E_0 \left[ [Y(1) - Y(0) - Q_0(W)]^2 \right]
\]

The sum of last two terms equals zero, using that the conditional mean of $D^F$ component, given $W$ equals zero. Therefore, we have that the covariance term equals the variance of the non-identifiable component $D^F$:

\[2Cov[D^C, D^F] = 2Var[D^F]\]

Thus, the asymptotic variance of the standardized estimator for the SATE is

\[
\sigma^2_{as} = Var[D^C] - Var[D^F]
\]
The asymptotic variance $\sigma^2_S$ is always less than or equal to $\text{Var}[D^c]$. We can estimate the upper bound as

$$\sigma^2_n = \text{Var}_n[D^c_n]$$

where $\text{Var}_n$ is the sample variance and $D^c_n$ is the (conservative) estimate of the influence curve for the TMLE for the conditional parameter:

$$D^c_n(O_i) = \left( \frac{\mathbb{I}(A_i = 1)}{g_0(1|W_i)} - \frac{\mathbb{I}(A_i = 0)}{g_0(0|W_i)} \right) (Y_i - \bar{Q}_n^*(A_i, W_i))$$

C.3 Generalization to allow for estimation of the exposure mechanism

Thus far, we have focused on a randomized trial. In an observational setting, TMLE can be implemented in an analogous manner. In the first step, we estimate both the outcome regression $\bar{Q}_0(A, W)$ and the propensity score $g_0(1|W)$. Again, we could use parametric regression or data-adaptive algorithms. In the targeting step, we run logistic regression of the outcome $Y$ on the estimated covariate $H_n(A, W)$ with the logit of the initial estimator $\bar{Q}_n(A, W)$ as offset. We then plug-in the estimated coefficient $\epsilon_n$ to obtain the targeted estimates $\bar{Q}_n^*(1, W)$ and $\bar{Q}_n^*(0, W)$. The targeted estimates are then substituted into the parameter mapping.

In an observational setting, TMLE also exhibits desirable asymptotic properties. TMLE is double robust: if either the outcome regression $\bar{Q}_0(A, W)$ or the propensity score $g_0(1|W)$ are consistently estimated, we will have a consistent estimate of the parameter of interest. If both functions are consistently estimated at a fast enough rate and the positivity assumption holds, then the TMLE will be asymptotically efficient. As before, the TMLE for the sample parameter will be at least as precise as the TMLE for the conditional parameter, which will be at least as precise as the TMLE for the population parameter. Furthermore, if the outcome regression is not consistently estimated but the propensity score is consistently estimated with maximum likelihood, then $D^P(\bar{Q}, g_0)$ provides an asymptotically conservative approximation of the influence curve for the TMLE of the population estimand $\Psi^P_0(P_0)$ [55]. Likewise, under these conditions, $D^C(\bar{Q}, g_0)$ provides an asymptotically conservative approximation of the influence curve for the TMLE of the conditional estimand $\Psi^C_0(P_0)$ and thereby SATE.

More formally, suppose our target of inference is the population estimand $\Psi^P_0(P_0)$ and the exposure mechanism is consistently estimated with maximum likelihood: $g_n(A|W)$. Then the TMLE is asymptotically linear with influence curve given by the influence curve at the possibly misspecified limit $\bar{Q}(A, W)$ minus its projection on the tangent space $T_g$ of the model for $g_0(A|W)$ [55]:

$$D^{P,g_n}(\bar{Q}, g_0) = D^P(\bar{Q}, g_0) - \prod [D^P(\bar{Q}, g_0)|T_g]$$
This projection is a function of \((A, W)\) with conditional mean zero, given \(W\). Analogously, when we target the conditional estimand \(\Psi^C_0(P_0)\), the influence curve of the TMLE is

\[
D^{C,g_n}(\bar{Q}, g_0) = D^C(\bar{Q}, g_0) - \prod [D^C(\bar{Q}, g_0)|T_g]
\]

and when we target the SATE \(\Psi^S(P_{U,X})\), the influence curve of the TMLE is

\[
D^{S,g_n}(\bar{Q}, g_0) = D^{C,g_n}(\bar{Q}, g_0) - D^F
\]

The proof is analogous to the above and thus omitted.

The standardized estimator of the SATE then is asymptotically normal with mean 0 and variance given by the variance of influence curve:

\[
\sigma^2_{S,g_n} = \text{Var}[D^{C,g_n}] + \text{Var}[D^F] - 2\text{Cov}[D^{C,g_n}, D^F]
\]

The covariance of the projection \(\prod [D^C(\bar{Q}, g_0)|T_g]\) and \(D^F\) is zero. (If we take the expectation given \((A, W)\), then the projection term is constant and the \(D^F\) term is zero.) Thus, the asymptotic variance of standardized estimator (when the exposure mechanism is estimated according to a correctly specified model) is

\[
\sigma^2_{S,g_n} = \text{Var}[D^{C,g_n}] - \text{Var}[D^F]
\]

We will to have a conservative variance estimator by ignoring the projection term and the non-identifiable piece \(D^F\).
Appendix D

Technical Appendix for Chapter 4

D.1 The TMLE is an asymptotically linear estimator of the SATE in an adaptive pair-matched trial

In this Appendix we first review the asymptotic linearity results of Balzer et al. [129] for estimation and inference of the the statistical parameter corresponding to the conditional average treatment effect (CATE) [116]:

$$
\Psi^C_0(P_0) = \frac{1}{n} \sum_{i=1}^{n} \left[ \bar{Q}_0(1,W_i) - \bar{Q}_0(0,W_i) \right].
$$

We then provide a theorem showing that the TMLE for the SATE is asymptotically normal in a trial with adaptive pair-matching, which results in $n/2$ conditionally independent copies of $\bar{O}_j = (O_{j1}, O_{j2}) = ((W_{j1}, A_{j1}, Y_{j1}), (W_{j2}, A_{j2}, Y_{j2}))$.

As discussed in Balzer et al. [129], the TMLE for conditional estimand $\Psi^C_0(P_0)$ is defined by the following substitution estimator:

$$
\Psi_n(P_n) = \frac{1}{n} \sum_{i=1}^{n} \left[ \bar{Q}^*_n(1,W_i) - \bar{Q}^*_n(0,W_i) \right]
$$

where $\bar{Q}^*_n(A,W)$ denotes the targeted estimator. Under the following assumptions, the TMLE for $\Psi^C_0(P_0)$ is asymptotically linear:

$$
\Psi_n(P_n) - \Psi^C_0(P_0) = \frac{1}{n/2} \sum_{j=1}^{n/2} \bar{D}^C(\bar{Q}, \bar{Q}_0, g_0)(\bar{O}_j) + o_P(n^{-1/2})
$$
with influence curve
\[ D^c(Q, \bar{Q}_0, g_0)(O_j) = \frac{1}{2} \left[ D^c(Q, \bar{Q}_0, g_0)(O_{j1}) + D^c(Q, \bar{Q}_0, g_0)(O_{j2}) \right] \]
\[ D^c(Q, \bar{Q}_0, g_0)(O_i) = \left( \frac{\mathbb{I}(A_i = 1)}{g_0(A_i)} - \frac{\mathbb{I}(A_i = 0)}{g_0(A_i)} \right) (Y_i - \bar{Q}(A_i, W_i)) \]
\[ - \left[ (Q_0(1, W_i) - \bar{Q}(1, W_i)) - (Q_0(0, W_i) - \bar{Q}(0, W_i)) \right] \]

where \( \bar{Q}(A, W) \) denotes the limit of the targeted estimator of the conditional mean function \( Q_0(A, W) \) and where the marginal probability of being assigned the treatment or the control is known: \( g_0(A) = P_0(A) = 0.5 \) [129]. Specifically, we assume

- **Uniform bound**: Assume \( \sup_{Q \in \mathcal{F}} \sup_{O} \left| \left( \frac{\mathbb{I}(A_i = 1)}{g_0(A_i)} - \frac{\mathbb{I}(A_i = 0)}{g_0(A_i)} \right) (Y_i - \bar{Q}(A_i, W_i)) \right| < M < \infty \)
  where \( \mathcal{F} \) is the set of multivariate real valued functions so that \( \bar{Q}_n^* \) is an element of \( \mathcal{F} \) with probability 1 and where the second supremum is over a set that contains the support of each \( O_i \).

- **Convergence of variances**: Assume that for a specified \( \{\sigma^2(Q) : Q \in \mathcal{F}\} \), for any \( \bar{Q} \in \mathcal{F}, \frac{1}{n/2} \sum_{j=1}^{n/2} P_0^n \bar{D}^c(Q, \bar{Q}_0, g_0)^2 \to \sigma^2_c(\bar{Q}) \) a.s (i.e., for almost every \( (W^n, n \geq 1) \)). Throughout \( P_0^n f = E_0[f|W^n] \) denotes the conditional expectation of a function \( f \) of \( O^n = (O_1, \ldots, O_n) \), given the vector of baseline covariates \( W^n = (W_1, \ldots, W_n) \). We will relax this assumption below.

- **Convergence of \( \bar{Q}_n^* \) to some limit**: For any \( \bar{Q}_1, \bar{Q}_2 \in \mathcal{F} \), we define \( \sigma^2_n(\bar{Q}_1 - \bar{Q}_2) = \frac{1}{n/2} \sum_{j=1}^{n/2} P_0^n \{D^c(\bar{Q}_1, \bar{Q}_0, g_0) - D^c(\bar{Q}_2, \bar{Q}_0, g_0)\}^2 \). Assume that for a particular \( \bar{Q} \in \mathcal{F}, \sigma^2_n(\bar{Q}_n^* - \bar{Q}) \to 0 \) in probability as \( n \to \infty \).

- **Entropy condition**: Let \( \mathcal{F}^d = \{f_1 - f_2 : f_1, f_2 \in \mathcal{F}\} \). Let \( N(\epsilon, \sigma_n, \mathcal{F}^d) \) be the covering number of the class \( \mathcal{F}^d \) w.r.t norm/dissimilarity \( \| f \| = \sigma_n(f) \). Assume that the class \( \mathcal{F} \) satisfies \( \lim_{\delta_n \to 0} \int_0^{\delta_n} \sqrt{\log N(\epsilon, \sigma_n, \mathcal{F}^d)} d\epsilon = 0 \).

**Theorem 5.** Let \( W \) denote the measured baseline covariates, \( A \) the intervention assignment and \( Y \) the outcome. A randomized trial with adaptive pair-matching results in \( n/2 \) conditionally independent copies of paired random variable

\[ \bar{O}_j = (O_{j1}, O_{j2}) = ((W_{j1}, A_{j1}, Y_{j1}), (W_{j2}, A_{j2}, Y_{j2})) \]

where index \( j = \{1, \ldots, n/2\} \) denotes the partitioning of the study units \( \{1, \ldots, n\} \) into matched pairs according to similarity on their baseline covariates \( W^n = (W_1, \ldots, W_n) \). Our target of inference is the sample average treatment effect (SATE) [19]:

\[ \Psi^S(P_X) = \frac{1}{n} \sum_{i=1}^{n} Y_i(1) - Y_i(0) \]
where \( P_X \) denotes the distribution of the full data \( X = (W,Y(1),Y(0)) \). Under the above conditions, the TMLE \( \Psi_n(P_n) = \frac{1}{n} \sum_{i=1}^n Q_i^*(1,W_i) - Q_i^*(0,W_i) \) is an asymptotically linear estimator of the SATE:

\[
\Psi_n(P_n) - \Psi^S(P_X) = \frac{1}{n/2} \sum_{j=1}^{n/2} \tilde{D}^S(\tilde{Q},\tilde{Q}_0,g_0)(\tilde{X}_j,\tilde{O}_j) + o_P(n^{-1/2})
\]

with influence curve

\[
\tilde{D}^S(\tilde{Q},\tilde{Q}_0,g_0)(\tilde{X}_j,\tilde{O}_j) = \tilde{D}^C(\tilde{Q},\tilde{Q}_0,g_0)(\tilde{O}_j) - \tilde{D}^F(\tilde{Q}_0)(\tilde{X}_j,\tilde{O}_j)
\]

where \( \tilde{Q}(A,W) \) denotes the limit of the targeted estimator of the conditional mean function \( Q_0(A,W) \) and where the marginal probability of being assigned the treatment or the control is known \( g_0(A) = P_0(A) \).

The first component \( \tilde{D}^C(\tilde{O}_j) \) is the influence curve for the TMLE targeting the conditional estimand \( \Psi_0^C(P_0) = \frac{1}{n} \sum_{i=1}^n [Q_0(1,W_i) - Q_0(0,W_i)] \) in a trial with adaptive pair-matching:

\[
\tilde{D}^C(\tilde{Q},\tilde{Q}_0,g_0)(\tilde{O}_j) = \frac{1}{2} \left[ D^C(\tilde{Q},\tilde{Q}_0,g_0)(O_{j1}) + D^C(\tilde{Q},\tilde{Q}_0,g_0)(O_{j2}) \right]
\]

with \( D^C(\tilde{Q},\tilde{Q}_0,g_0)(O_i) = \left( \frac{I(A_i = 1)}{g_0(A_i)} - \frac{I(A_i = 0)}{g_0(A_i)} \right) (Y_i - \tilde{Q}(A_i,W_i)) \)

\[
- \left[ (Q_0(1,W_i) - Q(1,W_i)) - (Q_0(0,W_i) - Q(0,W_i)) \right]
\]

The second component \( \tilde{D}^F(\tilde{X}_j,\tilde{O}_j) \) is the following function of the paired full data \( \tilde{X}_j = (X_{j1},X_{j2}) \):

\[
\tilde{D}^F(\tilde{Q}_0)(\tilde{X}_j,\tilde{O}_j) = \frac{1}{2} \left[ D^F(\tilde{Q}_0)(X_{j1},O_{j1}) + D^F(\tilde{Q}_0)(X_{j2},O_{j2}) \right]
\]

with \( D^F(\tilde{Q}_0)(X_i,O_i) = Y_i(1) - Y_i(0) - [Q_0(1,W_i) - Q_0(0,W_i)] \)

The standardized TMLE for the SATE is asymptotically normal with mean 0 and variance \( \sigma_{n,S}^2 \) given by the limit of

\[
\sigma_{n,S}^2 = \frac{1}{n/2} \sum_{j=1}^{n/2} P_0^n \left\{ \tilde{D}^S(\tilde{Q},\tilde{Q}_0,g_0)(\tilde{X}_j,\tilde{O}_j) \right\}^2
\]

where \( P_0^n f = E_0[f|W^n] \) denotes the conditional expectation of a function \( f \) of \( O^n = (O_1,\ldots,O_n) \), given the vector of baseline covariates \( W^n = (W_1,\ldots,W_n) \).
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Proof. Let $\bar{Q}_0(W) = \bar{Q}_0(1, W) - \bar{Q}_0(0, W)$ denote the true difference in treatment-specific means. We can write the deviation between the TMLE $\Psi_n(P_n)$ for the conditional estimand $\Psi^C_0(P_0)$ and the SATE as

$$
\Psi_n(P_n) - \Psi^S(P_X) = \Psi_n(P_n) - \Psi^C_0(P_0) - [\Psi^S(P_X) - \Psi^C_0(P_0)]
$$

$$
= \frac{1}{n/2} \sum_{j=1}^{n/2} \bar{D}^C(\bar{O}_j) - [\Psi^S(P_X) - \Psi^C_0(P_0)] + o_P(n^{-1/2})
$$

$$
= \frac{1}{n/2} \sum_{j=1}^{n/2} \bar{D}^C(\bar{O}_j) - \left[ \frac{1}{n} \sum_{i=1}^{n} Y_i(1) - Y_i(0) - \bar{Q}_0(W_i) \right] + o_P(n^{-1/2})
$$

$$
= \frac{1}{n/2} \sum_{j=1}^{n/2} \left[ \bar{D}^C(\bar{O}_j) - \frac{1}{2} \left( Y_{j1}(1) - Y_{j1}(0) - \bar{Q}_0(W_{j1}) + Y_{j2}(1) - Y_{j2}(0) - \bar{Q}_0(W_{j2}) \right) \right]
$$

$$
+ o_P(n^{-1/2})
$$

$$
= \frac{1}{n/2} \sum_{j=1}^{n/2} \left[ \bar{D}^C(\bar{O}_j) - \bar{D}^F(\bar{X}_j, \bar{O}_j) \right] + o_P(n^{-1/2})
$$

where $\bar{D}^C(\bar{O}_j)$ is the influence curve of the TMLE for the conditional estimand $\Psi^C_0(P_0)$ under adaptive pair-matching and where $\bar{D}^F(\bar{X}_j, \bar{O}_j)$ is the following function of the paired full data $\bar{X}_j = (X_{j1}, X_{j2})$:

$$
\bar{D}^F(\bar{X}_j, \bar{O}_j) = \frac{1}{2} \left[ D^F(X_{j1}, O_{j1}) + D^F(X_{j2}, O_{j2}) \right]
$$

with $D^F(X_i, O_i) = Y_i(1) - Y_i(0) - [\bar{Q}_0(1, W_i) - \bar{Q}_0(0, W_i)]$

Thus, we have shown the TMLE is an asymptotically linear estimator of the SATE in a trial with adaptive pair-matching:

$$
\Psi_n(P_n) - \Psi^S(P_X) = \frac{1}{n/2} \sum_{j=1}^{n/2} \bar{D}^S(\bar{X}_j, \bar{O}_j) + o_P(n^{-1/2})
$$

with influence curve

$$
\bar{D}^S(\bar{X}_j, \bar{O}_j) = \bar{D}^C(\bar{O}_j) - \bar{D}^F(\bar{X}_j, \bar{O}_j).
$$

Strictly speaking, the influence curve must only be a function of the observed data. Nonetheless, the theorem is sufficient to prove asymptotic normality and consistency of the TMLE.
D.2 Variance and variance estimation for the TMLE of the SATE in an adaptive pair-matched trial

Theorem 6. The asymptotic variance of the standardized estimator is given by the limit of

$$\sigma_n^{2.5} = \frac{1}{n/2} \sum_{j=1}^{n/2} P_0^n \left\{ D^S(\bar{Q}, \bar{Q}_0, g_0)(\bar{X}_j, \bar{O}_j) \right\}^2$$

$$= \frac{1}{n/2} \sum_{j=1}^{n/2} \left[ P_0^n \left\{ D^C(\bar{Q}, \bar{Q}_0, g_0)(\bar{O}_j) \right\}^2 - \frac{1}{4} P_0^n \left\{ D^F(\bar{Q}_0)(X_{j1}, O_{j1}) \right\}^2 - \frac{1}{4} P_0^n \left\{ D^F(\bar{Q}_0)(X_{j2}, O_{j2}) \right\}^2 \right]$$

Proof. The conditional variance can be expressed as

$$\sigma_n^{2.5} = \frac{1}{n/2} \sum_{j=1}^{n/2} P_0^n \left\{ D^S(\bar{X}_j, \bar{O}_j) \right\}^2$$

$$= \frac{1}{n/2} \sum_{j=1}^{n/2} P_0^n \left\{ D^C(\bar{O}_j) - D^F(\bar{X}_j, \bar{O}_j) \right\}^2$$

$$= \frac{1}{n/2} \sum_{j=1}^{n/2} \left[ P_0^n \left\{ D^C(\bar{O}_j) \right\}^2 + P_0^n \left\{ D^F(\bar{X}_j, \bar{O}_j) \right\}^2 - 2 P_0^n \left\{ D^C(\bar{O}_j) \times D^F(\bar{X}_j, \bar{O}_j) \right\} \right]$$

The conditional variance of the $D^F(\bar{X}_j, \bar{O}_j)$ component is

$$P_0^n \left\{ D^F(\bar{X}_j, \bar{O}_j) \right\}^2 = P_0^n \left\{ \frac{1}{2} (D^F(X_{j1}, O_{j1}) + D^F(X_{j2}, O_{j2})) \right\}^2$$

$$= \frac{1}{4} P_0^n \left\{ D^F(X_{j1}, O_{j1}) \right\}^2 + \frac{1}{4} P_0^n \left\{ D^F(X_{j2}, O_{j2}) \right\}^2 + \frac{1}{2} P_0^n \left\{ D^F(X_{j1}, O_{j1}) \times D^F(X_{j2}, O_{j2}) \right\}$$

Under the randomization assumption, each $D^F(X_i, O_i)$ component has conditional mean zero, given its baseline covariates $W_i$:

$$E[D^F(X_i, O_i)|W_i] = E[Y_i(1) - Y_i(0) - \bar{Q}_0(W_i)|W_i]$$

$$= E[Y_i(1)|W_i] - E[Y_i(0)|W_i] - [\bar{Q}_0(1, W_i) - \bar{Q}_0(0, W_i)]$$

$$= E_0(Y_i|A_i = 1, W_i) - E_0(Y_i|A_i = 0, W_i) - [\bar{Q}_0(1, W_i) - \bar{Q}_0(0, W_i)] = 0$$
Therefore, the conditional covariance of the $D^F$ components within a matched pair is zero:

$$
P^n_0 \left\{ D^F(X_{j1}, O_{j1}) \times D^F(X_{j2}, O_{j2}) \right\} = E[D^F(X_{j1}, O_{j1}) \times D^F(X_{j2}, O_{j2}) | W^n] = E[E[Y_{j1}(1) - Y_{j1}(0) - \bar{Q}_0(W_{j1}) | W_{j1}] \times D^F(X_{j2}, O_{j2})] = 0
$$

The conditional variance of the $\bar{D}^F(\bar{X}_j, \bar{O}_j)$ component simplifies to

$$
P^n_0 \left\{ \bar{D}^F(\bar{X}_j, \bar{O}_j) \right\}^2 = \frac{1}{4} P^n_0 \left\{ D^F(X_{j1}, O_{j1}) \right\}^2 + \frac{1}{4} P^n_0 \left\{ D^F(X_{j2}, O_{j2}) \right\}^2
$$

The conditional covariance of the $\bar{D}^C(\bar{O}_j)$ and $\bar{D}^F(\bar{X}_j, \bar{O}_j)$ components is

$$
P^n_0 \left\{ \bar{D}^C(\bar{O}_j) \times \bar{D}^F(\bar{X}_j, \bar{O}_j) \right\} = \frac{1}{4} P^n_0 \left\{ [D^C(O_{j1}) + D^C(O_{j2})] \times [D^F(X_{j1}, O_{j1}) + D^F(X_{j2}, O_{j2})] \right\}
$$

$$
= \frac{1}{4} \left[ P^n_0 \left\{ D^C(O_{j1}) \times D^F(X_{j1}, O_{j1}) \right\} + P^n_0 \left\{ D^C(O_{j1}) \times D^F(X_{j2}, O_{j2}) \right\} + P^n_0 \left\{ D^C(O_{j2}) \times D^F(X_{j1}, O_{j1}) \right\} + P^n_0 \left\{ D^C(O_{j2}) \times D^F(X_{j2}, O_{j2}) \right\} \right]
$$

As shown in Appendix of [140], the covariance of the $D^C(O_i)$ and $D^F(O_i)$ components is equal to the variance of $D^F(O_i)$. Therefore, we have

$$
P^n_0 \left\{ D^C(O_{j1}) \times D^F(X_{j1}, O_{j1}) \right\} = P^n_0 \left\{ D^F(X_{j1}, O_{j2}) \right\}^2
$$

$$
P^n_0 \left\{ D^C(O_{j2}) \times D^F(X_{j2}, O_{j2}) \right\} = P^n_0 \left\{ D^F(X_{j2}, O_{j2}) \right\}^2
$$

Under the randomization assumption, the other terms are zero:

$$
P^n_0 \left\{ D^C(O_{j1}) \times D^F(X_{j2}, O_{j2}) \right\} = E[D^C(O_{j1}) \times E[D^F(X_{j2}, O_{j2}) | W_{j2}]] = 0
$$

$$
P^n_0 \left\{ D^C(O_{j2}) \times D^F(X_{j1}, O_{j1}) \right\} = E[D^C(O_{j2}) \times E[D^F(X_{j1}, O_{j1}) | W_{j1}]] = 0
$$

We have that the conditional covariance of the $\bar{D}^C(\bar{O}_j)$ and $\bar{D}^F(\bar{X}_j, \bar{O}_j)$ components equals

$$
P^n_0 \left\{ \bar{D}^C(\bar{O}_j) \times \bar{D}^F(\bar{X}_j, \bar{O}_j) \right\} = \frac{1}{4} P^n_0 \left\{ D^F(X_{j1}, O_{j2}) \right\}^2 + \frac{1}{4} P^n_0 \left\{ D^F(X_{j2}, O_{j2}) \right\}^2
$$
Combining the terms, we have
\[ \sigma^2_{n} = \frac{1}{n/2} \sum_{j=1}^{n/2} \left[ P_0 \left( D^C(\hat{O}_j) \right)^2 - \frac{1}{4} P_0 \left( D^F(X_{j1}, O_{j1}) \right)^2 - \frac{1}{4} P_0 \left( D^F(X_{j2}, O_{j2}) \right)^2 \right] \]

The asymptotic variance of the TMLE for the SATE \( \sigma^2_S \) is always less than or equal to \( \sigma^2_C \), which is the asymptotic variance of the TMLE for the conditional parameter. As shown in [129], we can estimate the upper bound as
\[ \hat{\sigma}^2_S = \frac{1}{n/2} \sum_{j=1}^{n/2} \left( \hat{D}^C(\hat{Q}_n, g_0)(\hat{O}_j) \right)^2 \]

\[ \hat{D}^C(\hat{Q}_n, g_0)(\hat{O}_j) = \frac{1}{2} \left[ \hat{D}^C(\hat{Q}_n, g_0)(O_{j1}) + \hat{D}^C(\hat{Q}_n, g_0)(O_{j2}) \right] \]

Ordering the observations within matched pairs, such that the first corresponds to the unit randomized to the intervention \( (A_{j1} = 1) \) and the second to the control \( (A_{j2} = 0) \), it follows that
\[ \hat{D}^C(\hat{Q}_n, g_0)(\hat{O}_j) = \hat{D}^C(\hat{Q}_n, g_0)(\hat{O}_j) = (Y_{j1} - \hat{Q}_n(1, W_{j1})) - (Y_{j2} - \hat{Q}_n(0, W_{j2})) \]

allowing us to represent the variance estimator as the sample variance of the difference in residuals within matched pairs:
\[ \hat{\sigma}^2_S = \hat{\sigma}^2_C = \frac{1}{n/2} \sum_{j=1}^{n/2} \left\{ (Y_{j1} - \hat{Q}_n(1, W_{j1})) - (Y_{j2} - \hat{Q}_n(0, W_{j2})) \right\}^2 \]

This variance estimator will be consistent if there is no heterogeneity in the treatment effect within strata of covariates (i.e. if the variance of the \( D^F \) component is zero) and if the conditional mean function \( \hat{Q}_0(A, W) \) is consistently estimated. Otherwise, the variance estimator will be conservative.

We can relax the assumption that the conditional variance converges to some limit. Specifically, we have that the standardized and scaled estimator converges to a normal distribution with mean 0 and variance given by the ratio of the true conditional variance \( \sigma^2_{nS} \) divided by our conservative estimator \( \hat{\sigma}^2_S \):
\[ \frac{\Psi(P_n) - \Psi(X_n)}{\hat{\sigma}^2_S / \sqrt{n/2}} \rightarrow N \left( 0, \frac{\sigma^2_{nS}}{\hat{\sigma}^2_S} \right) \]

Since the ratio of variances is always \( \leq 1 \). The standard normal distribution \( N(0, 1) \) provides a conservative approximation to the asymptotic distribution.
D.3 Step-by-step instructions to obtain a cross-validated variance estimator

Let $\bar{Q}_n(A,W)$ denote the initial estimator for conditional mean outcome, which was selected through the data-adaptive procedure (Sec. 4.2 for a non-matched trial and Sec. 4.3 for a pair-matched trial). Let $g_n(A|W)$ denote the estimator of the exposure mechanism, which was collaboratively selected through the data-adaptive procedure (Sec. 4.4). A cross-validated estimate of the variance of the data-adaptive TMLE can be implemented as follows. As before, we present $V$-fold cross-validation, where the data are partitioned into $V$ folds of size $\approx n/V$. If matching was used, the partitioning should preserve the pairs.

i. For each fold $v = \{1, \ldots, V\}$ in turn,
   a. Set the observation(s) in fold $v$ to be the validation set and the remaining observations to be the training set.
   b. Using observations in the training set, fit the selected TMLE.
      - Fit the selected working model for the conditional mean outcome $\bar{Q}_n(A,W)$.
      - Fit the selected working model for the exposure mechanism $g_n(A|W)$.
      - Target the initial estimator. Denote the estimated fluctuation coefficient $\epsilon_n$.
   c. For each observation $O_k$ in the validation set, estimate the influence curve (and correction factor $\rho_n$ if relevant).
      - Use the initial fit $\bar{Q}_n(A,W)$, based on the training data, to obtain initial predictions of the outcome under the treatment $\bar{Q}_n(1,W_k)$ and under the control $\bar{Q}_n(0,W_k)$.
      - Use the fit of the exposure mechanism $g_n(A,W)$, based on the training set, to calculate the clever covariate $H_n(A_k,W_k)$.
      - Update the initial estimates with the estimated fluctuation parameter $\epsilon_n$. Denote the targeted predictions of the outcome under the treatment $\bar{Q}_n^*(1,W_k)$ and the control $\bar{Q}_n^*(0,W_k)$.
      - Plug-in the relevant components to estimate influence curve, appropriate for the target parameter and study design.

ii. Estimate the variance of the data-adaptive TMLE with the sample variance of the estimated influence curve, normalized by the appropriate sample size.